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I Quinto Congresso del Gruppo Nazionale di Bioingegneria (GNB 2016) ¢ stato promosso e
organizzato dal Dipartimento di Ingegneria Chimica, dei Materiali e della Produzione Industriale e
dal Dipartimento di Ingegneria elettrica e delle Tecnologie dell'Informazione dell'Universita degli
Studi di Napoli Federico II. Si svolge nei giorni 20-22 giugno 2016, presso la sede della scuola
politecnica e delle scienze di base dell'Universita degli Studi di Napoli "Federico II" in Piazzale
Vincenzo Tecchio, 80.

L'evento, giunto alla sua V edizione, rappresenta il principale momento di incontro dei bioingegneri
italiani, comunita scientifica particolarmente attiva e pienamente inserita nel contesto della ricerca
internazionale. Il Congresso fornisce una panoramica delle attivita piu recenti nel campo della
Bioingegneria in Italia ed ha lo scopo di coinvolgere tutte le componenti della comunita scientifica,
in particolare i giovani: gli studenti, sempre pit numerosi nei corsi di laurea delle varie sedi
universitarie, i dottorandi, i dottori di ricerca e i giovani ricercatori, che hanno scelto di
scommettere su un settore fortemente innovativo con grandi potenzialitu di crescita e di traino per
I’economia dell'intero paese.

La struttura del Congresso ¢ organizzata in sessioni plenarie. Ogni sessione prevede una Lettura
Magistrale, tenuta da nove eminenti personalita italiane e straniere. Comprende inoltre una tavola
rotonda dal titolo: “Sbocchi occupazionali del bioingegnere” a cui partecipano diversi
rappresentanti del mondo accademico, industriale e finanziario.

Il convegno contempla numerose presentazioni poster, da tenersi nel corso delle sessioni tematiche.
Infine, durante il congresso le presentazioni derivanti dai poster pill interessanti sono state invitate a
presentare i contributi in sessione plenaria e, cinque di queste, insignite del "Premio Giovani
Ricercatori".

In concomitanza con il Congresso, nel pomeriggio di mercoledi 22 giugno, a proseguimento della
sessione mattutina del GNB, si svolge inoltre il meeting annuale del Capitolo Italiano della Societa
Europea di Biomeccanica (ESB-ITA) (http://www .esb- ita.it/home.html).

L'adesione complessiva a GNB 2016, ¢ stata molto soddisfacente, con un totale di circa 270
iscrizioni. Una particolare attenzione ¢ stata rivolta a favorire la partecipazione di studenti e di
personale non strutturato, quali i dottorandi, i dottori di ricerca, gli assegnisti, che rappresentano
circa 1’80% delle iscrizioni totali.

Complessivamente, i contributi liberi sottoposti sono stati 231, a testimonianza della vitalita,
dell'elevato livello di maturita e della vastita di temi di ricerca che rende la Bioingegneria uno tra i
settori scientifici pitt multidisciplinari e dinamici. Ugualmente molto positiva la Call per i Premi per
Giovani ricercatori.

Un doveroso ringraziamento va quindi a tutti coloro che hanno contribuito con I’invio delle
sottomissioni. Solo I’ineluttabile limitazione costituita dalla disponibilita di tempo e dal numero dei
Premi ha impedito di premiare un numero piu elevato di giovani ricercatori.

Per tutti i lavori presentati, la selezione ¢ stata accurata e impegnativa. Per questo esprimiamo tutta
la nostra gratitudine e il nostro sentito ringraziamento ai membri del Comitato Scientifico e a tutti i
colleghi che ci hanno aiutato nella revisione dei lavori.

Porgiamo un ringraziamento particolare all’Universita degli Studi di Napoli “Federico II”” e al suo
Rettore, che hanno sponsorizzato il Convegno grazie alla disponibilita delle Aule e dei cortili della
ex-facolta di Ingegneria, permettendoci sia di avere una sede indimenticabile per il Congresso
mantenendo basse le quote di iscrizione.



Infine, un ringraziamento ai pit giovani colleghi del Comitato organizzatore locale, che hanno in
maniera determinante collaborato per I’organizzazione e la buona riuscita di questo Congresso.

A concludere la nostra introduzione, un semplice sguardo ai temi delle sessioni scientifiche, qui
sotto riportati, rende conto della vastita e modernita dei temi trattati nel corso del V Congresso del
Gruppo Nazionale di Bioingegneria:

Sessione 1: Bioimmagini; Elaborazione di dati e segnali biomedici

Sessione 2: Biomeccanica del movimento umano; Biomeccanica strutturale; Biorobotica,; Controllo
motorio e sensoriale; Ingegneria della riabilitazione

Sessione 3: Biomateriali

Sessione 4: Ingegneria tissutale e medicina rigenerativa, Dispositivi, sistemi e tecnologie
diagnostiche e terapeutiche; Tecnologie nano, micro e indossabili; Informatica medica;
Telemedicina; Ingegneria clinica

Sessione 5: Modellistica matematica; Biologia computazionale; Biologia sintetica,

System Biology,; Neuroinformatica, Neuroingegneria, Bioinformatica

Queste sessioni raggruppano in realta un ampio ventaglio di argomenti in cui potevano essere
incasellate le sottomissioni e riassumono assai efficacemente la sempre maggiore penetrazione della
Bioingegneria nel campo della gestione della salute, nel senso piu estensivo del termine.
Bioingegneria che ¢ ormai una componente fondamentale non della ricerca, ma anche dell’intero
l'ambito sanitario e assistenziale, incluse le molteplici applicazioni industriali che ad esso si
accompagnano.

L’augurio ¢ quindi quello che questo Congresso, € 1 prossimi, rappresentino non soltanto un
ulteriore momento di crescita culturale della nostra Comunita, ma anche un’occasione di riflessione
strategica sulle direzioni di sviluppo della Bioingegneria, che molto puo dare al futuro del nostro
paese.

Il Comitato Organizzatore - V Congresso GNB 2016



GNB 2016

SPONSORS

We make it visible.

C><)
(X

™

&
3
"

Q%AUROGENE

PHYSICAL
ELECTRONICS

N OF ULVAC-PHI

"

A
EMTEVENT

Yy
AA

MICROTECH’

RESEARCH PRODUCTS

Anton Paar

FAALFATEST

strumentazione scientifica



10



ABSTRACT

INVITED SPEAKERS



V CONGRESSO GRUPPO NAZIONALE DI BIOINGEGNERIA

The future of biomedical engineering and
robotics in the fourth industrial revolution

M.C. Carrozza
The Biorobotics Institute, Scuola Superiore Sant’Anna, Pisa, Italy

The objective of this analysis is to introduce and then
critically describe the process of the so called ‘fourth
industrial revolution’ by pointing out the different aspects
and implications. I am not daring to apply an historical
methodology because my background prevent me to enter in
this field, but I want only to describe what we are living,
spending an effort to anticipate what is going on and try to
watch from different perspectives, industrial, social and
scientific, in order to encourage the scientific and academic
community to react and prepare for the changes that we are
living at present time.

A. Science and society

Science, research, industrial development and social
innovation are strictly interdependent, and in this framework,
my vision for the future is that sustainable progress of
humanity must be the ultimate mission of science. This is
well depicted in the objectives of HORIZON 2020 where
excellence in science, industrial leadership and social
innovation are the main pillars for the research, training and
development programs.

Nowadays, there is a bridge of social expectation that is
linking science and politics, mainly related to the strong
demand for science to address the challenges of the society,
and for government to develop science or evidence based
laws and policies. Stakeholders, governments and citizens are
expecting that scientists solve the main problems of the
society, this produced some awareness in scientists which is
demonstrated very recently in a 2015 Nature issue, where the
cover and some editorials are expressing the position that a
strong interdisciplinary effort is necessary for identifying,
segmenting and solving problems that affect humanity. After
years of separation of the different disciplines in academia
and science, now scientists are realizing that it is not possible
to address global problems as clean energy production,
urbanization, migration, starvation, antibiotics resistance or
climate change without an holistic approach: social
challenges requires comprehensive methods and knowledge,
which must include human sciences, ethical issues and
sustainability.

In this framework the importance of the inherently
interdisciplinary science as it is biomedical engineering is
more and more evident because it is producing a cultural
approach appropriate to address the problems of the society.
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B. Industrial Revolutions

In order to prepare to address the social innovation and
moreover the societal challenges in general, I must go back to
industrial revolutions and their schematic methodology to
describe human progress because it is useful to describe what
we are living and how science is now becoming crucial to
understand what is happening and the transformation of the
society.

In modern history, it is universally accepted that the
process of change from an agrarian, handicraft economy to
one dominated by industry and machine manufacturing is
named Industrial Revolution. This process began in Britain,
with the First Industrial Revolution in the 18" century, and
then diffused in other parts of the world.

According to historians of economy, the first industrial
revolution was related to technological developments such as
the invention of machines to do the work of hand tools; the
use of steam, and of other kinds of power, in place of the
muscles of human beings and of animals; and the adoption of
the organization of the factory system...

The second and third industrial revolutions followed the
first and where characterized by different technological
innovations which produced substantial and fundamental
breakthroughs in producing goods and services.

The second industrial revolution, is dated in the middle of
19" century and was characterized by the emergence of
chemical and steel industries, and the development of
Germany as industrial power in parallel to UK, where the
first revolution was centered. The third industrial revolution
was the revolution of microelectronics, sensors, and
mechatronics, ultimately producing miniaturization of
devices and systems, embedded intelligence and robotics and
automation for mass production.

C. Robotics and Biomedical Engineering

The integration of robotics with artificial intelligence, deep
learning and high speed connection will revolutionize the
society because devices will be connected to internet, and
will become physically powerful, intelligent and adaptive.
Large amount of data will be available with small latency and
cloud robotics will enable us to share information, data,
intelligence activities and brains. It will be possible to extend
virtual and physical modeling of systems, to predict the
outcome of phenomena and to model evolution of systems in
action.

Robots were originally designed for manufacturing plants,
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and nowadays mass production is not possible without robots
but now they are indispensable in special environments as
space for exploration, oceans for underwater activities or
hospitals in surgical rooms. In particular, as it was predicted
in science fiction, now deep space exploration is based on
robotics, and robots will be essential for space science
progress.

The next step will be for robots to enter in our everyday
life: in the streets with self-driving cars, or ‘at our place’ in
doing cleaning, entertainment or service activities. Therefore
robotics is becoming ‘social’.

In order to achieve these goals, engineers must address
several issues, related to human-robot interaction, to safety,
to sentience and adaptability. The problem of safe, secure and
effective interaction between human being and robot, cannot
be faced without addressing legal and ethical issues.

The road map is already in place, with time and application
those issues will be studied and investigated, and robots will
share life and environments with humans, supporting their
physical and cognitive activities.

In this framework, I think that a novel role for biomedical
engineering will be opened up, mainly because of the
‘humanization’ of technology, that will be more and more
wearable and implantable in the human body, but also
because of the fusion of bionics and robotics, that will
produce more integration between natural and artificial,
natural control from the user, and ultimately bioartificial
organs where the boundary between artificial and natural will
be undefined. The mission of biomedical engineering will be
to ‘humanize technology’ in order to support human being
and to avoid to ‘robotize humans’.

Moreover, one of the most fascinating questions to answer
in robotics will be originated by the integration of robotics
with bionics and prosthetics, when robotics will enter into the
human body with different levels of integration, to support
human movements, physical interaction with the environment
but also cognitive activities. Wearable robotics is expected to
revolutionize the society in the next decade.

II. CONCLUSION

What are the implications of this transformation of
technology? Which areas of science will be involved in the
evolution of robotics? Biomedical engineering will be at the
intersection between natural and artificial, with the ultimate
goal of supporting human life, preventing diseases with
personalized tools, and producing better recovery and
rehabilitation.

What are the main milestones to be accomplished in the
journey of robots from manufacturing plants, to the civil
society and ultimately into the human body?
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Real time detection of brain activity:
research, development and applications
in neurorchabilitation

F. Cincotti'?

"' Dept. of Computer, Control, and Management Engineering “Antonio Ruberti”, Sapienza University of Rome, Italy
2 Neuroelectrical Imaging and BCI Laboratory, IRCCS Fondazione Santa Lucia, Rome, Italy

I. INTRODUCTION

Brain-Computer Interfaces (BCIs) measure voluntary or
task-related modulations of brain activity, translate them into
control signals and, ultimately, into actions that have an
effect on the environment, bypassing the natural efferent
channels of the Central Nervous System (CNS).

Several types of BCIs exist, differing by: (i) the physical
measurements of the CNS activity (electromagnetic,
metabolic); (ii) the level of invasiveness required by the
measurement; (iii) the features extracted from the input signal
(spiking rates, evoked potentials, electroencephalographic
(EEG) rhythms, etc.); (iv) the type of cognitive processing
underlying the CNS activity modulation; (v) the nature of the
output signal (continuous regression vs, discrete
classification); (vi) the intended application (e.g. replacing,
restoring or improving a lost function; supplementing or
enhancing a natural function).

In this presentation, focus will be on non-invasive EEG-
based systems and their clinical applications, reviewing
recent advancements of the research field and discussing
crucial issues to foster translation outside research
laboratories.

1. BCIS TO REPLACE COMMUNICATION AND IMPROVE
MOTOR FUNCTIONS

Communication and control of the external environment
can be restored in severely disabled people through direct
brain-computer  interaction, bypassing the impaired
neuromuscular channels. In these applications, BCIs are
designed to replace a lost function (e.g., speaking, writing,
acting on appliances) in persons with severe diseases and
little or no chance of recovery. Often BCIs are wrongly
designed and assumed to provide a complete solution to
communication needs of a user with severe motor disabilities.
In fact an Assistive Device (AD) needs to be accessed by all
possible residual communication channels of the user. Using
BCls as an additive (rather than alternative) access to the AD
has been proposed and validated as an aid for communication
and environmental control for users with Amyotrophyc
Lateral Sclerosis (ALS) [1].

The rationale of using BCI systems to support the
rehabilitation process after an insult to the CNS (e.g. a stroke)
is their potential to monitor altered brain activity and guide it
back to a physiological condition, along with the assumption
that this recovery of brain activity leads to restoration of
function. In fact, several randomized controlled trials
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demonstrated the efficacy of BCI-supported rehabilitation in
stroke patients (see e.g. [1] for an approach to motor
rehabilitation of the upper limb in subacute phase).

II. INDUSTRIAL TAKEUP

Currently, most BCI-related commercial products target the
research and development market. While applications
designed for the general population (e.g. gaming interfaces,
workload/vigilance monitors, biometric sensors, etc.) are
attractive due to the large market size, health-oriented market
applications are a promising opportunity for BCI products to
enter the market, due to their peculiar opportunities to cover
for the cost of the product. The aging population determines
an increased need of effective tools supporting neuro-
rehabilitation e.g. after a cerebrovascular accident. Other
applications, including support to communication, despite
their high potential impact on the users’ Quality of Life,
impose a difficult trade-off between technological value and
affordability. Other forms of incentives for industries
targeting this latter market are thus required.

III. CONCLUSION

Near-future research and innovation pathways in the
clinical application of BCIs critically depends on (i) technical
improvements, (ii) interactions with nearby disciplines
(clinical and neuroscientific), and (iii) ability to identify a
profitable market for companies wishing to take up research
results. Interventions should always be designed taking into
account relevant rehabilitation and neurophysiological
principles, and clinical trials must be carried out according to
current standards to provide solid evidence of efficacy and
thus foster the integration of BCI-based intervention in the
rehabilitation program of patients.
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Locomotion at microscopic scales: some case
studies on biological and bio-inspired motility

A. De Simone'
! SISSA-International School for Advanced Studies, Via Bonomea 265, 34136 Trieste, ITALY; email: desimone@sissa.it

I. CELL MOTILITY AS A PARADIGM FOR LOCOMOTION AT THE
MICRO-METER SCALE

Motility of cells, whose typical size is in the tens of micro-
meters, is at the root of many fundamental processes in
Biology. These include the immune system response, the
establishment of connections in the nervous system network,
metastatic tumor cells crawling to invade nearby tissues, and
sperm cells successfully swimming their way by beating a
flagellum until they reach and fertilize an egg cell. The
detailed understanding of the mechanical processes enabling
biological locomotion at the micro-meter scale is still a
challenge.

In addition, motile cells can be regarded as micro-meter-
scale, self-sufficient machines capable of executing
controlled motion. They are able to generate bio-compatible
forces over distances that are biologically meaningful; their
structure has been optimized by evolution and natural
selection. Learning the mechanical details of how cells move
may guide the future design of bio-inspired, motile
microscopic devices capable of navigating inside the human
body for diagnostic or therapeutic purposes [1]-[3]. While the
idea of building artificial devices emulating the capabilities
of motile cells is quite natural, much remains to be done for
this to be practical.

In recent years, we have been studying the mechanical
bases of cellular motility by swimming and crawling [4]-[5].
In the context of swimming motility, our research has paid
special attention on the connections between low Reynolds
number swimming and Geometric Control Theory, and on
the geometric structure of the underlying equations of motion
[4]-[6]. The goal of our emphasis on conceptual principles
has been the attempt to extract, from the study of the
biological template, the “secrets” for successful design of
engineered bio-inspired constructs. As a concrete example of
our approach, we report on recent progress on reverse
engineering of the euglenoid movement [7]-[8].

II. REVERSE ENGINEERING THE EUGLENOID MOVEMENT:
FROM UNICELLULAR SWIMMERS TO BIO-INSPIRED ROBOTS

Euglenids are unicellular aquatic organisms capable of
moving either by beating a flagellum or by executing
dramatic shape changes. These are accomplished thanks to a
complex structure underlying the plasma membrane, made of
interlocking proteinaceous strips, microtubules, and motor

proteins.

We discuss the mechanisms by which the sliding of pellicle
strips leads to shape control and locomotion, which have
been studied by means of both theory (through the mechanics
of active surfaces and its coupling to computational fluid
dynamics for the surrounding fluid) and experiments.
Moreover, we have implemented them into a new concept of
surfaces with programmable shape, obtained by assembling
3d-printed strips in a construct mimicking the biological
template.

We show that the subtle balance between constraints and
flexibility leads to a wide variety of shapes that can be
obtained with relatively simple controls. This suggests that
euglenids exploit the passive resistance of body parts to
reduce the complexity of controlling their shape. This is in
close analogy to the notion of morphological computation,
which has been advocated for the design of soft robots
inspired by biological systems.
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From movement analysis to computer assisted
surgery, a forty years long path toward new
technologies

G. Ferrigno'

! Neuroengineering and Medical Robotics Lab — Dept of Electronics, Information and Bioengin. — Politecnico di Milano

A. Automated motion analysis technologies

About forty years ago, the first attempts to automated motion
analysis started. Several researchers, aiming at movement
kinematics and dynamics detailed analysis, contributed with
different approaches ranging from polarized light to lateral
effect photodiodes [1] leading to the first optical commercial
systems in the middle of '80s. Efforts were put mainly in the
increase of the spatial resolution (accuracy is another story)
and sampling rate. Maturity was reached with the solid state
cameras, CCD and CMOS. Further to the spatial and
temporal resolution (which reach more than 1 mega pixel and
hundreds of Hertz nowadays) other aspects have been faced.
One for all is the camera calibration problem, borrowed from
close range sterecophotogrammetry and computer vision.
Motion analysis cameras are indeed non metric. This opens a
problem to be solved for making the triangulation possible,
which is needed for the computation of the 3D coordinate of
the markers used as body landmarks (see figure 1). The
motion capture, which needs high accuracy in order to
correctly compute kinematic and dynamic variables, is indeed
still based on markers highlighting selected positions of the
body as bony prominences or joints, although new easy, but
much less accurate approaches as Kinect cameras are
nowadays available. Camera calibration in its more complete
form include the estimate of 11 parameters for the camera
model plus other few (usually 2-4) for correcting lens optical
distortions (see for example [2]):

X
x] [1 0 Ax(p,)][1 s e 0 0 v )
p=|y|=]0 1 &0 1m0 olLI-R]
1| (00 1 0 0 1|0 01 :

Complete system calibration requires shooting control points
with known or unknown (preferred solution) position, but
with some geometrical relationship among them (wands with
three aligned markers are a typical choice).

B. Computer assisted surgery (CAS) and Navigation

It came then easy to extend the use of motion capture
systems to computer aided surgery in order to locate body
parts (tissues, organs, bones) both in patient's images and in
the real world, making it possible to see the relative position
of surgical tools wrt structures identified in the planning
phase (Figure 2). Figure 3 is a classical CAS iconic
description due to Russel Taylor (JHU) 2009.

The optical localizer of navigation systems consists of two
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cameras or three linear optical arrays pre-calibrated and
coming into a rigid support so that factory calibration is not
disrupted during their lifetime. Alternative approaches as
ultrasonic transducers and electro-magnetic systems have
been developed, but are still little used.

C. CRAS

The step from CAS to Computer and Robot Assisted
surgery (CRAS) is straightforward. A PUMA 200 was used
for the first robotic neurosurgery intervention [3] This
breakthrough stemmed from the momentum of the
development of CT-guided stereotactic devices in the late
1970's at the Memorial Medical Center at Long Beach, but
was soon discontinued due to safety concerns about the robot
arm (54 kg weight with 0.5 m/s movements) that was only
designed to operate when separated by a physical barrier
(fence) from people. The issue of the co-presence of robot
and humans in the Operating Room (OR) is still an issue
nowadays and is tackled with lightweight devices, "body"
sensors, joint sensors, modulation of the stiffness,
environmental surveillance cameras, etc. Though many
robots used for surgery do not foresee an external navigation
system, those, which are not tele-operated, need the steps of
registration of patient data with the real patient body and with
the robot base in the operating room. Such registrations can
be done by laser scan (Rosa) or intraoperative imaging
systems (Neuromate), although the use of a navigation
system would be easier. More recent research approaches
make wide use of navigation also for robotic surgery [4], see
Fig 4.
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Open Research Challenges in Rehabilitation
Robotics

E. Guglielmelli'
Research Unit of Biomedical Robotics and Biomicrosystems
Campus Bio-Medico University of Rome, Italy

Rehabilitation robotics emerged as a novel application area
in the healthcare domain for robotics and automation
technology in the late ‘90s, when the first trials on human
subjects were carried out.

After more than 20 years since that time, this technology is
still gaining increasing popularity for attracting research
interests, clinical developments and industrial exploitation of
cumulative findings on efficacy of robot-mediated therapy of
a variety of muscoloskeletal disorders and neuromotor
diseases.

Nevertheless, effectiveness and cost-effectiveness of those
solutions which were used for implementing significant
clinical applications are in many cases still quite weak or
questionable, when structured techniques, such as systematic
review and meta-analyises, for such evaluations are applied.

Starting from a critical overview of the main current
scientific and technological limitations of the achievements
to-date, this talk will present and discuss some of main open
research challenges, covering both the area of functional
recovery and of functional substitution.

Examples and case-studies being carried out at the
Research Unit of Biomedical Robotics and Biomicrosystems
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of the Campus Bio-Medico University of Rome on some of
these research challenges, such as non-anthropomorphic
wearable machines, bio-cooperative controllers and intuitive
human-machine interfaces, restoration of sensory feedback
and learning capabilities (e.g. via neural interfaces), tele-
rehabilitation and more, will be briefly introduced to support
the proposed research roadmap for the next evolutions of
rehabilitation robotics.

Finally, the talk will discuss the main reasons why, when
observed from a genuine clinical perspective, the trajectory
of rehabilitation technology appears far from reaching its
maturity yet. To this aim, a recent, yet preliminary, Health
Technology Assessment (HTA) study of rehabilitation
robots, with a specific focus on solutions for the lower limb
therapy, will be presented in order to outline the key
importance of improving the quality of translational research
and clinical trials on rehabilitation robotics technology so to
fully demonstrate its cost-effectiveness and sustainability,
and to pave the way for a massive development and
deployment to the healthcare arena of these innovative
solutions, which has the potential to generate a dramatic
social and economic impact.
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A multiscale biomechanical study to investigate
the influence of mechanical loading in additive
manufacturing scaffolds

D. Lacroix'
Department of Mechanical Engineering, University of Sheffield, United Kingdom

Tissue engineering has become a new promising field of
research with high prospects of being able to generate any
kind of tissues at will. However, after more than ten years of
research little is still known on the exact mechanisms of
interactions between cells, biomaterials and external stimuli.
One of the important processes affecting cell behavior is
mechanotransduction, i.e. how the mechanical loading
applied on the body is translated onto the cells. In order to
better understand this load transfer computational models are
being developed. Based on some mechanoregulation laws,
the migration, proliferation and differentiation of cells can be
predicted. In this study the simulation of cell seeding in a
tissue engineering scaffold will be presented. It is shown how
the macroscopic external loading applied onto the scaffold is
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of a different magnitude than the microscopic loading
transduced at the scale level. A new methodology to simulate
cell seeding enables to predict cell distribution within a
scaffold and to optimize cell seeding as a function of cell
density, pore shape and pore size. A single cell finite element
model will also be presented to show the contribution of each
component of the cytosleleton structure. In conclusion
computational models are useful to optimize the cell seeding
process depending on the type of scaffold chosen and in
calculating the local mechanical stimuli affecting cells while
it is practically impossible to measure it experimentally. It is
believed that such approach will provide in the future a
rationale for the consistent design of tissue engineering
scaffolds.
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Biological-basis for Designing Biomaterials for the Injured and

Degenerated Host

A. Pandit
I SFI Centre for Research in Medical Devices (CURAM), National University of Ireland, Galway

Biomaterials are no longer considered innate structures and
using functionalisation strategies to modulate a desired
response whether it is a host or implant is currently an
important focus in  current research  paradigms.
Fundamentally, a thorough understanding the host response
will enable us to design proper functionalisation strategies.
The input from the host response needs to be weighed in
depending on the host disease condition. In addition
biomaterials themselves provide immense therapeutic
benefits which needs to be accounted for when using
functionalisaton strategies. Using functionalisation strategies
such as enzymatic and hyperbranched linking systems, we
have been able to link biomolecules to different structural
moieties. The programmed assembly of biomolecules into
higher-order self-organized systems is central to innumerable
biological processes and development of the next generation
of functionalized scaffolds. Recent design efforts have
utilized a devolopmental biology approach toward both
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understanding and engineering supramolecular protein
assemblies. Structural moieties have taken a variety of
different forms such as nanofibers and nanoparticulate. This
approach has resulted in functionalisation of micro and
nanoparticles with biomolecules that include designed
peptide motifs, growth factors and a multitude of gene vector
systems. In addition, nature itself has abundant structural
complexity that can be harnessed for targetted clinical
applications. This talk will elucidate some of these ongoing
strategies in our laboratory.
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Geometric control of cell reprogramming

M.T. Raimondi'
" Dept. of Chemistry, Materials and Chemical Engineering “Giulio Natta”, Politecnico di Milano, Milano, Italy

Many therapeutic applications of stem cells require
accurate control of their differentiation. To this purpose there
is a major ongoing effort in the development of advanced
culture substrates to be used as “synthetic niches” for the
cells, mimicking the native ones. The goal of the project
NICHOID is to use a synthetic niche cell culture model to
test my revolutionary hypothesis that in stem cell
differentiation, nuclear import of  gene-regulating
transcription factors is controlled by the stretch of the nuclear
pore complexes. If verified, this idea could lead to a
breakthrough in biomimetic approaches to engineering stem
cell differentiation.

The NICHOID team (Fig. 1) investigates this question
specifically in mesenchymal stem cells (MSC), because they
are adherent and highly mechano-sensitive to architectural
cues of the microenvironment. To verify my hypothesis we
will use a combined experimental-computational model of
mechanotransduction. We will a) scale-up an existing three-
dimensional synthetic niche culture substrate, fabricated by
two-photon laser polymerization (Fig. 2), b) characterize the
effect of tridimensionality on the differentiation fate of MSC
cultured in the niches, c) develop a multiphysics/multiscale
computational model of nuclear import of transcription
factors within differentially-spread cultured cells, and d)
integrate the numerical predictions with experimentally-
measured import of fluorescently-labelled transcription
factors.

Ground-breaking nature of the research and its potential
impact

The use of two-photon laser micro/nanofabrication
technologies for controlling the geometry of the synthetic cell
niches is very innovative and could highly impact the field of
cell culture technology. Two-photon laser polymerization is
the only existing microfabrication technology allowing the
control of fully-3D arbitrary microarchitectures with a
resolution down to 100 nm. This allows fabricating
architectural features of the cell adhesion substrate (such as
micro-trusses, micro-pillars etc.) at a scale able to condition
the adhesion configuration of single cells. For this reason, it
holds a huge potential in the field of cell bioengineering. For
example, it could allow the fabrication on an industrial scale
of niche-patterned culture substrates integrated in standard
multi-well culture plates.

Synthetic niches hold the potential to become the culture
tool to control the long-term maintenance of multipotency or
to promote lineage-specific differentiation of therapeutic
cells. For example, MSC from patients could be expanded in
the niches with a high efficiency while maintaining their
multipotency, and used for therapies. Alternatively, expanded
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cells could be further maintained in culture until the
formation of aggregates, which could be harvested and
delivered repeatedly, while cells with higher "stemness" are
maintained in culture within the niche substrate.

A new research field that could be impacted by the ground-
breaking nature of the synthetic niche model, is fate control
of Induced Pluripotency Stem (iPS) cells. Despite the high
potential of iPS to revolutionise medicine, to date there exist
very few successful re-differentiation protocols towards
mature phenotypes for these cells. Neurobiology is the only
field where stable differentiation protocols are present. This
project could produce the knowledge and a technology to
direct the differentiation of iPS to lineages other than neural
and potentially bring iPS to an application in the clinical
field.

The synthetic niche substrate could be a valid model to
study niche-dependent stem cell types, other than MSC. For
example, hematopoietic stem cells would be highly useful to
model leukaemia-related pathologies and to test therapeutic
candidates in vitro, but these cells alter their functionality
when separated from the supporting cells of their native bone
marrow niche. The artificial niche substrate, conveniently
seeded with supporting cells, could provide an adequate
culture model for hematopoietic stem cells, and for other
stem cell types with similar limitations as well.

The mechanobiological model object of the NICHOID
project could also be wused to study the nuclear
mechanosensing responses in pathological states. If my
central hypothesis will be verified, unconventional cell
properties correlating the nuclear membrane structure to its
permeability  (including  structural proteins of the
cytoskeleton, of the nucleus, of the nuclear membrane, and of
the nuclear pore complexes) could become crucial new
targets in cancer research. Also, culture of cancer cells on the
synthetic niche substrate could induce different cell spreading
states reproducing physical cues of tumour regulation
provided by the perivascular niche. The mechanobiological
model to be developed within this project can be used to set
up an unconventional "physical" model for the metastatic
niche of cancer cells, to explore their switch from dormancy
to metastatic growth, as a function of the mechanical
environment.
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Fig. 1. The research team of the NICHOID project. From left to right: Michele Nava (bioengineer), Manuela
T. Raimondi (bioengineer), Barbara Bonandrini (cell biologist), Emanuela Jacchetti (biophysicist), Marta
Tunesi (bioengineer), Lucia Boeri (molecular biologist) and Alberto Garcia Gonzalez (computational

mechanist).

campione duranse la
nano-abbncazone

Fig. 2. A. Set-up for nanofabrication by two-photon laser polymerization. B. Nuclei of MSC cultured on the
synthetic niche substrate. C. Individual “nichoid” populated by cells. D. Individual MSC colonies forming in
the nichoids.
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The use of animal-specific modelling to reduce,
refine, and replace animal experimentation

M. Viceconti'
" Dept. of Mechanical Engineering and Insigneo Institute for in silico Medicine, University of Sheffield

L.

Animal experimentation plays an essential role in biological
research, as it enables the direct investigation of fundamental
mechanisms that would be difficult or impossible to explore
in vitro. Animal experimentation is also used in the pre-
clinical assessment of the safety and efficacy of new
interventions, whether pharmaceuticals or medical devices.
While the uses frequently involve the same methods and
protocols there is a fundamental difference, that is frequently
neglected.

In fundamental research animals are reference organisms;
what we observe is true for that particular species. In the pre-
clinical assessment of biomedical products, the animal
experiment is a model of what would happen if the product
was used on humans. This is a foundational difference: in the
latter case there is no inherent truth content in what we
observe in the animal; case by case we must demonstrate that
such animal model is predictive of what would happen in
humans under the same conditions.

Another important requirement that applies to any scientific
experiment, and thus also to animal experimentation, is
reproducibility. As biology become progressively more and
more quantitative, the concept of reproducibility becomes
more and more stringent, and the need for reproducible
quantitative observations in animal experimentation becomes
a paramount.

Last, the growing ethical concern associated to animal
experimentation makes it indispensable to critically revise
any animal experimentation to see where it is possible to
reduce, refine (in the sense of reduce the associated
suffering), and even replace it.

In this context we critically revised a well-established
murine protocol for the pre-clinical evaluation of bone drugs.
The protocol involves 14 weeks female C57BL/6J (BL6)
mice; the animals are ovariectomised (OVX) under the
expectation that this will produce a systemic hormonal
alternation similar to that causing post-menopausal
osteoporosis; a sham operation is performed on the control
animals (SHAM), under the expectation that this would
normalise the response with respect to the effects of surgery.
Starting from four weeks after surgery some of the OVX
animals are treated with the drug being tested, typically for
another four weeks (OVX-INT). All animals are then culled,
a long bone (typically the tibia) dissected, and from that a 1-2
mm® of cancellous bone are harvested from an epiphysis of
each mouse. Tissue specimens are then analysed with micro-
Computed Tomography (microCT), and the resulting images
analysed with a 3D histomorphometry program, that provides

INTRODUCTION
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quantifications such as Bone Volume Fraction (BV/TV),
trabecular thickness, etc. These measurements are averaged
across each intervention group, and then compared between
groups. Normally one would expect to find higher values of
BV/TV in the SHAM group, lower in the OVX group, and if
the intervention works, higher in the OVX-INT group.
Typically, between 10 to 50 mice are included in each group,
to achieve statistical significance, due to the considerable
inter-subject variability.

II. MATERIALS AND METHODS

We replicated a study to investigate the effect of
Parathyroid hormone (PTH). 30 14-weeks female C57BL/6J
(BL6) mice were randomly divided in five groups; to the
three standard groups described above (SHAM, OVX, OVX-
PTH) we added a fourth where the animals were not
operated, left wild type (WT), and fifth where these WT
animals were treated (WT-PTH). Using and in vivo microCT
system (Scanco Viva-80), we examined the whole tibia of
each animal once per week form the age of 14 weeks, to that
of 22 weeks. On each microCT we performed a
quantification of the Bone Mineral Content (BMC) over 40
anatomical compartments, sot map the BMC changes in each
animal over time and across the whole tibia.

III. RESULTS

BMC quantifications over the 40 anatomical compartments
were found much more reproducible than the conventional
BV/TV quantifications. Power calculations suggest that this
new method could reduce of 60% the number of animals
involved in each study. The accurate and reproducible
mapping of BMC over time and anatomical space made
possible to show that the SHAM procedure produces changes
in BMC over time and space that are not significantly
different from those observed in WT mice; similarly, the only
significant difference between SHAM and OVX was found in
the most proximal region, below the growth plate. WT+PTH
data showed for the first time how the PTH produce its
anabolic effect, first affecting the most proximal regions near
the growth plate, and then over time producing an increase in
BMC also in the most distal regions.

IV. CONCLUSION

An accurate and reproducible quantification of BMC over
space and time showed that SHAM surgery is, in this
particular animal model, unnecessary; it also questioned the
efficacy of OVX to provide a credible model for osteoporosis
as observed in humans.
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High Frequency Ultrasound-guided procedures
for the three Rs concept application.
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Abstract—The aim of this study was to generate a novel
orthotopic mouse model of human follicular thyroid
carcinoma using a High Frequency Ultrasound-guided
injection system. Since the “three Rs“ concept is gaining
much more importance in all experimental animal
models, our effort was targeted to reduce the number of
animals needed in each experiment without lowering the
statistical power of the recorded data. Preclinical imaging
is an invaluable aid in this perspective, allowing
longitudinal studies and to reduce the number of animals
necessary to gain scientific results. On the other hand,
instruments implementation, both on the hardware and
software point of view, need to be as fast as researchers’
demands. We describes the development of a HFUS-
guided orthotopic injection procedure of Thyroid
Carcinoma cells in the murine thyroid, in place of the
much more invasive surgical technique.

Keywords—HFUS, mouse models, technological progress,
three Rs.

1. INTRODUCTION

Thyroid carcinoma is the most common endocrine
malignancy, with an increasing incidence worldwide [1]-[3].
In recent years, considerable efforts have been made to
develop genetically engineered, xenograft and orthotopic
mouse models of thyroid carcinoma in order to study the
drugs effectiveness [3]-[5]. Orthotopic tumor models are
more cumbersome to develop, but they allow cell growth
directly in the organ of origin and can recapitulate metastatic
behavior with sufficient penetrance and reproducibility [6]-
[11].

High-frequency ultrasound (HFUS) is widely employed as
a non-invasive method for imaging anatomic structures in
mouse models of disease [12]-[15]. HFUS has the ability to
detect structures as small as 30 Im, which is a property that
has been exploited for thyroid visualization and analysis in
mice [16].

The three Rs concept is gaining importance in all animals’
experimental models. In this perspective our efforts are
aimed to reduce both the number of animals and the
discomfort level felt by the animals. Hence, this work
describes the development of a HFUS-guided orthotopic
injection procedure of different Thyroid Carcinoma cell lines
in the murine thyroid, in place of the much more invasive
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surgical orthotopic injection.

II. MATERIALS AND METHODS

The animal protocols used in this work were evaluated and
approved by the Animal Use and Ethic Committee (OPBA)
of CEINGE, Biotecnologie Avanzate (Naples, Italy; Protocol
15/2/14 n 3). All of the procedures described here were
performed under general anesthesia with isoflurane in oxygen
(induction phase: isoflurane 4% in oxygen 0.8 L/min;
maintenance phase: isoflurane 2% in oxygen 0.8 L/min).

HFUS equipment, specifically Vevo 2100 (VisualSonics
Inc., Toronto, Canada), with a multifrequency (22-55 MHz)
probe (MicroScan® MS550D, VisualSonics Inc.) was used in
all procedures. Each mouse (n = 20) was positioned in dorsal
recumbency on the handling table of the Vevo imaging
station (Vevo Integrated Rail System III; VisualSonics Inc.),
and a thick pad of warm gel was placed over the ventral
aspect of the neck to provide a coupling medium for the
transducer.

Once the thyroid gland was identified in the transverse
plane, the syringe, which was mounted on the injection
mount of the Vevo Rail System, was slowly advanced until
the needle tip entered the field of view, and its position was
adjusted using the micro-manipulation mechanical controller.
The needle was further advanced using the
micromanipulation controls until the tip was within the
thyroidal parenchyma; at this point, the cells were gently
injected. Mice were left to recover from anesthesia.

III. DiscusSION

Having a reliable and reproducible animal model of thyroid
cancer is an important step in the testing and development of
novel therapeutics. Transgenic models are valid systems for
preclinical tests to evaluate the feasibility, efficacy, and
safety of new therapies against thyroid cancer, but one
obstacle is the high costs related to transgenic mice compared
with orthotopic models [17]. Furthermore, the development
of new drugs often requires a high number of animals for
testing [18]. Orthotopic models of thyroid cancer are an
important tool in developing novel therapeutics because they
more closely reflect the biological and morphological
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features of cancer growth and metastasis in humans, and they
will better predict potential clinical activity [6], [11].

Considering the “three Rs” concept, and the growing
empathy and ethical doubts of the public opinion on
experimental animals, researchers are directing their efforts
in experimental designs and settings able to minimize the
number of animals in each experimental procedure. In this
perspective,  preclinical —imaging procedures allow
longitudinal studies, which consent an excellent statistical
power lowering the number of animals needed for each
experiment, without the necessity to execute hystology at
different time points.

In conclusion, we have shown that it is possible to induce
an orthotopic model of thyroid cancer. This was possible
thanks to the advancement of technology and to the efforts of
researchers aimed at finding less invasive methods that
optimize scientific results. Collaboration between physicists,
engineers, chemists, biologists and veterinary doctors is
paramount to accelerate and direct the hardware, software
and technological implementations. Further investigations
will be done to evaluate the reproducibility and repeatability
of our methods and to translate it to other animal models of
human cancer.
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Fig. 1. HFUS-guided injection. Real time HFUS image of the FTC cells injection in the right thyroid lobe. On the left, the
oblique hyperechoic line is the needle in the ultrasonographic field of view. On the right a dimension scale in millimeters.
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Abstract—Visual analysis still represents the gold-standard
for CT image interpretation, conveying crucial information
regarding the diagnosis and prognosis of lung cancer.

This work presents the first automatic approach to quantify
and classify the lung tumour heterogeneity based on dynamic
contrast enhanced-CT (DCE-CT) image sequences, so as it is
performed through visual analysis by expert.

Keywords—Image processing, heterogeneity, quantitative

I. INTRODUCTION

imaging, oncology.
In the oncologic field, tumour heterogeneity involves
multiple levels, ranging from genetic to phenotypic
variations [1], the latter being often investigated through
medical imaging devices, CT included [2]. Visual assessment
with CT modalities represents the basis for the analysis of
tumour heterogeneity [3], which is an important prognostic
factor, strongly associated with tumour malignancy [4].

The upgrade of CT technology, both in terms of number of
detectors and gantry rotation speed, made these devices also
suitable for functional analyses [5]. Dynamic contrast
enhanced-CT (DCE-CT) yields functional maps [6] whose
heterogeneity degree is primarily evaluated through visual
assessment [7].

This work, the first in DCE-CT, presents an automatic
methodological approach to classify the intra-tumour spatial
(morphological) heterogeneity present in NSCLC lesions as
performed by expert radiologists through visual analysis. In
the age of personalized medicine, a non-invasive and
automatic method to assess tumour heterogeneity can yield a
clinical benefit.

II. MATERIALS AND METHODS

A. DCE-CT protocol and image acquisition

37 datasets referring to 13 patients with NSCLC (age range
36-81 years) were considered. Each patient underwent axial
DCE-CT, performed on a 256-slice CT system. This study
was approved by the medical ethics committee.

An initial low-dose, unenhanced full-body CT scan is
performed to identify the target lesions. For each lesion,
regions of interest (ROIs) are manually outlined by the
radiologists in those slices where the clinical features are
considered as being the most representative ones (the so-
called “reference” slices).

Then, soon after administering 50 mL of contrast agent at
5 mL/s, the same volume section (55 mm of z-coverage, 11
slices) is repeatedly scanned over time for 25 s at 0.8 Hz (80
kV, 250 mA) and the voxel-based tissue time-concentration
curves (TCCs) signals (in Hounsfield Units, HU) of the
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reference slices are generated. In practice, the TCC of each
voxel is represented by the collection of 20 attenuation values
of the discrete temporal signal representing the dynamic
evolution of the tracer in that voxel.

B. Heterogeneity taxonomy

At present, there is not any ground truth reported in the
literature as a visual reference for the morphological
heterogeneity degrees of lung tumour tissues. The evaluation
of the heterogeneity is still left to the subjectivity of
radiologist’s assessment.

Nevertheless, assessing the heterogeneity in an objective
manner represents the first step of any subsequent automatic
image analysis procedure. To this purpose, a proper
heterogeneity taxonomy was defined in agreement by two 25-
year experienced readers, based on a 3-point scale:

* homogeneous pattern (Type 1), where the lesion tissue
does not present heterogeneous regions;
micro-inhomogeneous pattern (Type 2), where regions
with different point densities are homogeneously
distributed over the entire lesion;
macro-inhomogeneous pattern (Type 3), characterised
by the presence of one or more homogeneous regions,
markedly different from the background (generally
represented by low-density necrotic regions).

C. Spatio-temporal indexes

The two indexes we conceived are computed on the DCE-
CT sequences for each reference slice by studying, for each
ROI, the TCCs group properties within local windows W(x,y)
of size wxw, centred on the slice coordinate (x,y), whose
values in the image domain are denoted by Qy.

Let o(Qp(m)) be the spatial standard deviation of the TCC
values assumed in W(x,y), at the generic time sample ¢,. The
following indexes have been analysed on the whole sequence
of the reference slice:

* MS, the temporal mean value of 6(Qp(m)) values; MS
was conceived to provide an estimate of temporal
persistence of local spatial homogeneity;

SS, the temporal standard deviation of o(Qp(m))
values; SS quantifies the temporal stability of local
texture.

D. Single-feature analysis

MS and SS represent the first two feature considered for
heterogeneity analysis. As regards MS, low values point out
regions that keep locally homogeneous over time, while high
values highlight voxels belonging to a heterogeneous tissue,
characterised by a constant or a variable enhancement.
Instead, SS shows low values when the local spatial
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distribution of the contrast agent has a time steady dispersion,
that is the TCCs' family is characterised by a temporal
coherence of spatial properties of tissue, whether it is
homogeneous or heterogeneous one. High SS values may
occur when voxels belonging to different structures fall into
the same window W, for instance, in case of a not negligible
motion, or when the local enhancement changes dynamically,
as in presence of blood vessels.

The outcome of each index was also represented by means
of colorimetric maps as shown in Fig. 1.

E. Multi-feature analysis

The joint behaviour of the single indexes was explored by
2D feature analysis, implemented through unsupervised
classification. k-means clustering algorithm was used to find
out k=4 groups of voxels, with similar SS and MS behaviour.
As shown in Fig. 2 (left), results are also given using a
colorimetric cluster mask, CM, representing the third feature.

III. ASSESSMENT OF RESULTS

A.  Generation of ground truth

For each examination, two experienced radiologists
visually scored the most representative slices using the
heterogeneity degree previously defined. After that, they
detected and outlined the heterogeneity regions represented
by anatomical structures and physics-based artefacts too.

Usually, vessels and bronchi are well identifiable, as
reported at left in Fig. 1 e Fig. 3, while detecting artefacts and
necrotic regions is much harder and, even when succeeding,
both boundaries and extent are detected with poor accuracy.

B. Visual analysis

A similar analysis was performed for the colour maps of
the indexes we conceived. In this case, the regions on the
maps which appear spatially semantically coherent were
manually bounded and outlined, while for the colour masks,
resulting from the clustering of the spatio-temporal indexes,
the regions with uniform colours were directly considered.

Then, each map and each mask was assigned a visual score
with the same 3-point scale previously used.

At the beginning, we hypothesised to perform an automatic
matching between manual and computed ROIs. However,
because of the uncertainty in delineating necrotic regions and
artefacts, the matching of these regions was performed
visually, by considering a “hit” when the ROIs of ground
truth and those of features at least partially overlap.

IV. RESULTS

In order to assess the performance of SS, MS and CM, a
multiple binary classification test according to the one-vs.-all
strategy was carried out. The capability of a single feature to
discriminate one class from the remaining ones is assessed
through using the well-known 2x2 contingency table and
analysed in terms of sensitivity (SE) and specificity (SP).

SS results extremely specific for the three types of
heterogeneity, producing the best results for Type 1
(SP=93%) and Type 3 (SP=90%), and also resulting highly
sensitive (SE>75%). In particular, in terms of sensitivity it
produces the best results for Type 2 (SE=86%).

MS is highly specific for Type 2, but it is not sensitive
enough. On the contrary, it produces good results in terms of
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sensitivity and specificity, for Type 1, while it results quite
specific, but not sensitive enough, for Type 3.

CM returns the same good results as MS for Type 1. As
regards Type 3, it results less specific than the other features
and more sensitive than MS, showing in this case the same
result as SS. As for Type 2, it shows the highest specificity
values among these features (SP=97%), but it results to be
poorly sensitive, similarly to MS and differently from SS.

Therefore, MS is a useful index, which can be used as a
support to reinforce the results of SS through the construction
of CM. Meanwhile, SS alone appears to be effective in
recognising these three types of heterogeneities, even the
most indefinite micro-inhomogeneous tissue.

V. CONCLUSION

As expected Type 1, because of its intrinsic homogeneity,
is simpler to be identified by all the features. Type 2 is better
identified by SS, which results more sensitive to highlight
different structural inhomogeneities, showing high values
when the local range of HUs is not preserved over time. In
addition, MS and CM fail to detect the heterogeneity
belonging to this type, which is identified with the greatest
uncertainty even by the radiologists themselves. As far as
Type 3 is concerned, it is better identified by SS and CM.

Usually, bronchi, blood vessels and haemorrhages are
perfectly reproduced by the colorimetric maps of all features,
while the hypodense necrotic regions outlined by radiologists
have a weak correspondence with our feature’s regions.
Nonetheless, it is worth noting that the extent of these regions
cannot be clearly outlined even by radiologists (Fig. 4).

This is the first work using sequences of DCE-CT to assess
the morphological heterogeneity of lung tumours. The indices
computed on the TCC signals proved to be effective to
describe and measure the heterogeneity features visually
detected by radiologists. Indeed, the approach developed
permits an automatic classification of heterogeneities, with a
high certainty degree (minimum SP > 0.90) for all types, with
a good sensitivity (minimum SE > 0.75).

The main advantages of our approach include the
introduction of objectivity in a crucial visual assessment task
to assist radiologists in daily clinical activities and the
possibility to exploit heterogeneity information within an
automatic software pipeline.
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(bottom right).
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Abstract—Imaging neural structures in their native 3D
arrangement may help our understanding of brain, since several
studies available in the literature confirm the close relationship
between cerebral architecture and function.

To this end, a new workflow is designed to obtain faithful
information on the 3D structure of neurons from L7GFP mice
brain slices treated with CLARITY2 protocol. CLARITY-
treated tissues are optically transparent and compatible with
most of the classical microscopy techniques. A Smart Region
Growing algorithm based on local features of the image
intensity value histogram was then developed. The algorithm
was tested on confocal datasets of Purkinje cells (PCs) from
L7GFP clarified mice cerebellum. Single PCs were identified
and isolated within their 3D environment. Preliminary results
on neural morphology, such as the planar development of such
cells are in agreement with previous knowledge available in the
literature. The validation of the algorithm is then discussed.

Keywords—CLARITY, confocal imaging, 3D segmentation.

L.

EURONAL morphology and connectivity are the drivers

of higher level brain function. Thus targeted
investigations on neuronal morphometry might help unravel
the link between cell morphology and neurologic diseases
[1]. To unravel the neuronal structure-function relationship, it
is necessary to study intact neurons within their native three-
dimensional environment. Although confocal microscopy can
be used to image tissues in 3D, light scattering and
absorption limit the usefulness of this approach. Recently,
optical clearing methods have been developed to overcome
these limiting factors. The recently reported CLARITY
method [2] is one of the most suitable approaches to generate
transparent tissues, while preserving native structure.
Moreover, CLARITY-treated tissues are compatible with
classic fluorescence microscopy techniques. However, even
when dealing with clarified tissues, 3D neuronal
segmentation still represents a formidable challenge.
Datasets, algorithms and algorithm-validation remain open
issues within the context of 3D tracing.

Here, we propose an approach to isolate single neurons in
their native environment from single photon confocal
datasets from tissues treated with the CLARITY method.
This approach is based on a region growing procedure that
takes into account both local properties of signal intensity.
Tissue treatment, image acquisition, image pre-processing
and 3D neuron segmentation are described to define a
workflow for 3D feature extraction. Preliminary results of the
algorithm applied on confocal datasets of Purkinje cells (PCs)
from L7GFP clarified mice cerebellum are reported.

INTRODUCTION

34

II. THEORETICAL BACKGROUND

A. Confocal image acquisition characteristics and limitation

Two different sources of signal variability can be found in
single photon confocal microscopy images. The first is
related to light attenuation across the sample, and results in
different image intensity at different depths in the sample
(Fig. 1). In fact, the light emitted from the target falls off
through the sample according to the Lambert-Beer’s law (1).

I(z) =1, )
Where [ is the initial light intensity, k; is the attenuation
coefficient at the specific wavelength A and z is the thickness
of the specimen [3].

Another source of signal variability is related to the non-
uniform distribution of fluorescent cells throughout the
sample, which adds in-plane differences to the signal (Fig. 2).

B. Region growing approaches for neuron segmentation
Region growing algorithms are simple region-based image
segmentation methods. These methods are used to separate
regions with similar characteristics within images following
two fundamental principles: the selection of a seed and the
definition of a homogeneity predicate. The basic idea is to
grow a region starting from a “seed” pixel or voxel and
labeling each neighbor pixel of a Region of Interest
according to similarity criteria. The process is iterated until
there are no more labelable pixels. The homogeneity criterion
can be based on similarity or discontinuity measures. The
robustness of seed-based techniques is general affected by the
signal intensity and presence of noise. However, these
approaches are computationally efficient, thus encouraging
researchers to develop techniques to overcome the above
mentioned difficulties [4]. When it is necessary to handle
images with intensity inhomogeneity, as those coming from
confocal imaging, region growing schemes based on local
features of the histogram represent a robust approach to
segmentation. These methods are based on model fitting
procedures which describe local image intensities with
Gaussian distributions with different means and variances

[5].

III. METHODS

A. Tissue treatment and image acquisition

L7GFP mice were obtained from the laboratory of
Farmacologia e Tossicologia, Facolta di Medicina, University
of Pisa, Italy. The experiments were conducted in conformity
with the European Communities Council Directive of 24
November 1986 (86/609/EEC and 2010/63/UE) and in
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agreement with the Italian DM26/14. Experiments were
approved by the Italian Ministry of Health and Ethical
Committee of the University of Pisa. Murine brain was
treated according to the CLARITY2 protocol [6]. Mice
cerebellum was cut into 1 mm thick slices with a LEICA
VT1200S Vibratome. Hydrogel-embedded slices were kept
in the CLARITY clearing solution at 37 °C for 5 days to be
clarified. Image stacks from clarified slices were acquired
using a Nikon A1 confocal microscope. Acquisition settings
are shown in Table 1.

B. Image pre-processing

Confocal image stacks were filtered with a 3x3x3 pixel
sized median filter in order to reduce noise and spikes. Then,
an interpolation to cubic voxels was performed. All pre-
processing steps were implemented within Matlab [7].

C. Smart region growing algorithm (SmRG algorithm)

Confocal datasets from fluorescent specimens are
characterised by a great spatial variability in terms of pixel
intensity. One approach for facing this issue is the use of a
locally adaptive thresholding for the segmentation of neural
structures. In this work, a local histogram-based region
growing algorithm was developed. The background and
neuronal tissue-related signals show a bimodal intensity
distribution.  Specifically, the background signal is
characterized by a unimodal distribution with lower signal
intensity with respect to neuronal tissue. The intensity
distribution of neuronal tissue signal shows a higher
dispersion with respect to the background distribution.
Moreover, the samples we analyzed showed a quite flat
signal distribution characterized by a low peak. For this
reason, the use of model fitting procedures as Gaussian
mixture models is not feasible. We propose to determine a
local threshold to distinguish background and neuronal
tissues looking at the derivative of the intensity histogram.
Specifically, a histogram-knee is defined as the first
minimum of the histogram, after the first histogram peak.
The histogram-knee is estimated locally on a 16x16x16 pixel3
sub-volume. The histogram-knee separates the two classes of
pixels within the image, neuron and background, and
therefore represents the homogeneity predicate for the region
growing procedure. If a pixel lies on the left of the knee it
will considered as a background pixel, while if it does not it
will belong to the neuron pixels. The region growing process
starts by selecting a pixel belonging to a particular soma. A
cubic sub-volume is centered around the selected initial seed
and the histogram-knee calculation is done. At this point the
26 neighbor pixels of the seed are classified as background or
neuronal tissue. This procedure is repeated for each new pixel
belonging to the neuronal tissue if a condition of distance is
met. Specifically, the knee value is calculated if the distance
from the pixel of the last knee-estimation is bigger than 5
pixels (3um). The region growing process ends when there
are no more pixels which satisfy the previous conditions. The
entire work-flow of the PCs tracing in described in Fig. 4.

IV. RESULTS AND DISCUSSION

A. PCs tracing
Confocal datasets of CLARITY-treated L7GFP mice
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cerebellum were analyzed in order to isolate single PCs. The
proposed approach allowed the isolation of single neurons,
although in some cases two or more neurons were merged.

Interestingly, the segmented PCs showed a planar
distribution of the dendritic tree as described in the literature
[1].

An objective validation of the proposed approach is still
lacking. Specifically, it was not possible to validate our
results against other standard tools as the Vaa3d and
Tree2Tree that have been suggested as a ground truth for
neuron segmentation. In fact, the latter approaches did not
provide acceptable results on our CLARITY-treated tissues.
Other approaches will be pursued in the future such as those
based on manual segmentation by experts, although this
operation cannot be easily performed given the high dendrites
density. In this work, we checked the segmentation quality at
the soma’s level. The radii of different somas, from the
original and segmented images, were estimated with a Matlab
command implementing the Hough’s transform. No
statistically significant differences were found between the
two sets of radii (Fig. 5).

V. CONCLUSION

The aim of this work was to define an innovative method to
study neuron morphology in their native 3D arrangement.
The use of tissue clearing techniques was integrated with
image processing algorithms to trace single Purkinje neurons
from 3D confocal image stacks of clarified mice cerebellum.
In order to study the morphology of single PCs from the
acquired images, a Smart-Region-Growing algorithm based
on local features of the histogram was developed within the
Matlab environment. Preliminary results showed that the
SmRG algorithm can isolate single neurons with their
characteristic planar structure. Future developments will
pursue an objective validation of the algorithm.

The approach described here may be helpful for the study
of those neurologic diseases which involve neurons at the
morphologic level, such as Parkinson’s, Alzheimer and
Autism [8]. This should be possible analysing morphological
features from segmented neurons.
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TABLEI

CONFOCAL ACQUISITION SETTINGS
Parameter Value Units
Magnitude 40x
Grid 512x512 pixel
Pixel Size 0.62 pm/pixel
Laser Power 4.84 pW
Emission 488 am
wavelength
Excitation 500 m
wavelength
z-Step 1.2 pm

Fig. 1. Example of intensity variability. Confocal image and relative
histogram for z = 0 (left) and z = 100um (right).

Fig. 2. In-plane signal differences due to biological variability.
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Fig. 3. Histogram-knee on a 16x16x16 pixel’ sub-volume.
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Fig. 4. Workflow. Mice (1) are treated in order to obtain cerebellum
hydrogel-embedded slices (2). Slices are clarified (3). At the 5" day of
clarification confocal stacks are acquired (4). 3D reconstruction of stacks (5)
and pre-processing steps are applied (6). The SmRG algorithm is run (7) and
a visual check of segmented structures is done both in ImageJ (8a) and in
Matlab (8b). Morphological parameters are extracted.
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Abstract—Mild cognitive impairment (MCI) often occurs in
patients with cerebral small vessel disease (SVD) and diffuse
hyperintensities of cerebral white matter (WM) in T2-weighted
magnetic resonance images. In MCI due to SVD, a major aspect
of cognitive impairment lies in the impairment of executive
functions. In this context, the Stroop test is often employed in
probing executive functioning. Since MCI due to SVD has been
hypothesized to result from WM tract damage, it can be
characterized through diffusion tensor imaging (DTI), an MRI
technique which permits in-vivo portrayal of WM tracts. In this
work, we present a machine learning scheme tailored to
predicting changes in executive functions (as measured by
Stroop test) in patients with MCI and SVD. To this end, we
employ data from 43 MCI patients with SVD and create a set of
input features by averaging mean diffusivity (MD), fractional
anisotropy (FA) and mode of anisotropy (MO) maps within 50
regions of interest (ROIs) located in WM. We then train a C-
SVM classifier while simultaneously optimizing the C parameter
in a 10-folds nested cross-validation loop, and achieve a
prediction of impaired performance with high sensitivity
(82.6%), specificity (90.0%) and accuracy (86.0%). In summary,
we demonstrate how machine learning techniques can be
employed in predicting impaired cognitive performance in MCI
patients with SVD using MRI data alone, and that combining
multiple DTI-related indexes can provide further improved
classification performance.

Keywords—Stroop test, MCI, DTI, machine learning.

I. INTRODUCTION

ILD cognitive impairment (MCI) is a transitional state
between normal ageing and dementia and is thought to
anticipate dementia. Pre-dementia stages are also know
to occur in cerebrovascular diseases, and cerebral small
vessel disease (SVD) is widely recognized as one major
cause of cognitive impairment [1]. Within the elderly
population, MCI is common condition in patients with
diffuse hyperintensities of cerebral white matter (WM)
[visible in T2-weighted magnetic resonance (MR) images]
and SVD [2]. In MCI due to SVD, cognitive impairment
typically includes executive functions, which supervise the
organization and execution of complex behavior, such as
response inhibition (selective attention) [3]. The Stroop test is
one of the most popular and widely employed second-level
test sensitive to executive functioning [4]. It measures an
aspect of executive control named interference resolution,
which in turn involves selective attention [5].
In the context of SVD, the manifestation of MCI has been
hypothesized to be due to WM tracts damage, which can

37

result in a so-called disconnection syndrome [6]. Diffusion
tensor imaging (DTI) is a well-established MR technique for
in-vivo characterization of directional and overall diffusivity
of water molecules in WM tracts, and is commonly employed
to investigate microstructural modifications and their relation
to neurophysiological mechanisms at the base of various
neurodegenerative disorders [9]. In this context, machine
learning techniques have been recently shown to be
promising tools in neuroimaging data analysis [8].

In this study, we propose a machine learning scheme
aimed at predicting, on a single-patient basis, the impairment
in executive functions (evaluated by means of the Stroop test)
in patients with MCI and SVD. For this purpose, we employ
DTI-derived  features as well as the baseline
neuropsychological data from 43 MCI patients with SVD
recruited in the RehAtt study [9], whose purpose is the
rehabilitation of attention in patients with MCI and
subcortical vascular changes.

II. MATERIALS AND METHODS

A. Subjects

This study was conducted on forty-four elderly MCI
patients with SVD which were recruited as part of the RehAtt
trial. Each patient underwent extensive clinical, functional
and neuropsychological assessment as well as MRI
examination. One subject was excluded after MRI
examination (see Section II-C). All further analyses were
performed on the remaining 43 patients.

B. Neuropsychological assessment

All RehAtt participants were evaluated through a complete
neuropsychological battery including several tests measuring
executive functions [6], such as the Stroop test [5]. Raw
Stroop test scores correspond to the time required to
complete the task, which means lower scores are indicative of
better performance.

After the evaluation, Stroop test scores were converted to
equivalent scores (ES) by means of a quartile-based,
nonparametric norming method. This methodology allows to
convert age and education adjusted scores into an ordinal 5-
point scale (ranging from 0 to 4) [9].

C. MRI Image Acquisition

All subjects underwent MR examinations on a 1.5 T
system including diffusion weighted images, as detailed in
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[9]. One patient was excluded after MR examination due to a
technical problem during diffusion weighted acquisition.

D. Classification tasks

Since a dichotomic predictive -classification between
normal and impaired cognitive performance would have an
important impact for clinical purposes, we categorized the
distribution of the Stroop test performance (reformulated in
terms of ES), hence exploring the task of classifying ES 0 (20
patients) vs. 1234 (23 patients).

E. Image processing

Diffusion weighted images were processed as described in
[10] through dedicated software packages in order to
compute the following DTI-derived indexes: mean diffusivity
(MD), fractional anisotropy (FA) and mode of anisotropy
(MO). These maps were then transformed into MNI152
standard space for subsequent processing.

F. Features vectors

Three input feature vectors were created by locally
averaging MD, FA and MO maps within 50 regions of
interest (ROIs) defined by the ICBM-DTI-81 atlas (see Fig.
1). In order to explore the differences in discrimination power
between different DTI-derived features and their
combinations, feature vectors composed of MD, FA, MO, as
well as all possible combinations of two and three indexes
were fed into the classifiers (see Table I).

G. Machine learning scheme

As base classifier we chose the particular type of kernel
method machines known as support vector machines
(SVMs), which have shown high classification abilities in
neuroimaging applications to several neurological diseases
[8]. We employed a typical SVM classifier (C-SVM) with a
linear kernel (which is the internal product between pairs of
feature vectors). Employing a linear kernel has the major
advantage of allowing a direct interpretation of the trained
model with also a reduced model overfit.

In this study, we trained the SVM classifiers while
simultaneously optimizing the C parameter of C-SVM, by
varying its value according to € =2% with
k={-10,-9..,10}, in a 10-folds nested cross-validation
(CV) loop [9]. Performance was quantified in terms of
sensitivity, specificity and accuracy computed on the test set
of the outer CV.

III. RESULTS

Detailed results for all tests are reported in Table I. The
best result in terms of sensitivity, specificity and accuracy
was observed with the combination of MD and MO features
(sensitivity 82.6%, specificity 90.0% and accuracy 86.0%).

IV. DISCUSSION AND CONCLUSION

We have demonstrated the abilities of a machine learning
scheme in predicting impaired performance in the Stroop test
score in MCI patients with SVD using DTI data. In
particular, we have shown that that MD and MO values WM
are truly predictive of executive functions. FA values did not
appear do contribute significantly in the considered
classification task. This is in agreement with current literature
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TABLEI
CLASSIFICATION RESULTS (STROOP ES 0 VS. 1234):
SENSITIVITY AND SPECIFICITY ARE REFERRED TO THE IDENTIFICATION OF
STROOP ES 0 GROUP SUBJECTS

Feature Sensitivity Specificity Accuracy
vectors (%) (%) (%)
MD 69.6 60.0 65.1
FA 78.3 10.0 46.5
MO 65.2 55.0 60.5
MD + FA 78.3 25.0 53.5
MD + MO 82.6 90.0 86.0
FA + MO 82.6 55.0 69.8
MD + FA + MO 82.6 70.0 76.7

in which FA presented lower and less extensive correlations
with executive functions [10]. Finally, we have shown that,
while each single-index set of features (apart from FA)
provides satisfactory discriminatory ability, combining
multiple DTI-related indexes can improve classification
performance.
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Fig. 1. Two axial views, at Z = 69 mm and Z = 92 mm (MNI coordinates), of the WM atlas ICBM-
DTI-81, showing a subset of the 50 ROIs, overlaid on the MNI152 T1-weighted standard space.
Bilateral ROIs are labeled on the right (“-R”) side only.
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Abstract— In this study we propose a set of digital phantoms
of lung parenchyma simulating pulmonary emphysema in CT
imaging using a 2-D finite element (FE) model based on a grid of
beam elements. We generated 40 models using 4 different
configurations of parameters with 10 randomizations for each
configuration, mimicking several pathological conditions.
Results showed that low-attenuation areas (LAA) images
obtained from our model output simulate real LAA images as
well as the LAA cluster size distribution of subjects with
different emphysema grade. The digital phantoms may be
efficiently used to test quantitative indexes of emphysema and to
design realistic physical phantoms of LAA images in CT
imaging.

Keywords—digital phantoms,
emphysema, simulation.

finite element analysis,

I. INTRODUCTION

OMPUTED tomography (CT) is a well-established

imaging tool for the in vivo assessment of pulmonary
emphysema, which appears as lung regions with low
attenuation areas (LAA). Nowadays, several quantitative
measurements of emphysema extent are adopted in clinical
research [1]. Among them, the relative area (R4), defined as
the percentage of the lung with density values below a given
threshold, is one of the most common. Also, previous studies
have shown that the cumulative distribution function of LAA
clusters size in CT scans follows a power law characterized
by an exponent D, which has been supposed to measure the
complexity of the terminal airspace geometry [2].

Histopathologic measurements may provide a gold
standard for the evaluation of both accuracy and precision of
these indexes, but they suffer from unavailability of both
large and public data sets. Numerical models of the lung
parenchyma may fill this gap by evaluating the same model
of lung parenchyma and generating standard reference
images (digital phantoms) in different conditions (e.g.,
simulating mild, moderate or severe grade of emphysema, at
varying inspiratory/expiratory level, different noise level,
etc.) and with the possibility to be shared within the scientific
community. Also, they may improve the understanding of the
mechanisms of origin and progression of the disease and, in
principle, paving the way through patient-specific models.

To this end, Mishima et al. [2] introduced a 2-D elastic
spring network model for simulating lung parenchyma, by
minimizing the potential energy using a simulated annealing
algorithm. They found that neighboring smaller LAA clusters

tend to coalesce and form larger clusters due to the fracture,
under tension, of the weak elastic fibers separating them [2].

In the present study, we have developed an innovative 2-D
finite element (FE) model, extending the spring network
model proposed by Mishima et al., for the simulation of LAA
images in CT that enables the quantification of pulmonary
emphysema related to smoking. The FE model of lung
parenchyma simulates formation of emphysema and it has
been set with 4 parameters configurations and 10
randomizations each one for simulating different grades of
emphysema. A preliminary version of this work has been
previously reported [3].

II. MATERIALS AND METHODS

A. A 2-D finite element model of lung parenchyma

We developed a 2-D FE model of lung parenchyma
constituted by a 2-D square grid of L xM nodes connected by
identical elements. Each element represents an alveolar wall
through a 2-node linear beam element. The model simulates
the mechanisms of origin and development of emphysema
related to smoking. According to the approach adopted by
Mishima et al. [2], the model simulates emphysema of
various grade through two parameters, N and S,,,,. The walls
rupture caused by inflammation have been simulated by the
removal of N nodes, randomly placed along the model grid
(seed nodes), as well as all elements connecting these seed
nodes to their neighbors [2]. Lung tissue strain occurring in
normal breathing activity may lead to alveolar walls rupture,
previously weakened by chemical activities due to
inflammation. Also the local chemical activity and the related
mechanical breakdown of alveolar walls have been
simulated. Such process has been implemented by removing
S additional nodes starting from the seed node along random
walks (with S randomly chosen from a uniform distribution
within [0, S,..]). All elements connected to these additional
nodes have also been removed [2]. Once the 2-D structure of
the model has been defined, a specific displacement has been
applied to the external boundary of the model to pre-strain
the tissue simulating an inspiratory condition. The border
displacement has been chosen to achieve a strain of 0.20 in
both horizontal and vertical directions, comparable with the
usual range of strains of normal lung. A force-based model
has demonstrated to well simulate a power law distribution

40



GNB 2016

typical of the cluster size distribution [4]. Therefore, our
model included simulation of mechanical breakdown by
removing over-stressed elements (> 0.70 of the maximum
von Mises element stress). A new equilibrium configuration
of the grid was found, and the entire procedure of the element
cutting was repeated three times.

An example of the model output before cutting over-
stressed elements is shown in Fig. 1. It can be noticed that the
iterative application of a threshold for cutting over-stressed
elements generates the coalescence of clusters (Fig. 2).

B. Generation of the simulated LAA image from FE output

In order to generate a 2-D simulated LAA image derived
from the node positions of the FE output, a square grid of the
same size of the model grid has been overlaid on the FE
output space. So, the original position of the model grid
nodes were mapped onto the center of each image grid cell
(Fig. 1 b) [3].

C. Invivo data set for FE model parameter setting

Even if the model is not patient-specific, we are interested
in showing that our model may produce LAA images similar
to those observed in vivo. For this purpose, we selected four
subjects with variable emphysema grade, from mild (score 1)
to severe (score 4), from a dataset of subjects belonging to
the ITALUNG lung cancer screening trial employed and
described in a previous study [5]. The ITALUNG study was
approved by the local ethics committee. For each subject, one
representative  slice was selected for experimentally
determining a set of parameters which produce similar
simulated LAA images. Details of CT acquisition and
reconstruction parameters have been described previously
(5]

D. Choice of N and S, parameters

We chose a grid size of LxM=200x200 nodes. Four
different couples of N and S, parameters were chosen so
that R4 and D fell within the range of values observed in the
subjects with various grade of emphysema (model 1: N=200,
Spa=10, model 2: N =300; S,.=15, model 3: N =450;
Spmax=20, model 4: N =800; S,,,,=25). For each couple of N
and S,,.., 10 seed randomizations, and therefore 10 different
FE models with the same parameters, were generated.

E. Comparison of cumulative functions between in vivo and
simulated data

For each selected slice of subjects with emphysema we
compared the cumulative function of the LAA size
distribution with that of our simulated LAA of the
corresponding model. A direct overlay between the simulated
and in vivo cumulative functions is hampered by the arbitrary
spatial scale of the models geometry. A proper spatial scale
of the model was introduced intersecting the regression lines
of cumulative functions of both simulated and in vivo LAA at
the average spatial scale [(maximal + minimal)/2] in the real
LAA image. This condition enables the selection of a spatial
scale for the model output and to overlay the cumulative
distribution of the models output in the same plot.

In order to also simulate the CT noise, N, random voxels
have been added to the simulated LAA images; N, has been
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chosen empirically (N,= 200, 300, 600 and 500 for models 1,
2, 3 and 4, respectively).

III. RESULTS

In Fig. 3 the cumulative functions of cluster size have been
shown for both in vivo data and the corresponding model. It
is worth to note that the cumulative functions are quite
overlapped and that the regression lines show very similar
slopes (i.e. D).

The selected CT slices as well as a region of interest and its
LAA image (using -950 HU threshold in real data) are shown
in Fig. 4 along with the corresponding model output (in the
first randomization). It can be noticed that the simulated LAA
images - having similar R4 and D indexes also visually
resemble the distribution of the in-vivo LAA image. Indeed,
even though LAA clusters have different locations and size
each other, the cumulative distribution function of cluster
size is highly similar.

IV. CONCLUSIONS

The model is able to generate a set of digital phantoms of
LAA images that may be used to test quantitative indexes of
emphysema and to design realistic physical phantoms of
LAA images in CT imaging. This quantification is
fundamental for assessment of novel treatments to reduce
emphysema progression, including new drugs, surgery and
devices.
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Figure 1: An example of the model grid is shown in a). The sampling grid is
represented in b) whereas the corresponding model output showing simulated
LAA clusters before cutting over-stressed elements, is depicted in c).
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Figure 2: On the left, an example of the input grid of the model is shown. The
model output corresponding to the input grip (iteration #0) is shown as well as
the model output after each of the 3 iterations. The Von Mises stress
distribution is overlaid in color. The corresponding LAA images are plotted
below the model output. It is worth to note that clusters coalesce into bigger
clusters as elements have been removed.
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Fig. 3. Cumulative distribution functions of cluster size for the selected CT slice a)
of each subject as well as that of the corresponding model (first randomization). Fig. 4. Each row shows the images of a specific subject
It can be noticed that, for each subject, the two distribution substantially overlap. (subjects 1 and 2 with mild emphysema (score 1), subject 3
Dashed lines shows regression lines. RA-950=4.5%, D=1.89 for subject 1 with mild to moderate emphysema (score 1-2) and subject 4
(RA=5.9%, D=1.95 for model 1); RA-950=9.2%, D=0.99 for subject 2 with moderate to severe emphysema (score 2-4)). Column
(RA=11.6%, D=0.95 for model 2); RA-950=16.0%, D=1.41 for subject 3 (a): the selected CT slice with superimposed a 73x73 voxels
(RA=20.9%, D=1.36 for model 3); RA-950=28.7%, D=1.09 for subject 4 region of interest (ROI); column (b): the CT image extracted
(RA=33.7%, D=1.13 for model 4). within the ROI; column (c): LAA image obtained

thresholding the CT slice at -950 HU; column (d): ROI of
simulated LAA obtained with the four sets of parameters.
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Abstract—State-of-the-art microscopes can generate 3D
images of terabyte size at high throughput. Processing and
manipulation of these images require new software tools to
perform a number of functions from stitching to visualization,
to analysis. We present here our experiences in developing such
tools applied to the processing of 3D images of whole mouse
brains for neuroscience applications.

Keywords—Ultra-terabyte image processing, 3D, light sheet
microscopy, brain science.

I. INTRODUCTION

HARACTERIZING the cytoarchitecture of mammalian

central nervous system on a brain-wide scale is
becoming a compelling need in neuroscience. For example,
realistic modeling of brain activity requires the definition of
quantitative features of large neuronal populations in the
whole brain. Quantitative anatomical maps will also be
crucial to classify the cytoarchtitectonic abnormalities
associated with neuronal pathologies in a high reproducible
and reliable manner.

Light Sheet Microscopy (LSM) [1,2], coupled with
chemical clearing procedures to render brain transparent [3]
has recently gained a growing interest because it is the only
method currently allowing the acquisition of a significant
number of samples with full 3D resolution in a reasonable
time. LSM produces very large datasets that require new
tools to be managed and analysed. Although some work has
been done to deal with the terabyte-sized images produced by
the first generation of these new instruments [4,5,6],
continuous and quick progress made by both LSM and
clearing techniques is now producing images that may reach
ultra terabyte dimensions, and even larger datasets could be
produced in the near future.

The management of these huge datasets consists in a
pipeline that include storage, stitching, co-registration among
different acquisitions of the same sample, atlas mapping,
visualization, extraction of meaningful information, which is
currently the bottleneck for very large datasets. At the
Computer Systems and Bioinformatics Lab of the university
Campus Bio-Medico, in collaboration with the European
Laboratory for Non-linear Spectroscopy (LENS), the
University of Florence and the Allen Institute for Brain
Science, we have been committed since many years in
developing software components to build such a pipeline and
make it available to neuroscience community [4,5,7,8].

In this abstract we summarize our recent results in this
respect, and present ongoing work to both improve existing
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tools and enrich the pipeline with new functionalities.

II. IMAGE ACQUISITION AND PROCESSING STEPS

Due to the limited field of view of the light sheet-based
microscopes, optical tomographs of macroscopic specimens
(typically whole mouse brains) require many parallel image
stacks (also referred to as tiles in the following) to cover the
whole volume. Hence, multiple tiles, each composed by
thousands of slices, are acquired using motorized stages. For
volumes of approximately 1 cm’ at submicrometer resolution
and 16 bits color depth, the acquired data may easily exceed
the teravoxel size. Tiles are therefore stored in lossless
compressed format and typically each dataset may occupy
from 1 to 3 terabyte on secondary storage.

Since tile positions provided by the stages are not sufficient
to determine a reliable displacement between tiles, an
overlapping region is introduced between tiles in order to
make it possible the automatic combination of the stacks by
means of a 3D-Stitching tool. Hence to extract useful
biological information from images the following steps can
be identified: (i) stitching (ii) co-registration among different
acquisitions of the same sample, (iii) mapping the image to a
mouse brain atlas in order to give full neuroscientific
meaning to quantitative information extracted from the image
(iv) image visualization and annotation, and (v) automatic
analysis to extract meaningful biological information (i.e.
cells segmentation, neurite tracing, etc.). We have not worked
so far on co-registration of very large LSM images, whereas
we have developed tools for all the other steps.

III. DEVELOPED TOOLS

A. Stitching

A stitcher capable to deal with terabyte-sized volumetric
images was our first effort to provide useful tools. In 2012 we
released the Terastitcher [4] that today is still the only tool
really capable to deal with large images without the need of
supercomputing facilities. Terastitcher was successfully used
on images of up to 1 TB, but its first release had a number of
limitations that prevented its use on larger images.

For this reasons we have introduced a number of
improvements to make the Terastitcher capable of dealing
with the images produced by LSMs which are continuously
increasing in size. In particular, we introduced two main
features specifically designed to deal with huge datasets. The
first is the ability to run in parallel different instances of the
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tool on different regions of the dataset, producing the same
results than a sequential execution on the whole dataset. This
strategy proved to be effective because on the one hand it
required minimum changes in the code preserving its
maintainability and independence of the underlying execution
environment, and, on the other hand, it led to linear speedups
on large datasets. A second very interesting feature was the
ability to perform stitching-on-the-fly, that is the ability to
leave the image in unstitched format after computing tile
absolute position in the stitched image and perform stitching
of any sub-volume on demand. Stitching-on-the-fly avoid the
need to write the whole stitched image to non-volatile storage
by default, but rather only to perform stitching either when it
is really needed, or limited to the interesting portions of the
image. Besides time, this approach enables also efficient use
of secondary storage, which may become a critical issue
when a single image reaches or exceeds tens of terabytes.

B. Atlas mapping

To provide LSM images with an annotated 3D reference
space, we map images to existing mouse atlases such as
Allen Brain Atlas (ABA), and Waxholm Space (WHS).
Reference space pre-registered Nissl-stained or MRI volumes
are typically made available together with the digital atlases
to help in mapping new 3D images of specimens brains.
Mapping LSM images, however, is a multimodality
registration problem because the intensity profile of
background fluorescence does not have a straightforward
relationship with the intensity profile of the Nissl-stained or
of the MRI volumes. One strategy to reduce complexity is to
introduce an intermediary registration template with the same
intensity profile as the specimen brains (i.e. LSM images). To
avoid abnormalities possibly present in a single specimen, we
create an unbiased template by averaging incrementally over
many specimen brains and to this aim we are developing
software tools to co-register multiple LSM images of
different samples. Since atlas mapping of LSM images can be
performed at reduced resolution comparable to the one of
available digital atlases, this task does not require the use of
high performance platforms

C. Visualization and annotation

Tools supporting true 3D visualization, annotation and
analysis either do not scale well to the terabyte-size [9,10], or
are limited owing to high expense of licenses (e.g.
Amira(VSG), Imaris (Bitplane)) and infrastructures [11].

The open-source Vaa3D system [vaa3D] was specifically
designed for exploring very large 3D data directly and
efficiently without expensive virtual reality devices and/or
parallel computing infrastructures. To this end, we developed
Vaa3D-TeraFly, a plugin to extend the powerful 3D
visualization and analysis capabilities of Vaa3D to images of
potentially unlimited size [Bria2016]. When used with large
volumetric images up to 2.5 Terabyte in size, Vaa3D-TeraFly
exhibited real-time (subsecond) performance that scaled
constantly on image size. Vaa3D-Terafly is based on a multi-
resolution representation of the 3D image and supports three
different formats. A flexible and specifically designed
format, the BigDataViewer format [12] that is based in turn
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on the HDF5 standard, and the unstitched format, generated
by the Terastitcher and mentioned in section III-A. Indeed the
ability to navigate an unstitched image with Vaa3D-Terafly
make even easier to perform a complete stitching only after
having verified that it is worth the effort.

Vaa3D-Terafly has been implemented in C++ with Qt and
OpenGL and it is freely and publicly available both as open-
source and as binary package along with the main Vaa3D
distribution.

D. Automatic analysis

When dealing with ultra-terabyte images, content analysis
must necessarily be performed automatically, and operator
intervention must be limited as much as possible and assisted
by sophisticated tools.

While Vaa3D-Terafly provides effective solutions for what
it is concerned with the latter issue, we also contributed to
develop tools for automatically extract quantitative,
biologically meaningful information from images.

In [Frasconi2014] the cell localization problem in LSM
images has been solved combining semantic deconvolution
by a supervised deep learning algorithm with a non-
supervised mean shift-based method.

More recently we have tackled the neuron tracing problem
and proposed algorithms for both cell segmentation and
neuritis tracing [13,14].
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Abstract--- Total hip arthroplasty is a widespread orthopaedic
operation and consists of replace both the femoral head and the
acetabulum. However, adaptation over time of a bone (bone
remodelling) to the prosthesis, which changes physical demands
of weight bearing, is not completely known. Computed
Tomography can quantitatively assess local bone mineral
density and the adaptation of a femur to the implanted
prosthesis. Hence, bone remodelling can be monitored over time
by means of cyclic CT scans (e.g. at 1 year, 2 year after the
implantation). However, a femur of the same patient cannot be
sliced exactly the same between two or more CT examinations
(patient misalignment). Therefore 3D realignment of CT
volumes is crucial in order to perform comparative studies. In
addition CT images of a patient with a prosthesis result severely
corrupted by the metallic artifact. This study proposes a 3D
registration procedure to align CT volumes of femurs
containing a prosthesis. Firstly CT images were processed to
suppress the metallic artifact. After, a rough alignment (rigid
and with 6 degrees of freedom) is performed by using three
anatomic landmarks. This alignment in then refined by
maximizing the similarity (of the HU values) of corresponding
voxels between the two volumes. The whole procedure was
tested using real pre-operative and post-operative (few day
after) calibrated CT volumes. Analysis of the results show that
the mean error tends to zero while the standard deviation scores
about 150 HU.

Keywords — Total Hip Arthroplasty, bone remodelling, metal
artifact suppression, CT femur rigid registration.

1. INTRODUCTION

Bone has the capability to adapt to changes in its
mechanical loading through a process of remodelling,
which is a lifelong process whereby old bone is replaced by
new bone [1, 2]. For example, mechanical load forces in total
hip arthroplasty (THA) continuously expose bone to
remodelling processes according to Wolff’s law, depending
on implant size, geometry and stiffness of the prosthesis.

Conventional implants have shown a constant decrease of
periprosthetic bone mineral density (BMD) in the proximal
femur and a considerable periprosthetic bone resorption in
the proximal femur due to stress shielding. Therefore,
proximal load transfer to the trochanteric region should
probably be aimed in modern implant designs.

It is important to avoid stress shielding and to reach a great
mechanical compatibility of the steam with the bone, so that
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the physiological load transfer from the prosthetic head to the
femur may be achieved [3, 4].

However, the modifications of bone mineral density and
bone remodelling after THA surgery still remains unclear.
Being able to measure the actual, local changes of BMD of a
femur caused by the implanted prosthesis is of general
importance in understanding the prosthesis-bone interaction
and in planning THA surgery more appropriately by
assessing fracture risk and implant stability [5, 6].

CT scans with Hounsfield unit (HU) quantification can
assess very precisely local BMD and therefore bone quality.
Unfortunately, CT images contacting the typical metallic
implanted prosthesis are severely corrupted by artifact. This
artifact significantly alters bone HUs and therefore the
estimation of its BMD.

The aim of this preliminary study is to propose a 3D
registration scheme to align pre-operative and post-operative
CT volumes of patients undergoing THA surgery. Firstly,
metallic artifact of post-operative CT were suppressed and
then the pre-and post-operative femurs were precisely
aligned.

II. MATERIALS AND METHODS

A. Metallic artifact correction and femurs segmentation

Patient’s pre-operative and post-operative (about few days
after THA surgery) CT scan were acquired (pixel sizes were
less than a millimetre while slice thickness wasone
millimetre). HUs of the CT scanner were calibrated using a
phantom enclosing different known materials [7].

First of all, a metal deletion technique was performed to get
rid of the artifact caused by the prosthesis in the post-
operative CT scans. The technique iteratively performs
forward projection to replace detector measurements that
involve metal. This produces a self-consistent set of
projection data with the metal removed. First, each detector
element is expanded until at least few photons are estimated.
Next, the initial image is constructed by using linear
interpolation. Because the forward-projected values do not
exactly match the original projection data due to beam
hardening, attenuation outside the reconstructed region, and
other factors, a linear function was used to the forward-
projected values to eliminate discontinuities. Finally, to
further reduce streaking, rays passing near metal are replaced
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with a weighted average of the experimental projection data
and the forward-projected data, allowing a smoother
transition. Figure 1 provides an example of the algorithm
performance.

Once the metallic artifact was suppressed, the operated
femur was segmented from both, pre-operative and post-
operative, CT volumes. Firstly, bone tissues was roughly
segmented by means of thresholding: voxel with HU values
larger than 260 were preselected.

After, more sophisticated conditions were applied to
separate the femur from the pelvis bone and isolated voxel
contained by the muscle tissues. The segmented volumes
were then smoothed by using 3D binary operators.

The procedures were developed in the Matlab R2015b®
environment.

B. Femur alignment procedure

Although the patient was tried to be placed in the same
position between the pre-operative and post-operative CT
scanning, the resulting volumes obviously resulted not
aligned.

The proposed procedure consists of two cascade stages. A
rough 3D registration based on anatomic landmarks was
followed by a finer 6 degrees of freedom rigid-global
registration based on a HU similarity index.

In particular, three anatomic landmarks (a, b and c¢) were
considered for each femur (see Fig. 2 as example):

a) the entrance of the arterial foramen in the femur shaft
(labelled “foramen” in Fig. 2);

b) the more posterior protuberance of the lesser
trochanter (labelled “pt” in Fig. 2);

c)the more posterior anterior protuberance of the greater
trochanter (labelled “gt” in Fig. 2).

These points were chosen as the most unambiguous and far
between each other. More convenient landmarks on femur
head and neck were not considered because not present in
both volumes. The femur arterial foramen was clearly
recognizable on the CT images and it constitutes an
unequivocal reference point.

The transformation matrix defined by means the landmarks
has been used to align the two pre-operative and post-
operative DICOM volumes.

Then, starting from the 3D positioning obtained via the
rough and ready alignment obtained through the landmarks, a
finer adjustment is obtained by minimizing the HU
differences in all the voxels belonging to the compact bone.
This fine registration is based on the Mattes mutual
information  registration metric [8]. Both spatial
transformations were assumed rigid and with six degrees of
freedom. Finally, the aligned, post-operative femur was
opportunely re-sampled (by means of linear interpolation)
and a new DICOM volume was produced.

III. RESULTS

To quantitatively test the appropriateness of the whole
procedure, the difference in HU of the corresponding voxels
belonging to the pre-operative and the post-operative femur
were computed. Whereas in few days the bone density of the

46

femur has not changed at all, the expected result from the
difference operation would be zero.

As example, Fig. 3 shows the histogram of the difference
computed between aligned femurs (pre- and post-operative)
of a subject of 71 years old who had implanted a cemented
prosthesis. The distribution of the difference looks like a
Gaussian with a mean of -55 HU and a standard deviation of
198 HU. Probably, the mean error is not zero because of the
pre-processing adopted to suppress the large metal artifact
caused by the high density material of the prosthesis. In
general, the mean difference tends to zero, while the standard
deviation scores about 150 HU.

The presented realignment procedure can be considered
reliable within the limits highlighted by the analysis of the
differences and can be used to test bone properties also using
Finite Element Analysis [9].
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Figure 1: an example of an original CT slice including the prosthesis (on the left side) and the corrected
imaged once suppressed the metal artefact (on the right side).

Figure 2: A representation of the three anatomic landmarks on different slices of a femur. On the
left the landmark a) — arterial foramen; at the centre the landmark b) — lesser trochanter, on the
right the landmark c) — greater trochanter.

Figure 3: Histogram of the difference of HU values between a pre-operative and the corresponding post-operative
femur computed on 4.4%10"5 voxels
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Image enhancement in Digital Cytology:
towards the design of a novel process
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Abstract—The study has the aim to propose a novel
formalized approach to the heterogeneous aspects of the
imaging in digital-cytology.

A process of intervention has been proposed that involves
three key-figures: the expert cytologist, the expert technician in
biomedical laboratory, the ICT expert. This process comprises
three issues focused on the imaging (sub-processes): (a) the focus
emulation; (b) the visibility enhancement ; (c) the feature
recognition. A properly designed electronic form has been
customized to investigate the acceptance of the methodology.

A properly designed application of digital-cytology has been
proposed based on Aperio to test the process. The process has
been customized using the software Mathematica to design the
three procedures of the sub-processes and has been successful-ly
tested on two significant snapshots/case studies relevant to
cervico-vaginal digital-cytology.

A process of intervention in the imaging has been designed
and preliminary tested in digital-cytology. It allows the im-
provement of information to analyze both for the expert cytol-
ogist and technician of biomedical laboratory. It could be use-ful
in tele-consulting, e-learning, in cooperative diagnosis and in the
applications of image quality improvements..

Keywords— Digital Pathology, Image-enhancement, virtual
microscopy

I. INTRODUCTION

HE digital-pathology is playing an important role in the

e-laboratory of cytology and has the chance both to

change the work flows and optimize the job-work loads
[1-2].
The digital-pathology comprises thus two branches:
— Digital-histology performed in the e-laboratory of
histology;
— Digital-cytology performed in the e-laboratory of cytology
(2].
Digital cytology still suffers with the following problems:

* -The visibility enhancement of details as in the case
not exhaustive of the Chromatin, should be
improved to better distinguish information in cancer
diagnosis.

e It could be useful the emulation of the focus,
furthermore it could save memory occupancy.

The image analysis and processing science [4-5] applied to
medical imaging [4-5] could be of aid to overcame the listed
problems. The objective of the study is the set-up and test of
a process to face the above listed limitations. This implies (a)
the focus to a specific application to produce images, (b) the
design of the process based on specific tools using a
dedicated software for the image enhancement and
improving, (c) the design of a specific form to assess the
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advantage/improvement generated by the methodology in
digital-cytology. The side ambitious objective is the set-up
of a methodology which starting from a snapshot (usually
with a memory occupancy of a few kbytes) from an e-slide
(usually with an occupancy of Gbytes) enriches the infor-
mation allowing a diagnostic intervention on several levels.

II. METHODS

A. The Set-up of the Process

The process of intervention has been divided into three
separate issues each one represented by the implementation
of one sub-process aiming to overcome the limitations
encountered in digital-cytology:

a) Visibility enhancement process (VE-P).

b) Feature recognition process (FR-P).

¢) Emulation of focus function process (EFF-P).

These process can be also logically connected de-pending
on a specific request of image analysis. In fact, the request
can be heterogeneous embedding a combination of two or
three actions. It could be, for example, required to emulate
the focus to improve an image and then to apply a feature
recognition in the focused image. It could be, for example,
necessary to apply a 3D visualization to improve the
diagnostic accuracy in the visibility enhancement and then to
apply a feature recognition.

When you submit your final version, after your paper has
been accepted, please use the same model, or modify the
original version according to the instructions reported in this
text.

A. E-slides

The e-slides used in the study have been scanned obtained
by means of the Aperio (Aperio, USA) scanner have been
positioned in a server at the URL http://www.diditalslide.it.
All the e-slides have been investigated at Zoom level =
40X.We used Image-scope which is compatible with the
Windows OS platforms for the connection and extraction of
the image-information arranged in snapshots from 3 e-slides
relevant to cervico-vaginal cytology.

III. RESULTS AND DISCUSSION

A Work-Group comprehending the key-figures in the e-
laboratory of cytology i.e the ICT expert, the cytology expert
and the technician of biomedical laboratory selected towards
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the Network 27 snapshots significant for the study and
recorded them in a digital-archive, indicating, according to
the objective, the needed intervention among three chances
(also selectable together), i.e visibility enhancement, feature
recognition and emulation of the focus function. In
conjunction with the choice of the snapshots the Work-Group
has proposed a survey electronic form both to formalize and
to assess the process of image improvement. As a tool for the
design of the image-analysis and processing process we

focused on Wolfram Matematica 9.0
(http://www.wolfram.com/mathematica/compare-
mathematica/).

Unlike other systems, Mathematica applies intelligent

automation in every part of the system, from algorithm
selection to plot layout and wuser interface design.
Mathematica requires no add-ons. It has built-in specialized
functionality for many technical areas, from computational
biology to wavelet analysis, all tightly integrated with the rest
of the system.

The process of intervention has been implemented:

» The VE-P was focused to the 3D emulation has been
found as a useful issue to face in digital-cytology in
terms of visualization enhancement because of aid
both to the cytologist and the technician in
Biomedical Laboratory respectively in medical
decision and or selection o the image. An Example
of application of Mathematica is thus the 3D
representation of the image. By converting the
original image into a 2D array of luminance, i.e.
grayscale image the resulting matrix organized
numerical data may be displayed by a 3D plot .

» 1In order to perform the FR-P  the following
methodology has been developed in Wolfram
Mathematica environment. The approach finds the
matches between a sub-image called kernel and the
original image. The advantage respect to other
methods is that the kernel must not be designed as a
numerical function but it is possible to use a part of
the original image. The technician chooses a typical
nucleus in the snapshot by clicking on it. This sub-
image is used as kernel and the image correlation is
calculated.

» The deconvolution methodology has been

successfully applied to the snapshot to emulate the
focus function and thus to set-up the EFF-P. We
have assumed that the image undergrading is
spatially invariant because the region is two orders
smaller than original image. We chose a Gaussian
matrix kernel for the so-called point spread function,
considering that the degradation is due to the out-of-
focus effect.
Figure 1 and 2 show an example of image
processing  chosen  from the collections. It
enlightens that the Technician of the Biomedical
Laboratory or the Cytology expert my interact with
the software interface by changing parameters and
explore different visualizations.

The compilation by a technician of biomedical (TLB)
laboratory expert of the survey form after the application of
the process of intervention and interaction with the interface
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gave an encouraging outcome in the case of the two different
studies.
In fact some applicable parameters gave appreciable results
such as for example:
- The high
detail
- The high improvement of both the brightness
and the sharpness
- The general improvement assessed in mean
value

improvement of the chromatin

IV. CONCLUSION

A study on the design of a process of intervention in digital-
cytology as been proposed that faces:

(a) the focus emulation; (b) the visibility enhancement ; (c)
the feature recognition. The process was tested on two case-
studies. The study was tested on two case-studies. Generally
the methodology could be useful in the e-laboratory of
cytology for the image improving. In particular it could be of
aid for the ICT expert directly supporting the professionals in
the e-Laboratory of cytology and indirectly in telemedicine
applications. The first immediate next step will be to deepen
the investigation in all the extracted snaphots and to focus to
specific case-studies to assess the improvement of the
diagnostic accuracy using the proposed survey form [6-10].
The second immediate next step is the improving of the
automation of the procedures in order to allow the use to the
expert cytologist and technician in biomedical laboratory
without the direct support of the ICT expert.

LIST OF ABBREVIATION

HTA  Health Technology Assessment
ICT  Information and Communication Technology
PC Personal Computer

TLB  Technician in Biomedical Laboratory
VE-P Visibility enhancement process
FR-P  Feature recognition process

EFF-P Emulation of focus function process
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Fig. 1. Outcome of the case-study on the first snapshot: The visualization enhancement
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Fig. 2. Outcome of the case-study on the first snapshot: The Focus emulation
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Abstract— Computed Tomography perfusion (CTp) is an
imaging technique widely applied in the study of the efficacy of
the new anti-angiogenetic therapies. The presence of blood
vessels, bronchi, and artefacts jeopardizes the computation of
perfusion indexes and the visual analysis of perfusion maps. In
this work, we propose an automatic method for the detection of
those anatomical structures and artefacts responsible of
unreliable perfusion values to be excluded from the analysis.

Keywords— Quantitative imaging, error analysis, image
processing, imaging artefacts, cancer.

1. INTRODUCTION

COMPUTED Tomography perfusion (CTp) is a widely
available and non-invasive technique able to provide
images with high spatio-temporal resolution [1]. The analysis
of the tissue time-concentration curves (TCCs) that can be
extracted from CTp images acquired before, during, and after
the injection of a contrast agent, allows to obtain
haemodynamic information of the investigated tissues that
are largely used in oncology. In the recent years, some
perfusion parameters, such as the blood flow (BF), have
shown to be able to rapidly detect changes in the tumour’s
vascular structure, which could hint at possible anomalies in
blood supply (i.e., tumour angiogenesis [2]). Hence, CTp is
potentially able to monitor functional activities of tumours at
their different stages [3], and predict treatment outcome or
early therapeutic response of anti-angiogenetic therapies [4],
before morphological changes become visible.

Currently, the reproducibility and the reliability of the
functional results obtained with CTp, are still open issues and
hamper the use of this technique in the clinical practice. The
presence of artefacts inside images, mainly due to respiratory
motion [5] or related to the acquisition phase (e.g., partial
volume effect and beam hardening) [6], thwart the
achievement of reliable TCCs, while the presence of vessels
[7] and bronchi [8] jeopardize both the computation of local
and global statistical perfusion indexes and the visual
analysis of perfusion colorimetric maps. Commonly, only
perfusion values out of the physiological range are
considered as being unreliable and removed from the analysis
by manually adjusting an appropriate window level [9]. Just
recently, some steps forward have been taken to assess the
reliability of the computed perfusion values [10] as well as to
try improving their computation [11]. Anyway, these works
do not associate fitting errors to their causes, if not to generic
motion artefacts and, not at all, to anatomical structures.

This study presents a novel quantitative and automatic
approach to detect those anatomical structures and those
regions undergoing CTp reconstruction and acquisition

artefacts, which could compromise the correct interpretation
of CTp functional results and, ultimately, the clinical
outcome.

II. MATERIALS AND METHODS

A. CTp protocol and image acquisition

36 CTp examinations pertaining to 22 patients with a
NSCLC having maximum transverse diameter greater than
2.5 cm in at least three sections were analysed. CT scans
were performed on a 256-slice CT system (Brilliance iCT,
Philips Medical Systems), with patient in the supine (feet
first) position. An initial low-dose unenhanced full-body CT
study was performed to identify target lesions at baseline
conditions. Then, a 50-ml intravenous bolus of contrast agent
(TIomeron, Bracco) was injected at 5 ml/s for axial cine
contrast enhanced CT, followed by a single acquisition
lasting 25 s (0.4 s rotation time, at 80 kV, 250 mA), yielding
20 scans of 11 slices each, with 55 mm of z-coverage, for a
total amount of 220 images (512 x 512 pixel, 350 mm x 350
mm, 1.25 s temporal resolution).

B. Building perfusion maps

Two Regions of Interest (ROIs) were manually drawn by
two expert radiologists for the aorta and for the tissue on a
reference slice. The tissue ROI was then aligned on the
remaining slices acquired at corresponding coach position in
the x-y plane, as well as in the z direction, in order to
compensate for the lesion movement. Time Concentration
curves (TCCs) related to the voxels of the tissue ROI were
then extracted and fitted according to the model described by
the Hill’s equation [12], by means of the Levenberg-
Marquardt routine. The Hill’s model is commonly used in
pharmacodynamic models to describe non-linear drug dose—
response and its four parameters shown in Eq. 1:

ta
fe() = Eo + (Emax — Eo) Gosage (D

can be used to describe the diffusion of contrast agent inside
tissues. Eq and E,,x represent the baseline and the saturation
values, respectively, expressed in Hounsfield Units (HU),
ECsp is the time instant of half-maximum response
concentration of the curve and o is the non-linear parameter
mostly affecting the slope of the curve. BF values are
computed for each voxel according to the maximum slope

method [13] during the first-pass phase (Eq.2):
afe(t)
— 4t 'max
BE = S Olmas @

where fi(t) is the fitted TCC of the tissue and f,(t) is the TCC
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of the arterial input. BF values are represented through the
use of colorimetric maps. Voxels characterized by BF values
strictly lower than 1 ml/min/100g, considered as being
unlikely compliant with physiological values and rather
ascribable to numerical errors, were excluded from the
analysis and represented in the colour map with the pink
colour. Fig. 1 shows an example of lung lesion visualized in a
CTp slice, and its BF colorimetric map.

C. Automatic image segmentation

The fitting error p. of each TCC is than computed as the
mean absolute value of the distances between the TCC and
the fi(t) in each acquisition time instant. The application of
the triangle method (conceived to remove tails in unimodal
distributions [14]) to the histogram of . pertaining to all the
voxels of tissue ROI allows to find out a threshold value able
to discriminate between “low” and “high” error values.
Unreliable BF values pertaining to voxels with the highest
error values were excluded from the analysis and highlighted
in the pink colour in the BF colorimetric map. Fig. 2 shows
an example of the p, error colour map referring to lesion ID§
(a), its thresholded histogram (b) and the corresponding
thresholded error (colour) mask (TEM) (c¢).

D. Manual annotation

In order to explore the capability of radiologists to identify
unreliable perfusion values, we asked them to draw one ROI
following the contour of each vessel, bronchus, or artefact
visible on the reference slice of the CTp images inside the
tissue ROI. These results were then compared with the TEM.
A true positive value was assigned for each structure revealed
by both radiologists and TEM, while a true negative value
was assigned if nothing was manually and automatically
detected inside the ROI. A false positive value was assigned
in those cases where the structure highlighted by radiologists
had not any influence on the reliability of the computed BF
values. On the contrary, when a structure highlighted in the
TEM was not identified by radiologists, but was recognized
as being an artefact or an anatomical structure during a
second later analysis of the CTp images, then a true negative
value was assigned. Sensibility and specificity were finally
computed for vessels, bronchi, and artefacts.

III. RESULTS

Unreliable BF values highlighted inside TEM resulted to be
structural aggregates, with spatial coherence (i.e. the same
errors are shared by quite connected regions) and displaced in
correspondence of anatomical structures or artefacts.

Medical doctors showed a very high specificity in detecting
bronchi (100%) and blood vessels (100%). Fig. 3 shows an
example of structures correctly detected by the Readers on
the CTp image of a lung lesion and its corresponding TEM.

Things changed when facing artefacts. In two cases, the
Readers pointed out the presence of artefacts that actually did
not affect the reliability of the computed BF values, but that
could have led to discard these two examinations. Even
worst, there were 15 more cases where the Readers deeply
underestimated the extension of the artefacts or missed the
detection. In fact, without using TEM, medical doctors would
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have considered these data as being reliable, with possible
risks of erroneous clinical considerations. Fig. 4 shows an
example of ROI drawn by readers to delineate the beam-
hardening artefact (a), whose extension has been
underestimated, as one can see by looking at the red area
shown in the TEM (b).

IV. CONCLUSION

This automatic method allows detecting those structures
(i.e., vessels, bronchi, and artefacts) affecting the reliability
of computed perfusion values, and determining their
extension with a high precision. Its use becomes crucial in
case of artefacts that can be perceived in a wrong way by
human eyes and, hence, might lead medical doctors to wrong
clinical consideration. This is yet more probable when the
extension of these structures is underestimated or, even
worst, not perceived. Our approach represents a fundamental
step towards a more quantitative and standardize CTp
imaging.

REFERENCES
(1]

Y. Ohno, et al., "Dynamic contrast-enhanced perfusion area detector
CT for non-small cell lung cancer patients: Influence of mathematical
models on early prediction capabilities for treatment response and
recurrence after chemoradiotherapy", Eur. J. Radiol., vol. 85, pp. 176-
186, Jan. 2016.

J.-B. Tylcza, et al., “Data-driven modeling and characterization of anti-
angiogenic molecule effects on tumoral vascular density”, Biomed.
Signal Proces., vol. 20, pp. 52—60, July 2015.

G. Petralia, et al,, “CT perfusion in solid-body tumours. Part I:
technical issues”, Radiol. Med., vol. 115, pp. 843-857, Sept. 2010.

N. Tacelli, et al., “Perfusion CT allows prediction of therapy response
in non-small cell lung cancer treated with conventional and anti-
angiogenic chemotherapy”, Eur. Radiol., vol. 23, pp. 2127-2136, Apr.
2013.

T. Koh, et al, “Dynamic contrast-enhanced CT imaging of
hepatocellular carcinoma in cirrhosis: feasibility of a prolonged dual-
phase imaging protocol with tracer kinetics modelling”, Eur. Radiol.,
vol. 19, pp. 1184-1196, Jan. 2009.

R. Garcia-Figueiras, et al., “CT perfusion in oncologic imaging: a
useful tool?”, Am. J. Roentgenol., vol. 200, pp. 8-19, Jan. 2013.

C.S. Ng, et al., “Reproducibility of CT perfusion parameters in liver
tumors and normal liver”, Radiology, vol. 260, pp. 762—770, Sept.
2011.

M. W. Huellner, et al., “Multiparametric PET/CT-perfusion does not
add significant additional information for initial staging in lung cancer
compared with standard PET/CT”, EJNMMI research, vol. 4, pp. 1-13,
Jan. 2014.

K.A. Miles, et al., “Current status and guidelines for the assessment of
tumour vascular support with dynamic contrast-enhanced computed
tomography”, Eur. Radiol., vol. 22, pp. 1430-1441, July 2012.

A. Bevilacqua, D. Barone, S. Malavasi, G. Gavelli, “Quantitative
assessment of effects of motion compensation for liver and lung tumors
in CT perfusion”, Acad. Rad., vol. 21 pp. 1416-1426, Nov. 2014.

A. Gibaldi, D. Barone, G. Gavelli, S. Malavasi, A. Bevilacqua, “Effects
of guided random sampling of TCCs on blood flow values in CT
perfusion studies of lung tumors”, Acad. Rad., vol. 22, pp. 58—69, Jan.
2015.

S. Goutelle, et al., “The Hill equation: a review of its capabilities in
pharmacological modelling”, Fundam. Clin. Pharmacol., vol. 22, pp.
633-648, Nov. 2008.

D. Ippolito, C. Capraro, A. Casiraghi, C. Cestari, S. Sironi,
“Quantitative assessment of tumour associated neovascularisation in
patients with liver cirrhosis and hepatocellular carcinoma: role of
dynamic-CT perfusion imaging”, Eur. Radiol., vol. 22, pp. 803-811,
Apr. 2012.

G.W. Zack, W.E. Rogers, S.A. Latt, “Automatic measurement of sister
chromatid exchange frequency”, J. Histochem. Cytochem., vol. 25, pp.
741-753, July 1977.

(3]
(4]

(5]

(7]

(8]

[9]

[10]

[11]

[12]

[13]

[14]



BIOIMMAGINI

(a)

Fig. 1. CTp image of a lung lesion (a) and related BF colour map (b) with the pink voxels representing BF values unlikely
compliant with the physiological range.
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Fig. 2. Examples of the p. colour map of a lung lesion (a), its thresholded histogram (b) and the corresponding thresholded
colour mask (c) are shown. The red regions correspond to pixels whose fitting error was higher than the threshold T+ found

out with the triangle method. Pink pixels correspond to zero-value perfusion voxels, while the cyan region is composed by
the “survived” pixels, whose perfusion values can be correctly used.

(b)
Fig 3. Two vessels (in red), one bronchus (in yellow), and one artefact from beam hardening (in green), manually contoured
by the radiologists (a), with corresponding thresholded error mask (b).

(b)

Fig. 4. A well-defined shape of an artefact (in green) drawn by the radiologists (a), that however fail in detecting its wide
extent, highlighted in the error mask (b).
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Abstract—The cerebral cortex manifests an inherent
structural complexity of folding. The fractal geometry may
describe the structural complexity of objects (such as the
cerebral cortex) which show, in a proper range of spatial scales,
self-similarity. In this study, we computed the fractal dimension
of the cerebral cortex (imaged using T1-weighted sequences and
segmented through FreeSurfer image analysis suite) using an
automated selection of spatial scales in which the cerebral cortex
manifests the highest self-similarity (in a statistical sense). We
applied this procedure to a public dataset collected by the
International Consortium for Brain Mapping (ICBM),
composed of MRI examinations of 86 healthy subjects with age
ranging from 19 to 85 years. The Pearson’s correlation
coefficient between fractal dimension of cerebral cortex and age
was -0.72 (p<0.001). During normal aging, the fractal dimension
of the cerebral cortex decreases hence reflecting the reduced
complexity of cerebral folding. The fractal dimension has the
potential to be used as a neuroimaging marker of complexity of
the cerebral cortex and appears as a candidate marker able to
assess cerebral changes in normal aging and possibly in various
neurodegenerative disorders.

Keywords—fractal dimension,
complexity.
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I. INTRODUCTION

HE cerebral cortex manifests an inherent structural
complexity of folding. The fractal geometry enables to
describe the structural complexity of objects which show, in a
proper range of spatial scales, self-similarity (i.e. a
geometrical property of objects composed of subunits and
sub-subunits) that resemble the larger scale [1]. In this
context, the fractal dimension D of an object is a measure of
how much space it fills, taking into account its inherent
highly detailed structure.

Previous studies have demonstrated that the cerebral cortex
presents fractal properties, with self-similarity down to a
spatial scale of 3 mm, which is approximately the human
cortical thickness [2]. Still, Im et al. [3] found that the fractal
dimension is a compact measure of shape complexity
condensing cortical thickness, sulcal depth and folding area
into a single numeric value. Within-subject reproducibility of
the fractal dimension measure of different brain structures
was also investigated [4].

In the present study, we aimed to 1) compute the fractal
dimension of the cerebral cortex (imaged using T1-weighted
sequences) using an automated selection of spatial scales in
which the cerebral cortex manifests the highest self-similarity
(in a statistical sense) and 2) assessing its potential use as a
neuroimaging marker of natural aging in a large public
dataset of healthy subjects.

II. MATERIALS AND METHODS

A. Data set

For this study, we adopted the scans collected by the public
International Consortium for Brain Mapping (ICBM) and
belonging to the /000 Functional Connectomes Project
(FCON 1000 Project). The dataset is composed of MRI
examinations of 86 healthy subjects with age ranging from 19
to 85 years (41 men and 45 women, age 44.2+17.1 years,
mean + standard deviation). All subjects underwent high
resolution T1-weighted imaging and resting state functional
MRI on a 3-T scanner. In this study, only T1-weighted MR
images were employed. They were acquired with a high
resolution 3D sequence (Magnetization Prepared Rapid
Gradient Echo, MPRAGE) with matrix size=256x256, slice
thickness=1 mm and in-plane resolution of 1 mm.

B. Image segmentation

Completely automated cortical reconstruction of each
subject’s structural T1-weighted MRI scan was performed by
employing the  FreeSurfer image analysis  suite
(http://surfer.nmr.mgh.harvard.edu/)  [5]. Briefly, this
includes removal of non-brain tissue using a hybrid
watershed/surface  deformation  procedure, automated
Talairach transformation, segmentation of the subcortical
white matter and deep gray matter volumetric structures,
intensity normalization, tessellation of the gray/white matter
boundary, automated topology correction [6] and surface
deformation following intensity gradients to optimally place
the gray/white and gray/cerebrospinal fluid borders at the
location where the greatest shift in intensity defines the
transition to the other tissue class. Once the cortical models
are complete, a number of deformable procedures can be
performed for further data processing and analysis including
surface inflation, registration to a spherical atlas which is
based on individual cortical folding patterns to match cortical
geometry across subjects, parcellation of the cerebral cortex
into units with respect to gyral and sulcal structure [7], and
creation of a variety of surface based data including maps of
curvature and sulcal depth. In the following, all post-
processing procedures have been applied to the (bilateral)
cerebral cortical reconstruction (Fig. 1).

C. Measurement of fractal dimension

The fractal dimension of cerebral cortex has been
calculated through the box counting algorithm [8]: a grid
containing 3-D cubes of side 7 has been superimposed on the
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segmented cerebral cortex and the number of boxes (cubes)
needed to fully cover the object has been counted. This
procedure was repeated for various r values. In order to
increase reproducibility, for each r, 20 uniformly distributed
random offsets were applied on the grid origin and all the box
counts (one for each offset) have been averaged to obtain a
single N(r) value [4]. We thus plotted N(7) in a log-log plane
and regressed it with a linear function having slope -D using
the coefficient of determination (adjusted for the number of
data points) Rzad,-, as a goodness-of-fit indicator (Fig. 2). In
the natural scale, this linear relationship in the log-log plane
corresponds to a power law where D, the fractal dimension,
is the exponent (with a negative sign) N(r) =k r " and k is
the prefactor [1].

In general, the range of spatial scales in which a structure
manifests fractal properties is not known a priori. For this
reason, in this study, we propose, for each subject, an
automated selection of spatial scales based on the search of
thze range in which the linear regression shows the highest
R a5

D. Experimental tests

The box counting algorithm was developed in C++
language by using the classes provided by the Insight
Segmentation and Registration Toolkit (ITK) [9] for image
processing algorithms, while the linear regression with
automated selection of spatial scales was implemented in the
Matlab environment (Mathworks, Natick, MA, USA). All
computations have been performed on a Dell PowerEdge
T620 workstation equipped with two 8-core Intel Xeon ES5-
2640 v2, for a total of 32 CPU threads, and 64 GB RAM,
using the Oracle Grid Engine batch-queuing system. The
processing time required approximately 9 hours of CPU time
for FreeSurfer segmentation and about 5 minutes for the
fractal dimension computation.

The box counting algorithm was executed using an
exponential sampling of the spatial scales in the natural scale
(which corresponds to a uniform sampling in the log-log
plane) r=2% mm, with k={0, 1 , ..., 7}. The linear regression
was carried out for each combination of minimal and
maximal spatial scale taking into account the constrain that
the data on which linear regression were calculated should
contain a minimum number of data points (in this study we
used a minimum number of 5 data points).

In order to assess the potential use of the fractal dimension
as a neuroimaging marker of natural aging, we performed a
linear regression analysis and computed the Pearson’s
correlation  coefficient  between  fractal  dimension
measurements and age. Furthermore, we compared the fractal
dimension measurements between men and women through a
t-test (null-hypothesis of equal means). For all tests, a p-value
<0.05 was considered statistically significant.

III. RESULTS AND DISCUSSION

Table I shows the descriptive statistics of fractal dimension
measurements of the cerebral cortex in 86 healthy subjects.
The mean fractal dimension value of 2.495 (fractional)
indicates that the cerebral cortex is a fractal structure and that
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it fills the space more than a surface and less than a volume
structure. No significant difference in fractal dimension was
found between men and women (p=0.97).

The minimal spatial scale at which the cerebral cortex
manifested self-similarity was 1 (0) mm [median
(interquartile range)] (range 1-2 mm). The maximal spatial
scale was 32 (16) mm (range 16-64 mm). The coefficient of
determination R’ of linear regression was 0.999 + 0.00006
(mean + standard deviation) (range 0.9996-0.9998), thus
proving an overall excellent fit within minimal and maximal
scales.

Fig. 3 shows the linear regression between fractal
dimension and age with a Pearson’s correlation coefficient
equal to -0.72 (p<0.001). During normal aging, the fractal
dimension of the cerebral cortex decreases hence reflecting
the reduced complexity of cerebral folding.

TABLEI
DESCRIPTIVE STATISTICS OF FRACTAL DIMENSION
MEASUREMENTS OF CEREBRAL CORTEX

Fractal dimension
mean (standard deviation)

Men 2.496 (0.019)
Women 2.495 (0.027)
All 2.495 (0.024)

IV. CONCLUSIONS

Our approach allowed the automated selection of spatial
scales in which the cerebral cortex of each subject manifests
fractal properties, without the need of a priori or manual
selection. The fractal dimension has the potential to be used
as a neuroimaging marker of complexity changes of the
cerebral cortex occurred during normal aging and appears as
a candidate marker able to possibly assess changes due to
various neurological disorders.
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Fig. 1. An example of the 3-D segmentation of the cerebral cortex (subject code sub02382).
The green regions are gyri and the red regions are sulci.
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Fig. 2. In the left panel, the log-log plot of N(r) counts vs. cube side » corresponding to the 3-D segmentation shown in Fig. 1 is reported. The
regression line which showed the highest R, (0.9997) is also superimposed. The contour plot showing R’ as function of the minimal spatial
scale and data window length is depicted in the right panel. Experimental data are indicated by circles. Highest R”,;; was obtained with minimal
scale of 1 mm and 6 data points.
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Fig. 3. Scatter plot showing age and fractal dimension measurements. The regression line is also superimposed
(Pearson’s correlation coefficient = -0.72, p<0.001).
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Abstract—Among the techniques aimed at improving the
frame rate of medical ultrasound images, Plane-Wave Imaging
(PWI) allows to achieve ultrafast imaging with frame rates up to
10 kHz. In PWI, in fact, a single plane wave transmission is used
to acquire the image of the entire region of interest, as opposed
to conventional B-mode imaging in which the image is acquired
line by line. Unfortunately however, the use of an unfocused
plane wave significantly reduces the achievable image quality.

In this paper we present the first results obtained by applying
Delay Multiply And Sum (DMAS) non-linear beamforming for
the reconstruction of plane-wave images. This algorithm,
originally conceived for microwave imaging, was recently
proposed and adapted by the authors for use in ultrasound
imaging, successfully achieving an improved image contrast
resolution. By analysing the Point Spread Function (PSF)
images and beampatterns, we thus show that DMAS allows to
achieve significantly higher performances in PWI than
conventional Delay and Sum (DAS), together with a high frame
rate.

Keywords—DMAS  beamforming,
ultrasound medical imaging.

plane-wave imaging,

1. INTRODUCTION

-MODE ultrasound images are conventionally acquired
line by line, by transmitting and receiving each time a
focused ultrasound beam along a certain scan direction, until
all the region of interest has been covered. This actually
limits the frame rate, as the time required to acquire a single
frame is proportional to the number of scan lines and to the
maximum depth to be investigated, and inversely related to
the speed of sound in tissues (~1540 m/s). For example, if we
consider a 10 cm image depth and 192 scan lines, the frame
rate would be about 40 Hz. This parameter is particularly
critical for example in cardiac applications, and even more in
3D/4D imaging, where the number of scan lines required to
acquire the entire volume is in the order of thousands [1].
Ultrafast ultrasound imaging [2] is instead based on a
different principle, i.e. on the transmission of plane waves,
which makes it possible to achieve frame rates higher than
5000 Hz, leading to the development of several new valuable
ultrasound imaging techniques [3]. Plane-Wave Imaging
(PWI) in fact consists in transmitting/receiving a single plane
(unfocused) wave front, which can be then post-processed
and beamformed to reconstruct all the image lines in parallel.
Hence, a single transmission is required to generate an image,
with more than a 100-fold improvement of the frame rate.
The lack of a transmit focus however causes a worsening
of image quality. For this reason, the use of coherent
compounding has been proposed [1]: the coherent summation
of several differently tilted plane-wave frames in fact allows
to restore image contrast and resolution, unfortunately at the
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expense of the frame rate.

In a previous paper [4] we introduced the use of non-linear
Delay Multiply And Sum (DMAS) beamforming (originally
conceived for breast microwave imaging [5]) in ultrasound
B-mode imaging, showing significant improvements in terms
of contrast resolution compared to standard Delay And Sum
(DAS) beamforming. Hence, this works aims to demonstrate
that DMAS beamforming could be applied to PWI to
improve image quality without affecting the high frame rate.

In this paper we present the first simulation results
obtained by combining DMAS beamforming with PWI, and
compare its performance to that of standard DAS by
reconstructing the system Point Spread Function (PSF)
images and beampatterns at different depths. The obtained
results show that F-DMAS makes it possible to achieve a
good contrast resolution, similarly to conventional B-mode
imaging, but using only a single plane-wave, i.e. with a
significantly higher frame rate.

II. MATERIALS AND METHODS

A. Plane-wave imaging

In a conventional focused linear scan, an active part of the
transducer array (i.e. an active aperture) is used each time to
transmit and receive a focused ultrasound wave. In this way a
single scan line is acquired and, by shifting the aperture, all
the image can be reconstructed line by line. Usually in
reception the position of the focus is varied over time along
the scan line, in order to implement dynamic focusing.

On the other hand, in PWI an unfocused plane wave is
transmitted by all the array elements, and the whole image is
acquired by means of a single transmit event. The
backscattered signals are then collected by the array
transducers and are synthetically focused a posteriori, in
order to reconstruct the intensity values of each image scan
line. Synthetic focusing is performed by considering the two-
way travel times from the receive aperture elements to the
focus; by varying the position of the focus along with
time/depth, dynamic receive focusing is implemented.

B. Delay Multiply And Sum beamforming

In the improved DMAS version proposed by the authors,
and called Filtered-DMAS (F-DMAS) [4], the re-aligned (i.e.
focused) RF signals s,(2) are combinatorially coupled,
multiplied and summed. Before multiplying the signal
couples, the “signed” square root is applied to each signal
sample in order to rescale their amplitude (so that the output
signal would not be squared), while keeping the sign
unaltered. The DMAS output signal y(2) is thus computed as:
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Actually, this operation is very similar to the calculation of
the aperture spatial autocorrelation function; hence, F-DMAS
allows to achieve improved performances being based on a
measure of backscattered signal spatial coherence.

Finally, a band-pass filter is applied to the beamformed
signal y(?), in order to attenuate the DC component, which
originates in the spectrum after the multiplication stage, and
to preserve only the second harmonics one.

By applying this procedure, each image line can be
reconstructed; the lines are then used to build up the final
image by performing envelope detection, normalization and
logarithmic compression.

C. Simulation setup

Simulations were carried out in Matlab (The MathWorks,
Natick, MA, USA) using the Field II simulator [6, 7]. The
simulated scenario consisted of 5 reflecting point-scatterers at
increasing depths (from 5 to 45 mm with a step of 10 mm)
along the axial direction x=0 mm. A 192-element linear array
operating at 5 MHz was modeled; the array pitch was 245 pum
(elements width = 215 pm, height = 5 mm, kerf = 30 um) and
the fixed elevation focus was set at z=23.5 mm. The
simulated excitation signal was a Gaussian-weighted, 2-cycle
sinusoid at 5 MHz. 129 scan lines over the xz plane were
considered. The sampling frequency was set to 100 MHz.

In the standard linear scan case, a 64-element active
aperture was considered both in transmission and reception.
The transmit focus was set at 23.5 mm and dynamic focusing
was implemented in reception.

For PWI, all the array elements were used to transmit and
receive the unfocused plane wave, and then synthetic receive
dynamic focusing was applied a posteriori to reconstruct each
image line, considering a 64-element receive aperture.

III. RESULTS AND DISCUSSION

Fig. 1 shows the simulated PSFs at increasing depths,
obtained when employing a classical linear scan or PWI with
DAS and F-DMAS beamforming. In Fig. 2, the beampatterns
(i.e. the lateral profiles of the maxima of the PSFs) at a depth
of 5 mm, 25 mm and 45 mm are represented.

As expected, the use of an unfocused plane wave causes
the beam side-lobe level to increase, as shown by Fig. la-b
and by the gray dotted- and solid-line beampatterns in Fig. 2.

By applying F-DMAS to PWI instead, the contrast
resolution significantly improves, and the beam profiles
become similar or even better than those obtained with DAS
in the conventional linear-scan case (cf. Fig. la-c). As a
result, the PSF image obtained with PWI and F-DMAS (Fig.
1¢) shows overall an even higher quality than that obtained in
the classical focused line-by-line acquisition with DAS (Fig.
la). Moreover, we should also point out that an edge-wave
related artefact can be noticed in the proximity of each PSF
in PWI images (Fig. 1b-c), which is however significantly
less pronounced in the F-DMAS image.

The worsening of image quality in PWI is usually
addressed by coherently compounding several tilted plane-
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wave frames, acquired by varying the transmit steering angle,
at the expense of the frame rate (furthermore, this would also
reduce the edge-wave related artifact which typically appears
in single plane-wave images). The obtained results thus
suggest that F-DMAS has the potential to improve the quality
of plane-wave images without affecting the frame rate, or
anyway limiting its reduction. This means that, in order to
obtain the same performance of DAS with coherent
compounding on N frames, F-DMAS is expected to require
only M < N frames.

Another aspect to be considered is that the use of an
unfocused plane-wave reduces the spatial coherence of
backscattered signals, which could partially influence the
performance of F-DMAS beamformed images in a more
realistic case. All these topics will thus be the object of in-
depth future investigations.

IV. CONCLUSION

In this paper some preliminary results achieved by applying
the F-DMAS beamforming algorithm to ultrasound PWI are
presented. The PSF images clearly show that with F-DMAS
the performance of PWI can be significantly improved
compared to standard DAS beamforming, as F-DMAS allows
to compensate for the reduction of resolution and contrast
caused by the lack of focusing in transmission. Future
developments of this work will involve the evaluation of F-
DMAS in PWI with coherent compounding, both in a more
complex simulated scenario and in experimental/in vivo
trials.
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Fig. 1. Images of the PSF at 5-15-25-35-45 mm depth: a) standard B-mode linear scan with DAS beamforming; b) plane-wave image with DAS beamforming;
¢) plane-wave image with F-DMAS beamforming. Images are displayed over a 60 dB dynamic range (log scale).
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Fig. 2. Beampatterns at a) 5 mm, b) 25 mm and c¢) 45 mm depths. The dotted gray lines represent the beam profiles obtained with DAS beamforming in the
case of a standard B-mode linear scan. The solid lines instead refer to PWI with DAS (gray line) or F-DMAS (black line) beamforming.
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Abstract—In this work we focused on the characterization of
Radiomic features on Soft Tissues Sarcomas (STSs). These
tumours have an intrinsic heterogeneity, which make their
staging very difficult.

Fourteen patients, with a known histological staging, were
retrospectively analysed in order to characterize the first-order
statistic features on the apparent diffusion coefficient (ADC)
map obtained by diffusion weighted imaging acquisitions.

Globally, 34 features were calculated on ADC maps of 14
patients, seven patients of intermediate grade and seven patients
of high grade. In order to select the most robust features, a
Wilcoxon rank-sum test was performed on the null hypothesis of
no differences in the two groups, of intermediate and high
grade.

The results highlighted that 22 features had significant
differences in the groups, making the radiomics of these rare
tumours a possible methodology for the quantification and
grading of STSs.

Keywords— Diffusion images, MRI, radiomics, sarcoma.

I. INTRODUCTION

The emergence of Radiomics in oncological clinical field is
growing more and more in the latest years. Radiomics
extracts a large number of image characteristics, or features,
in a non invasive way [1]. The assumption is that image
features quantify crucial information regarding the entire
tumour phenotype and thus they can highlight intraumour
heterogeneity [1].

Many studies reported that this heterogeneity could have
profound implications in tumour staging and prognostic
evaluation [2].

Soft tissue sarcomas (STSs) are rare and heterogeneous
group of tumours that pose significant diagnostic and
therapeutic challenges for clinical care and medical research
[3]. Morphological studies and immunohistochemistry
methods have demonstrated that most part of sarcomas
originate from pluripotent mesenchymal cells, which are
subjected to differentiation during the neoplastic
transformation. Thus, the most recent classification is based
on the differentiation line of the tumour [4]. Sarcomas are
assigned a grade, low, intermediate, or high, based on the
presence and frequency of certain cellular and subcellular
characteristics  associated with malignant biological
behaviour. All STSs are surgically treated but histotype and
grade might suggest a pre or post surgery combination of
chemotherapy and radiation therapy [5].

Many works have underlined the potential use of diffusion
weighted magnetic resonance imaging (DWI) techniques in
the staging of STS, in particular, by means of the apparent
diffusion coefficient (ADC) [6][7].

The aim of this work was to assess the capability of
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Radiomic features to characterize and/or differentiate STSs
of different grades.

II. MATERIAL AND METHODS

A. Study population ad Image acquisition

In this work we retrospectively analysed a subset of STSs
patients from the Fondazione IRCCS- Istituto Nazionale dei
Tumori of Milano (INT). These patients underwent to a DWI
acquisition, performed on a 1.5 T Philips Achieva (Philips
Medical system Achieva, Nederlands) available at the INT.
The study was approved by the local ethics committee and all
patients gave their written informed consent before being
included.

We analysed 14 patients with a proven diagnosis of STS
histological intermediate and high grade, 7 patients per
group.

The DWI sequence was acquired axially by means of echo
planar imaging (EPI) with TR 5400 ms, TE 78 ms with
resolution 0.9, 0.9, 5 mm, without gap and the DWI b-values
was set to: 50, 400, 800 and 1000 s/mm?>.

B. ADC maps creation

For each acquisition, we calculated the apparent diffusion
coefficient (ADC) as the slope of the linear regression of the
logarithm of the DWI exponential signal decay on the four b-
values [8]. In such way, we obtained 14 ADC maps that
constitute the basis for the computation of the Radiomic
features. The ADC routine was developed in ITK 4.8 [9].

C. Features extraction

For each ADC map, we calculated, the so called first order
statistic features [10] (FOS) on a region of interest (ROI)
covering the full extent of the lesion.

In order to capture the entire heterogeneity of the tumour, an
expert radiologist drew the ROIs on the DWI at the lower b-
value, 50 s/mm?>.

In particular, we calculated 34 features: 12 computed on the
gray level intensity of the ADC map and 22 on the histogram
of the map.

The first 12 features were: energy, kurtosis, mean absolute
deviation, maximum, mean, median, minimum, range, root
mean square, skewness, standard deviation and variance [10]
while the remaining 22, were: Shannon entropy, kurtosis,
mean absolute deviation, maximum, mean, median,
minimum, range, root mean squared, skewness, standard
deviation, uniformity, variance, total frequency and 10
quantile of the histogram.

All the features were implemented in ITK 4.8 [9] and ROI
were drawn by means of 3D Slicer.



BIOIMMAGINI

D. Features reduction

Many studies use the Radiomic features to create a
classification routine. However, the reliability of the
classifier model might be compromised when the number of
features is higher than the training dataset [11], thus, a
reduction of the number of features is necessary. In the
literature, this phenomenon is referred to as the curse of
dimensionality [12].

In order to select the most robust features, a Wilcoxon rank-
sum test was conducted on the 34 feature in the two groups,
intermediate and high grade.

The test null hypothesis was no difference between the
distribution of each feature in the two groups and we fixed
the acceptance threshold at a p-value of 5%.

III. RESULTS

Figure 1 reports two ADC maps of an intermediate (top
panel) and high (bottom panel) grade STS. From the image, it
is clear that intermediate grade lesion has a higher and less
disperse ADC values in comparison to high grade.

By our analyses, we found that 22 features were statistically
different in the two groups. Table 1 reports the mean values
of each features in the two groups and the relative p-values.
Considering the features computed on the histogram of the
map, 16/22 were significantly different in the two groups,
while only 6/11 of the features are computed on the gray
level intensity of the ADC map.

By a further analysis of Table 1, it is worth noting that the
most significant features are in the histogram features group.
These two results are probably due to the fact that the
heterogeneity of the STSs is better highlighted by the
histogram features group.

Figure 2 shows an example of histogram of the ADC map for
two patients, belonging to the intermediate and high grade
groups. It can be noted that the histogram of the high grade is
more spread out.

IV. CONCLUSION

In this work we characterised a sub set of Radiomics
features, on ADC maps of rare and heterogeneous STSs.

Many of the first order statistic features were significantly
different between patients with intermediate and high grade
STSs. In particular, we found that probably because of the
intrinsic heterogeneity of the ADC of these lesions, the
features calculated on the histogram of ADC maps seem to
better discriminate between these two histological grades.
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TABLEI
FEATURES VALUES IN THE INTERMEDIATE AND HIGH GRADE STSS
Features Intermediate G High G P-value
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Figura 1 In figure is reported an example of an intermediate (top) and a high (bottom) grade STSs ADC map.
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The added value of structured report in medical imaging.

How to define standards for radiological and
ultrasonographic investigations and the opinion of the
Health Technology Assessment.
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Abstract— Structured reporting (SR) represents a relatively
recent form of radiological report which aims to standardize
both the format and the vocabulary used. The SR can improve
communication between radiologists and patients and between
radiologists and clinicians. The objective is creating first
standards for building a structured report containing headings
easy to interpret by the patients’ referring physician and by the
patients themselves.

Keywords— Radiological structured report, HTA, health
documentation, sonologist, bioimaging sciences.

L INTRODUCTION

Radiological investigations in healthcare are performed to
obtain a diagnosis based on symptoms reported by the
patients or their family or to confirm pathologies detected in
screening programmes. After having studied and interpreted
the images the radiologist writes his opinion in a document
called medical report, which is delivered to the patient and
physician for the purpose of seeking the best treatment as
soon as possible.

IL. THE PROBLEM OF THE CLARITY OF
DIAGNOSIS
The report written by the radiologist is then handed off to
other people that must understand it exactly and without
doubts. It is essential to help decide drug therapy, invasive
procedures, operability of patient and what type of surgical
technique should be used for the best patient’s outcome,
either laparoscopic, robotic, or with an open approach. The
greater the clarity of written text, the better the understanding
by the patient, physician and surgeon. In many instances the
radiology service delivers a CD with the images along with
the paper's report that describes the diagnosis. However,
understanding of the images contained within the CD
requires a medical expertise and availability of technologies
for their visualization. In a hospital, if the workflow allows,
the radiologist tries to illustrate the imaging findings of
inpatients to clinicians with a different expertise, such as
surgeons, specialists in diseases, oncologists,
radiation oncologist, etc. Possible therapeutic workflows are
discussed with the aim to improve patients’ survival with the
best quality of life. This process cannot be used for

internal

outpatients. As a matter of fact, delivery of a CD cannot
replace the discussion with an imaging expert, and the clarity
of the medical report becomes the key instrument for image
interpretation. Regardless of specialization, no guidelines are
Europe for reporting  of
ultrasonographic and radiological investigations[1],[2],[5].

available in structured

II. LOGICAL ANALYSIS, LANGUAGE AND
WRITING

The first western theoreticians dealing with the identity of
being and with use of language was Heraclitus of Ephesus
(550-480 BC) who gave the name logos, a threefold law-
harmony, Word-speech, thought-right reality. Heraclitus was
probably the first to connect the form to content. Aristotle
(384-322 BC Greece) introduced the logical analysis to draw
formally correct conclusions, descending from the universal
to the particular, and broke down into its simplest elements a
reasoning, in our case to represent themselves in writing. In
his book “Prior Analytics” (Logica) Aristotle exposes the
leading laws: the principle of identity, for which A = A, and
that of non-contradiction, whereby A # not A, are not
demonstrable but immediate to grasp [4].

A. The principle of Non-contradiction

The principle of non-contradiction asserts the falsity of every
proposition implying that a certain proposition A and its
negation, not A, are both true, at the same time and so. « It is
impossible that the same attribute, at the same time, belongs
and not belongs to the same item and under the same
respect.» Aristotele, Metafisica. In a logical system a
statement and its negation cannot stay together. Since all
claims are true (including their negations) they would not be
able to communicate a usable information. In mathematical
logic a finite number of prerequisites brings to a final
statement acting as conclusion [4].

B. The subjects of reasoning: the concepts

The concepts are essential for reasoning. Every concept is an
institution of reality which can be represented through a
definition. The concepts have two characteristics: 1.
extension = capacity of a concept to refer to a number of
things more or less wide; 2. understanding = number of
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features specific to the definition of the concept. Usually the
higher the extent the lower the ability of understanding [4].

Iv. EXAMPLES OF CLASSIFICATION OF
DIAGNOSIS IN INTERNATIONAL HEALTH

Since years, one of the purpose of health care is finding
shared policies for naming the diagnosis of disease,
conditions, health outcomes and suitable interventions to
share knowledge, to carry on clinical trials, technological
assessment, research and development.

A . The ICD-9-CM classification

All diseases and injuries related to patients discharged from
hospitals are classified with the International Classification of
Diseases, Tenth Revision, Clinical Modification (ICD-10-
CM) based on definite criteria and on description in medical
terms to detect the causes of morbidity and mortality.

B. International classifications DSM (diagnostic and
statistical manual of mental disorders)

For psychiatric conditions DSM-5 exists, Diagnostic and
Statistical Manual of Mental Disorders (DSM), approved by
the Board of Trustees of the APA on December 1, 2012.
Instead the ICF, upgradeable, it provides a unified and
standard language for rehabilitation (WHO 2001), updating
the international classification of impairments, disabilities
and handicaps (ICIDH).

C.The DRG classification

For reimbursements to hospitals for acute diseases and for
comparison among Hospitals the DRG classification system
has been created of all patients discharged from hospitals
(1982 USA Fetter-Yale University), also introduced in Italy.
A DRG-grouper software assigns the DRG and MDC (Major
Diagnostic Category) based on: main diagnosis at the time of
hospital discharge, surgery, age, other diseases, if alive, died,
discharged against doctor advice, transferred to another
Department, sex and birth, weight. This system aggregates
the 16,000 ICD9-CM system disease diagnoses in about 600
homogeneous groups.

D.The TNM classification for staging of cancers

The TNM system classifies malignant tumors on anatomical
basis for defining their extension and allows staging of them.
It is used internationally for subsequent diagnostic and
therapeutic choices. The T Category describes the primary
tumour and its extension; category N describes locoregional
lymph nodes affected by cancer; category M describes the
presence of distant metastases in target organs [4],[7].

V. SCORING SYSTEM DIAGNOSTIC RADIOLOGY

We present two examples of scoring system in Bioimaging.

A. PI-RADS Scoring System

The radiological scale PI-RADS [ESUR] is increasingly used
for classification of prostate cancer based on MRI features.
This system consists in assigning a score on a scale of 5
points where Score 1 indicates no disease and Score 5 a
strong suspicion of cancer. Clinically significant disease is

highly unlikely to be present for Score 1, and highly likely to
be present for Score 5 [5].

B. BI-RADS Scoring System

In breast imaging based on mammography and ultrasound
features the BI-RADS Scoring System is used to assign a
diagnostic code associated with an increasing risk of cancer
and with other clinical recommendations useful to the
Surgeon [2].

VL THE RADIOLOGICAL REPORT AND THE
AUTONOMY OF THE RADIOLOGIST

The referring doctor has the problem to put an adequate
diagnostic question. The radiologist and sonologist cannot
perform a superficial imaging investigation and is therefore
required to examine all images carefully.

VIL FIRST PROPOSE OF STRUCTURED
REPORTING WITH DRAWING FOR MRI

After benchmarking with other University Health and
literature searches we propose a first list of categories for
Structured Reporting with Pictures in subsequent tables 1 and
2 [4],[6]. The Categories, represented in heading form, offer
a remarkable and immediately grasped understanding to the
reader, especially if they are not ambiguous or contradict
each other. The drawing clarifies visually the localization of
the lesions encountered and removes any doubt arising from
the different terminology used by the reporting radiologists.

VIIIL CONCLUSION

Structured Reporting can help radiologists to describe and
summarize effectively information from Bioimages, and to
promote a greater quality and consistency of reporting.
Diagnostic features of pathologies observed are better
described without ambiguity increasing the value of the
report for the medical procedure. The effectiveness of the
formulation of a clear diagnosis can prevent the need for
repetition of imaging investigations and can improve the
appropriateness in using technology with a reduction of
expenses in public health.
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TABLE 1 - ADMINISTRATIVE DATA AND PERSONAL DETAILS OF THE PATIENT IN STRUCTURED REPORT

Numering The Report Categories Description
1 Place and dispenser Name of the city and the hospital or clinic where you made the exam
2 Finding responsible for delivery of the phone and e-mail address of the Secretariat of the Service
report and for communications with the
patient
3 Numbering of report number of unique exam report, with bar code and number
4 Pazient master data with telephone and email of the patient and a family member
and accompanying persons
5 The patient's clinical data presence of anatomical-patologic report, blood tests and other exams

TABLE 2 - CLINICAL CATEGORIES OF STRUCTURED REPORT FOR STAGING PROSTATE CANCER IN RMI

Numering The Report Categories Description

1 Clinical question clinical indication of the examination ex cancer staging

2 Equipment and Technique for examination locating equipment and technique of examination

3 Dimension brief description of the form with accurate measurements in mm and cm of the
three principal axes: longitudinal, transverse and antero-posterior

4 Morfology description of the structure (homogeneous, inhomogeneous, with
identification of potential injuries measured in cm) and its relation with
adjacent organs, by infiltration or compression

5 Lesions and Margins description of form and size in mm/cm of any detected lesions, their home and
their nature using scales of reference (ex: PI-RADS, BI-RADS) with scale
legend after signing the scoresheet.

6 Prostate capsule profile involvement by the newly-formed, traveling and for how many mm
thick

7 Seminal vesicles if infiltrated by tumor or tablets

8 Urinary tract (bladder and excretory if infiltrated, tablets or mild tumour impression

pathways)

9 Pelvic lymph nodes the presence or absence of pathological lymph drainage valve and iliac
stations

10 Pelvic skeletal structure structural changes in the examined

11 Conclusion clear summary of the findings

12 Score System Reporting scale used with legend (es Pi-RADS, BI-RADS)

13 CD e Picture Description of the area affected with anatomical localization of lesions and
their relationship with the organs and glands are contiguous

14 Number of pages Component pages in the report

15 Technical executor Name and qualification of the technical executor

16 Radiologist Name of radiologist

17 Physician's signature Manual or digital signature of the radiologist
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Feasibility of constrained spherical deconvolution and
probabilistic tractography in the pediatric clinical setting
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Abstract— Constrained spherical deconvolution (CSD) and
probabilistic tractography allow the reconstruction of white
matter tracts in the brain with higher precision compared to
deterministic tractography algorithms. The optimal acquisition
parameters required for CSD are not always suitable for
children and neonates in the clinical setting. The aim of this
work was to test the feasibility of probabilistic tractography
with CSD on MR data with acquisition parameters commonly
used for pediatric clinical MR studies.

Keywords— constrained spherical
tractography, children, white matter fibers

deconvolution,

1. INTRODUCTION

DIFFUSION-WEIGHTED MR imaging (dMRI) has become the
imaging method of choice to investigate the white matter
(WM) microstructure in vivo. In particular, by combining the
directional information and magnitude of anisotropic
diffusion of the individual voxels, the trajectories of the WM
bundles may be reconstructed and quantitative analysis of
WM organization can be performed.

Based on the fiber orientations obtained from diffusion
tensor imaging (DTI), the trajectories of a fiber pathway can
be tracked using deterministic fiber tracking methods,
including the FACT (Fiber Assignment by Continuous
Tracking) method [1]. However, while these approaches are
ideal for describing a single fiber population within a given
voxel, they are limited in delineating the full dispersion of
fiber pathways, parts of which pass through complex WM
regions such as the centrum semiovale, where major WM
tracts including the corticospinal tract, the superior
longitudinal fasciculus, and the corpus callosum are known to
intersect.

Constrained  spherical  deconvolution (CSD) and
probabilistic tractography estimate, for each image voxel, the
configuration of the fibers, called fiber orientation
distribution (FOD), and reconstruct WM pathways by
sampling this distribution at each step and following the
obtained direction [2]. Making no assumptions on the fibers'
configuration in each voxel, CSD allows the reconstruction
of crossing tracts with higher precision.

The optimal acquisition scheme of the dMRI sequence for
CSD was described by Tournier et al, and requires a strong
magnetic field (3 Tesla), a high number of directions (at least
60), and high b-values (3000 ms) [2, 3]. This protocol
requires a long acquisition time and is often not feasible in a
clinical setting, especially in the pediatric age group.

The aim of this work was to test the feasibility of
probabilistic tractography and CSD in a group of normal
neonates and children studied with a clinical dMRI protocol

on a 1.5 Tesla scanner.

II. METHODOLOGY

A. Subjects

Processing and analysis were conducted retrospectively on
data previously acquired at the Istituto Giannina Gaslini in
Genoa. We selected the dMRI studies of 10 neonates studied
at term, and 3 children aged 5 to 9 years at the time of scan.
All subjects underwent brain MR imaging for transient
febrile convulsions or headaches. All were diagnosed as
neurologically and developmentally normal by pediatric
neurologists and had normal MR imaging findings. Parents
signed an informed consent prior to image acquisition.

B. Image acquisition and pre-processing

Diffusion-weighted MR images were acquired witha 1.5 T
MR unit (Philips Intera Achieva version 2.6; Best, the
Netherlands), using a Reg DTI-high isoSENSE acquisition
sequence commonly used in clinical practice. Acquisition
parameters were as follows: 40 axial slices; slice thickness, 2
mm; acquisition matrix, 96 x 96 (in-plane resolution, 1.67 x
1.67 mm); TR/TE, 5156.53/78.414 ms. The signal was
acquired along 34 non-collinear directions in the space, using
a b-value of 800 s/mm’. One measurement without diffusion
weighting was also performed (b = 0 s/mm?).

All brain MRI studies included a T1 or T2 anatomical
sequence, with different acquisition parameters based on
patient age; these sequences were used to assess the presence
of brain lesions or malformations.

As a preprocessing step, all diffusion-weighted images
were corrected for eddy currents using FSL tools [4].

C. Tractography

Fiber tracking was performed using the Mrtrix3 package (J-
D Tournier, Brain Research Institute, Melbourne, Australia,
https://github.com/MRtrix3/mrtrix3) [5] to reconstruct the
WM tracts of interest. Each tract was delineated using a
single-ROI or multi-ROI approach, depending on the tract of
interest: during tractography, streamlines were seeded only
from the given ROIs, with seeding points distributed
uniformly inside the ROIs.

The spherical deconvolution method was used to estimate
the FOD in each image voxel, while the streamlines were
computed using the iFOD2 algorithm [6], which implements
probabilistic tracking on the computed FODs. For each tract,
10,000 streamlines were generated, while the maximum
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number of trials was set to 1 million. The parameters were set
to the values which empirically proved to be the most
appropriate for the data: in particular, the maximum
streamline length was set to 200 mm, the maximum angle
between tractography steps was 50°, and the minimum FA
value (under which streamlines were terminated) was set to
0.3.

The same ROIs were used to perform tractography with a
deterministic algorithm (FACT) using the Tensor Det
algorithm, which implements the traditional DTI
methodology on the Mrtrix3 package. Parameters were left at
the default values, which gave the best results for the data
(maximum angle between steps, 9°; FA cutoff, 0.1;
maximum length, 177 mm); for each tract, 10,000
streamlines were generated, with a maximum trial number of
1 million.

D.ROI placement and tract qualitative analysis

Three main white matter tracts were selected for this work:
the cerebellar-thalamic tracts (CTT), corticopontocerebellar
tract (CPCT), and corticospinal tracts (CST), reconstructed
separately for the two hemispheres. The CPCT and the CST
were reconstructed using a single seeding ROI, while two
ROIs were defined for the CTT. ROIs were placed according
to Catani [7]. Additional post-processing of the reconstructed
tracts was not performed.

Visual assessment of the tracts was performed
independently by two expert pediatric neuroradiologists (D.T.
and M.S.) using a five point scale on which 1 point indicated
unacceptable quality, 2 points indicated poor quality, 3 points
indicated fair quality, 4 points indicated good quality, and 5
points indicated excellent quality [8]. The mean scores and
standard deviations were reported for each tract and
reconstructing techniques. The inter-observer agreement was
evaluated with Cohen Kappa test.

III. RESULTS

Visual assessment results and inter-reader agreement
evaluation are reported in Table 1.

TABLEI
MEAN VISUAL ASSESSMENT SCORES
Reader 1 Reader 2 K
(mean+SD) (mean+SD) P
CIT FACT 231+048 2.23+0.44 .806 .003
CSD 3.54+0.52 3.62+0.50 .843 .002
FACT 231+048 2.15+0.38 581 .021
cpet CSD 3.69+048 3.69+0.48 .639 .021
ST FACT 238+0.50 2.46=+0.52 .843 .002
CSD 3.62+0.50 3.54+0.52 .843 .002

Visual assessment results and inter-reader agreement evaluation for the
reconstructed tracts.

Figures show the results obtained with the two
reconstructing techniques in a fully myelinated child (Fig. 1)
and in an unmyelinated neonate (Fig. 2).

IV. CONCLUSION

This work demonstrates the feasibility of spherical
deconvolution and probabilistic tractography in neonates and
children studied on a 1.5 Tesla scanner with a clinical DTI
protocol. Indeed, this study shows a 100% success rate for
CSD fiber tractography reconstruction of afferent (CPCT)
and efferent (CTT) cerebellar tracts and the CST. Moreover,
CSD allowed reconstruction of WM tracts with better image
quality compared to a deterministic approach, even in
neonates with unmyelinated brains. To our knowledge, no
previous study tested the feasibility of this technique in
normal neonates and children. Fiori et al. recently reported
preliminary data on 15 children with cerebellar
atrophy/hypoplasia using a similar approach, showing the
potential utility of quantitative analysis of scalars of the
cerebellar WM tracts obtained with CSD [9]. Our data further
confirm this initial experience, and lend support to the
hypothesis that this technique may be viable in the clinical
setting. Moreover, the present data expand the potential
applications of CSD to larger patient populations, regarding
both age and clinical conditions.

The main limitation of this study is the small sample size
limiting the robustness of the statistical comparison.
However, these convincing results encourage to perform
further studies on a larger group of normal neonates and
children, and to apply this technique to different pediatric
brain diseases and malformations.
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Figure 1. Comparison between deterministic (FACT) and probabilistic CSD tractography in a 9-year old child. The first column shows the reconstructed
bundles for cerebellar-thalamic tracts (top row), corticopontocerebellar tracts (middle row) and corticospinal tract (bottom row) obtained with a traditional DTI
deterministic tracking method (FACT), while the second column depicts the same reconstructed bundles obtained with probabilistic CSD tractography.
Bundles are overlaid on coronal and sagittal T1-weighted images. Figures are representative of the global shape of the reconstructed bundles, irrespective of
the cropping of the anatomic section.

Figure 2. Comparison between deterministic (FACT) and probabilistic CSD tractography in a 3-day old neonate. The first column shows the reconstructed
bundles for cerebellar-thalamic tracts (top row), corticopontocerebellar tracts (middle row) and corticospinal tract (bottom row) obtained with a traditional DTI
deterministic tracking method (FACT), while the second column depicts the same reconstructed bundles obtained with probabilistic CSD tractography.
Bundles are overlaid on coronal and sagittal T1-weighted images. Figures are representative of the global shape of the reconstructed bundles, irrespective of
the cropping of the anatomic section.
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GeenaR: a flexible approach to pre-process, analyse
and compare MALDI-ToF mass spectra
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Abstract—Mass spectrometry is a set of technologies with
many applications in characterizing biological samples. Due to
the huge quantity of data, often biased and contaminated by
different source of errors, and the amount of results that is
possible to extract, an easy-to-learn and complete workflow is
essential. GeenaR is a robust web tool for pre-processing,
analysing, visualizing and comparing a set of MALDI-ToF mass
spectra. It combines PHP, Perl and R languages and allows
different levels of control over the parameters, in order to adapt
the work to the needs and expertise of the users.

Keywords—Mass Proteomics, Statistical

Analysis, Web tool

Spectrometry,

1. INTRODUCTION

ASS spectrometry is, nowadays, one of the most

important sources of biological data in proteomics
[1][2][3]. This information is relevant for several
applications, e.g., the identification of cancer biomarkers [4],
the detection of food frauds [5], or the identification of
doping substances in the fluids of athletes [6]. Matrix
Assisted Laser Desorption Ionization - Time of Flight
(MALDI-ToF) is one of the most used combined technology
in mass spectrometry, because of the big volume of data
which can be obtained in a short time, the high resolution and
good accuracy and sensitivity [7].

Raw mass spectra are usually blurred with different kinds
of disturbs (background noise, chemical noise, unnatural
noise): thus, various pre-processing steps are compulsory in
order to get clean mass spectra, in which the detection of the
most important peaks is easier and more accurate [8]. Geena
2 [9] is a web tool, simple and intuitive to use for scientists
from different research areas, with three levels of feature sets
of increasing complexity, which are under the control of the
user. Starting from its architecture, it is possible to integrate
further tools in order to improve the analysis workflow with,
e.g., the recognition of new data format, the implementation
of new algorithms for the cleaning of the data, the graphical
visualization and reporting of results, and the adoption of
advanced statistics for the comparison of mass spectra.

The aim of this work is the extension of Geena 2 features,
thus developing the GeenaR tool, with the aim of providing a
wider range of statistical and visualization methods to the
users, without making the use of the tool more difficult for
researchers with little or no programming skills. To this aim,
we will take advantage of the availability of several packages
for mass spectrometry statistical analysis, written in R
language [10], that are going to be integrated in the system.

II. MATERIALS AND METHODS

A. Data type

A mass spectrum is an indented profile, with a trend and
some typical peaks that characterize the source. The simplest
format to describe a MALDI-ToF mass spectrum is a two-
dimensional array, in which the first column represents the
m/z values (mass over charge) and the second column
represents the corresponding abundances, that is the
abundance of the molecule having the given m/z value in the
sample source. Spectrometers have, often, an embedded
software for the representation of spectra as matrixes in
various formats (txt, TSV, CSV). Other robust formats,
recognized as standard in mass spectrometry, such as mzML
(11), have been developed by the Human Proteome
Organization Proteomics Standards Initiative (HUPO-PSI).

B. Workflow

The complete pipeline of GeenaR is shown in Fig.1. The
main sections are three (preliminary, summary, analysis).
Some features are already available in Geena 2, others under
development thanks to the integration of the R environment.
The details are described below.

MS Data Import. Mass spectra must be converted in a
readable format, as already described in the previous
paragraph. After the import step, the output format is in the
text matrix format, thus mass spectrometry data are simple to
read, both by users and by software, portable and re-usable.

MS Data Pre-Processing. After a check about the presence
of a congruent number of data and about the monotonicity of
the m/z values, different transformations over each mass
spectrum are necessary. Briefly: isotopic peaks identification
and joining, trimming, variance stabilization, smoothing,
baseline correction, normalization [9][12].

Peak Detection. It is a crucial reduction step, because
selected peaks represent the entire mass spectrum for the
following evaluations. It is necessary to reconcile replicate
spectra obtained from the same sample into a unique,
representative spectrum. This can be done by aligning spectra
over the m/z values and computing the average abundance
for aligned peaks. For the selection of a reduced number of
peaks, a threshold can be defined, either by interpolating
some m/z values or by testing different SNRs (selected with
an estimation algorithm).

Exploratory Data Analysis. Tidy mass spectra are shown in
tabular and graphical forms, along with some basic
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descriptive information, e.g., number of mass spectra for
sample, number of peaks for mass spectrum, and so on.
Particular attention is focused on the reporting step, in order
to provide a log file containing the selected parameters and
guarantee the reproducibility of the results.

Advanced Statistics. A feature matrix is a stricter
representation of a mass spectrum extracted from the peaks
list. Two mass spectra can then be compared by means of the
corresponding feature matrices, in order to verify if they
come from the same sample, using a spectrum similarity
measure [13]. Furthermore, all feature matrices from several
samples can be used to build a distance matrix and create a
dendrogram for the selected mass spectra [14]. Finally, a
variable selection method [15] can be applied to rank the
peaks by importance, and a statistical validation can be
carried out.

C. Algorithms overview

An original set of heuristic algorithms is already available
in Geena 2. In short: the identification of isotopic peaks is
performed by taking into account molecular weight of signals
and the related trend of abundances; the normalization may
be performed on the basis of a purposely included molecule;
the peak selection may be performed by means of a threshold
line, built by linearly interpolating values provided for given
m/z values; the alignment is performed by selecting the
nearest peaks, within a limited m/z difference, in the different
mass spectra.

By means of some R packages [16], we aim at adding new
statistical methods which are highly relevant for mass spectra
analysis, like e.g., square root transformation for the variance
stabilization, Savitsky-Golay filter for the smoothing,
Statistics-sensitive Non-linear Iterative Peak-clipping (SNIP)
algorithm for the baseline correction, Total lon Current (TIC)
method for the normalization, Local Weighted Scatterplot
Smoothing (LOWESS) technique for the alignment, Median
Absolute Deviation (MAD) method for the peak detection,
cosine correlation as similarity measure, Linear Discriminant
Analysis (LDA) method for the variable selection.

D. Development environment

GeenaR is written in PHP, Perl (from Geena 2) and R
languages. In detail, we are incorporating the R packages
MALDIquant and MALDIquantForeign [12] for mass spectra
pre-processing and analysis, OrgMassSpecR [17] for mass
spectra comparison, dendextend [18] and pvclust [19] for
clustering, and sda [20] and crossval [21] for variable
selection.

III. DISCUSSION

Mass spectrum is an instant view of the proteome of a
biological sample. The most important peaks of the spectrum
may represent the complete mass spectrum, in order to
perform advanced statistical analysis and characterize the
sample. The analysis process must be simple, fast, complete
and validated in order to support users having limited
programming skills. Our flexible approach in GeenaR is
simple, since all parameters are under the control of the users
through a simple interface. The combination of PHP, Perl and

R guarantees flexibility and high performance both in the
analysis and in the output of results. The proposed pipeline is
complete since it starts from the spectra generated by
spectrometers, pre-process raw data, extract relevant
information and execute advanced statistical analyses. The
adoption of an extended statistical control supports in-silico
validation of data, reproducibility of analyses and accuracy of
results.
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Figure 1: GeenaR analysis workflow. The pipeline is divided in three main section: preliminary, summary and analysis. Each
section incorporates different tools highlighted with three distinct font colours: green denotes the tools already available in
Geena 2; yellow denotes the tools available in Geena 2 and that will be extended in GeenaR by means of novel algorithms; red
denotes the novel tools, currently under development and/or implementation, that will be included in GeenaR. The feedback
arrow on the left represents a mass spectrometry data re-processing, useful in order to refine results after possible unexpected
evidences.
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Multiple variant callers and amplicon target
resequencing in clinical bioinformatics
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Abstract—BRCAI1/2 genetic testing in probands and family
members with Hereditary Breast and Ovarian Cancer (HBOC)
entered the clinical practice, in particular with introduction of
Next Generation Sequencing (NGS). Guidelines for treatment
and prevention management are based on presence or absence
of pathogenic or probable pathogenic mutations. With the
introduction of simpler preparation protocols, the focus
critically shifts on analysis pipeline and interpretation. We
implemented an amplicon target resequencing oriented pipeline
for massive parallel sequencing of BRCA1/2 genes.

Keywords—Breast cancer, ovarian cancer, next generation
sequencing, variant caller, amplicon resequencing.

I. INTRODUCTION

In the past, BRCAI and BRCA?2 testing was performed on
Sanger-based sequencing of the coding and flanking regions
of the genes and was integrated by MLPA, exploring large
gene rearrangements. In the last years, genetic testing moved
from Sanger-based to next generation sequencing (NGS)-
based technologies that have the major advantage of abating
the time for testing. Sanger-based sequencing is now
performed to confirm mutations identified by NGS and is
used for cascade family screening once the mutation is
identified in the probands. The assignment of a pathologic
significance to missense mutations is based on consolidated
evidences in existing public databases and segregation
studies in families. Many missense variants are still classified
as genetic variants of unknown significance (VUS). In silico
analyses can support the interpretation of the significance of
VUS but do not, by themselves, guarantee for a fully correct
interpretation [1] Given the essential and unique role of
pathologic mutations in BRCA genes for both preventive
surgery and, more recently, for administering Olaparib in
ovarian cancer in presence of BRCA mutation [2], the correct
interpretation of variants is mandatory for providing patients
with the most advance prevention and treatment options for
HBOC syndrome. A wrong interpretation may negatively
impact medical care: missing a pathologic missense mutation
limits appropriate prevention and treatment strategies in both
probands and carrier relatives; vice versa, wrong assignment
of pathologic significance to a non pathologic VUS may
induce wrong medical and surgical decisions.

In this context, the NGS analysis pipeline step of variant
calling became crucial to delineate the genetic profile of the
single patient. The study is focused on the problem of errors
during variant calling, as both miscalling and not calling
cases [3]. The aim of the study was to find the best case-
specific pipeline for BRCA1/2 sequencing in terms of best
balance between sensibility (not calling true positive) and
sensitivity (report false positive as true).

We first chose two popular variant callers, Genome Analysis
Tool Kit and Varscan2, and compared them with Miseq
Reporter Illumina standard pipeline individually. The choice
was driven by the idea to compare probabilistic, Bayesian
statistics with a heuristic/statistic approach to call variants.

II. Materials and Methods

A. Data set

From Dec 2015 to March 2016, we analysed 56 samples
from patients with breast/ovarian cancer positive history and
suggestive family history.

Four samples were selected as reference set after complete
sequencing using Sanger technique, and finding of six
different variants (SNV in 2, Stop variant in 1, frameshift
variant in 1).

Fifty-two samples were sequenced with NGS, analysed and
variants identified were validated using Sanger technique.

B. Sequencing

TruSeq Custom Amplicon with specific design for BRCAL1
and BRCA2 (AFP2) was used, according to Illumina
preparation protocols. Mean coverage per amplicon was
600x, with mean quality score 40. All data was automatically
analyzed by Miseq Reporter standard pipeline during run
session, using AFP2 v2.0 manifest file.

C. Pipeline

Fastq files were extracted from Miseq machine. BWA-
MEM aligner tool was used with reference sequence hg19.
Three variant calling methods was used: (1) Genome
Analysis Tool Kit-3.5 (GATK,) [4], (2) Varscan 2.4.0 [5] and
(3) Miseq Reporter standard pipeline. First data was pre-
processed using IndelRealigner in GATK for all samples. We
didn’t use BaseRecalibrator (GATK) and MarkDuplicates
(Picard) commands, by following the best practice
procedures for amplicon protocol sequencing. All two variant
caller performed the analysis with default parameters, in
multisampling mode. The two vcf files obtained were used as
input of the Intersect (Vcftool) command. The final vef was
composed by all variants obtained by GATK U Varscan2
(union-vcf).

Single vcf files, and union-vcf file were annotated with
Variant Effect Predictor tool v86.

All methods were tested on Linux Ubuntu v 15.

Miseq Reporter vef files were annotated using Illumina
Variant Studio v2.2.
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D. Performance measure of variant calling pipelines

To assess the performance of single variant caller VS union
variant calling pipeline VS Miseq Reporter standard pipeline,
we defined true positive (TP) variants called and Sanger
validated; false positive (FP) wvariants called but not
validated; false negative (FN) gold standard variants that
were not called by a variant caller [6].

TABLE I
RESULTS OF VARIANT CALLERS

Variant Num of P FN Fp

caller variants
GATK 149 100 2 49
Varscan2 188 119 3 69
Miseq 103 94 2 9
Reporter
Union 170* 121 0 49

*Number of variants called and passed filters.

III. RESULTS

A. Single variant caller analysis

Results of single variant calling are reported in Table 1.

For GATK we used standard hard filtering [4]. For
Varscan2 we used default filtering parameters [5].

Miseq Reporter did not call two variants, probably
pathogenic, which were in the control set

GATK alone did not call two variants, one frameshift
probable pathogenic, and one missense probable benign.

Varscan?2 is the variant caller with the maximum number of
false positive calls, and did not call three variants, 1 probable
pathogenic e 2 benign.
All variant callers approach suffers the sequence composition
of BRCA 1 and 2, rich of homopolymeric zones. Varscan2
denotes also the major difficulty in the starting and ending
part of targets.

B. Union analysis and filtering

For GATK we used default parameters, for Varscan2 filtering
parameters were restricted using --min-avg-qual equal to 20
and --min-coverage equal to 15.

After variant calling we filtered variants with quality by
depth <6 and allele depth/read depth <20%.

The union of GATK and Varscan2 did not call false negative.
The post calling filtering approach abated the number of false
positive. The increase in number of samples analysed will
open the possibility to deep the filtering approach and
augment the sensitivity of the analysis.

IV. CONCLUSION

The variant calling phase of NGS analysis pipeline is
crucial to avoid errors in correct genotyping. The evidence of
a need of target based specific pipelines strategy is becoming
stronger and stronger [7]. Our approach is a mixed variant
calling strategy, turned to emphasize the qualities of every
chosen variant caller. The sensibility of the approach was
then balanced by the presence of a posteriori filtering step,
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specific of our experience on these genes.

Future development will be the implementation of a
normalization tool for vcf files from different variant caller,
selecting a standard pool of labels on which refine filtering
parameters on specific target.
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Abstract— We propose an integrated network-based
approach to analyse the correlation network arising from large-
scale gene expression data. Our approach represents a novel
perspective to the problem of node classification by assigning
roles to nodes on the basis of network topology together with the
gene expression data. Qur rationale is that the biological roles of
nodes should be identifiable looking at local interactions of each
node with respect to the global connectivity of the network. We
applied our methodology to the RNA and microRNA-
sequencing data of human lung squamous cell carcinoma in
order to identify a small pool of genes that might have a key role
in lung cancer development and progression.

Keywords—network analysis, gene expression, lung cancer.

I. INTRODUCTION

Lung carcinoma is one of the most frequently diagnosed
cancers as well as the most common cause of cancer
death worldwide (1.59 million deaths, 19.4% of the total in
2012). There were estimated to be 1.65 million new cases in
2015 in USA and lung cancer incidence is expected to
increase in the future [1]. Thus, research groups of all over
the world aim at improve the prevention, diagnosis, and
treatment of this type of cancer. Thanks to next generation
technologies, many open-access repositories offer researchers
an ever-increasing collection of heterogeneous genomic data
that have to be properly investigated from a global point of
view. One of the largest public repositories of large-scale
genomics data is The Cancer Genome Atlas (TCGA): a
multi-dimensional catalogue of the key genomic changes
associated with specific types of tumors. The study of
oncogenic properties of tumor cells requires the combination
of experimental data and computational approaches
supporting better disease knowledge as well as diagnosis and
prognosis. Among the computational methods, gene network
analysis, taking into account relationships among genes,
offers a powerful tool to identify key players that mark the
shift from normal to cancer state.

We propose an integrated network analysis aiming to
identify a small pool of genes (about hundreds) called
“switch genes” that are involved in drastic changes of
biological systems. Specifically, switch genes are
characterized by a marked negative correlation with the
expression profiles of their linked nodes in the network, but
with the additional property of many significant negative
correlations outside their communities. We set our procedure
in [2], where we extracted switch genes by analysing the
grapevine gene expression atlas [3]. They appear to be master
regulator genes of transition from the immature to the mature
growth phase of the grapevine developmental program.

In this work, we apply our approach on RNA- and
microRNA- (miRNA) sequencing assays of human lung
squamous cell carcinoma.

II. METHODS

A. Dataset

The lung squamous cell carcinoma (lusc) dataset was
obtained from TCGA repository (updated to December
2014). Data include: 1) 554 RNA-sequencing samples (of
which, 503 are tumor and 51 normal samples) relative to 502
unique patients; 2) 525 miRNA-sequencing samples (of
which, 480 are tumor and 45 normal samples) relative to 480
unique patients. Out of the whole set of patients, 38 have
samples of cancer and matched normal tissues for both the
RNA-sequencing (concerning protein-coding and non-coding
RNAs abundance) and miRNA-sequencing.

B. Differential Gene Expression Analysis

We applied a pre-processing and filtering phase on data in
order to remove genes whose expression did not change with
statistical significance between the two conditions (matched
normal and tumor). We selected 1683 RNAs and 18 miRNAs
showing statistically significant differential expression based
on False Discovery Rate (FDR) < 0.05.

C. Network Analysis and identification of switch genes

We built a co-expression network of differentially
expressed RNAs and miRNAs based on the Pearson
correlation between expression profiles of gene pairs. In this
network, two nodes are connected if the absolute value of the
Pearson correlation for their expression profiles is greater
than a given threshold (0.75 or 85" percentile). The choice of
this threshold should reflect a right balance between the
number of edges and the number of connected components of
the network: the number of edges should be as small as
possible in order to have a manageable network (pointing
towards a higher threshold) and the number of connected
components should be as small as possible in order to
preserve the integrity of the network (pointing towards a
smaller threshold).

In order to detect the community structure of our network,
we used the k-means clustering algorithm [4], which
partitions n objects (here network nodes) into a predefined
number N of clusters. The quality of clustering was evaluated
by minimizing the Sum of the Squared Error (SSE),
depending on the distance of each object to its closest
centroid. A reasonable choice of the number of clusters is
suggested by the position of an elbow in the SSE plot
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computed as function of N. As distance measure, we used
dist(x,y) = 1 — p(x,y), where p(x,y) is the Pearson correlation
between expression profiles of nodes x and y. Table 1 lists
cut-off values used throughout the analysis.

After finding the communities in the network, we classified
nodes by computing the Average Pearson Correlation
Coefficients (APCCs) between the expression profiles of a
hub (i.e., nodes with more than 5 connections [5]) and each
of its nearest neighbours. This classification of hubs was set
in [5] where the authors studied protein-protein interactions
(PPI) networks in yeast. They found a general bimodal
distribution of the APCC corresponding to two classes of
hubs that they named “party hubs” (with very high positive
values of APCC) and “date hubs” (with moderate positive
values of APCC). By applying this definition to the lusc
correlation network, we found a trimodal distribution of
APCC (Fig. 1 panel a), which allowed us to identify an
additional class of hubs that we called “fight-club hubs”,
which display negative values of APCC.

Then, we combined expression data with the topological
properties of nodes by using the cartographic representation
of modular networks presented in [6] that assign a role to
each node based on their inter-cluster and intra-cluster
connectivity. This is reached by defining two statistics: the
within-module degree z and the participation coefficient P,

. kiin _ 7 km )2

i kc
z
where k™ is the number of links of node i to nodes in its

: P=1—(;
o, k,

module C,, k; is the total degree of node i, and Ecl_and o¢, are
the average and standard deviation of the total degree
distribution of the nodes in the module C;. According to P
and z values, the plane is divided into seven regions (R1-R7),
each defining a specific node role [6]. High z values
correspond to nodes that are hubs within their module (local
hubs), while high values of P identify nodes that interact
mainly outside their community.

Finally, we coloured each node in the plane identified by z
and P according to its APCC value thus defining what we
called a heat cartography map. Our integrated network
analysis allowed us to identify a special subclass of fight-club
hubs falling in R4 region that we call “switch genes” (Fig. 1
panel b) and that are no local hubs and mainly interact
outside their community.

TABLE 1
SUMMARY OF LUSC DATASET ANALYSIS

fold-change (FC) threshold 5.6
FDR threshold 0.05
Number RNAs DE 1683
Number miRNAs DE 18
Pearson Correlation threshold 0.75 (85" percentile)
Number of network nodes 1628
Number of clusters 3
Number of switch genes 274

III. RESULTS

We selected 1683 RNAs and 18 miRNAs statistically
significant differentially expressed (FDR<0.05) in the
analysis of TCGA lusc dataset and used them as input for our
algorithm to explore switch genes associated with the tumor
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transformation. We unveiled 274 switch genes significantly
up-regulated in tumor tissues that we proposed as good
candidate biomarkers of lung carcinoma (Fig. 1 panel c).

Moreover, we studied the effect of targeted removal of
date/party/fight-club hubs and switch genes on the lusc
correlation network topology (Fig. 1 panel d). This analysis
showed a critical contribution of switch genes and fight-club
hubs in preserving the integrity of the network.

Finally, we investigated switch genes function by
performing KEGG pathways [7] enrichment analysis by
using the FIDEA server [8]. This analysis pointed out a
strong association of switch genes in the regulation of cell
cycle (Fig. 2 panels a-b). In particular, switch genes appear to
be specifically involved in the G2 phase to mitosis transition
(G2/M) of the cell cycle (Fig. 2 panel c). In fact, the list of
switch genes encompasses Cyclins (e.g., Cyclin B) and
Cyclin-dependent kinases (Cdk) that are crucial players of
this checkpoint. Importantly, Cyclin B is a mitotic cyclin
which binds to the cyclin kinase Cdkl1, building the Mitosis
Promoting Factor (MPF) complex. Its activity rises through
the cell cycle until mitosis (G2/M transition), where it has a
drastic fall due to degradation of cyclin B (Fig. 2 panel d).

IV. CONCLUSION

We proposed an integrated network analysis that allowed
identifying putative key gene regulators of human lung
squamous carcinoma. Specifically, we identified 274 switch
genes that are significantly enriched in cell cycle annotation,
supporting their crucial role in normal to cancer state
transition. In the near future, we intend to extend our
approach to the analysis of all tumours provided by TCGA.
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complex is called Maturation Promoting Factor or Mitosis Promoting Factor (MPF). Panel d) shows the activity of this complex that rises through the cell
cycle until mitosis (G2/M transition), where it has a drastic fall due to degradation of cyclin B, while Cdk1 is constitutively present.

79



BIOINFORMATICA

Molecular Modelling to Investigate Protein
Misfolding and Aggregation in
Neurodegenerative Spinocerebellar Ataxia

G. Grassol’3, M. A. Deriul, Jack A. Tuszynskiz, Andrea Dananil, and U. Morbiducci®
! Istituto Dalle Molle di studi sull 'Intelligenza Artificiale (IDSIA), USI, SUPSI, Centro Galleria 2, Manno, Switzerland.
2 Department of Physics, University of Alberta, Edmonton AB, Canada.
? Department of Mechanical and Aerospace Engineering, Politecnico di Torino, Corso Duca degli Abruzzi 24, Torino, ltaly.

Abstract— Abnormal aggregation of disease-specific proteins
has been recognized as closely related to the onset of several
neurodegenerative disorders. However, molecular reasons
underneath the misfolding process and the protein aggregation
pathway have not been entirely clarified yet. This is the case of
the misfolding process of Ataxin-3, a poly-glutammine protein
responsible for the neurodegenerative disease Spinocerebellar
Ataxia Type 3. In this connection, computational approaches
represent a powerful tool to describe molecular features of
protein folding and protein-protein interactions with atomistic
detail. An investigation focused on the JD dimerization
mechanism will be presented here, suggesting possible
aminoacids involved in the first step of Ataxin-3 aggregation.
Moreover, enhanced sampling techniques, such as
Metadynamics and Replica Exchange Molecular Dynamics,
have been employed to characterize the thermodynamic stability
and folding Kkinetics of Josephin Domain. Following
experimental validation, these results can be considered as a
basis for a future design of Ataxin-3 aggregation inhibitors that
will require several key conformations identified in the present
study as molecular targets for ligand binding.

Keywords—Molecular Modelling, Neurodegenerative Disease,
Spinocerebellar Ataxia, Molecular Dynamics.

I. INTRODUCTION

The worldwide significant increase in the life expectancy has
recently drawn the attention of the scientific community to
pathologies of the elderly population, such as
neurodegenerative diseases. In this connection, the
polyglutamine (polyQ) disorders represent the most common
form of inherited neurodegenerative disease. The main
molecular feature characterizing all polyQ expansion diseases
is related to an abnormal length of the glutamine tract in the
codified protein, resulting from an unstable expansion of a
cytosine—adenine—guanine (CAG) repeat in the causative
gene. The present work is focused on the Ataxin 3 (At3), a 42
kDa intracellular protein responsible for the Spinocerebellar
Ataxia type 3, also known as Machado Joseph Disease.
Ataxin-3 consists of an N-terminal Josephin Domain (JD),
and an unstructured flexible C-terminus, which contains the
polyQ tract. Several experimental studies have indicated a
double-step process for At3 fibrillogenesis, composed by an
initial phase JD-mediated but polyQ-independent, followed
by a polyQ-dependent step [1]. For these reasons, the JD
have gained considerable scientific attention in the past. A
first research line focused on investigating the protein
residues involved in the JD's dimerization mechanism and,
more in general, the aggregation pathway. As a second

research line, a number of investigations have been carried
out to describe the JD conformational states in solution. In
detail, several JD models solved by NMR are available in
literature (PDB entry 2JRI [2], 1YZB [3], 2AGA [4] and
2DOS [5]), demonstrating the existence of different structural
conformations. Motivated by the still open debate in
literature we have employed classical and enhanced
Molecular Dynamics to shed light on i) JD dimerization
mechanism and ii) JD conformational properties in solution.
Our results suggest the JD aggregation as a multi-step
process, characterized by an initial JD-JD binding mainly
driven by Arg-101. Finally, we provide a thermodynamic and
kinetic description of the JD transition pathway from the
open-like to a closed-like conformation. Approaching this
problem from an energetic point of view is of great
importance especially in case of amyloidogenic proteins,
given the intimate interconnection between the functional
energy landscape and misfolding/aggregation risk.

II. MATERIALS AND METHODS
A. Classical Molecular Dynamics and Mode Analysis

Classical Molecular Dynamics was employed to study i) JD
conformational properties in solution and 1ii) the JD
dimerization mechanism. In addressing these issues, we set
up two different molecular systems: i) the single JD in
explicitly modelled water, the so-called JD™™, ii) two JDs in
explicitly modelled water, the so-called JD-JD. Ten replicas
of the molecular system, characterized by different JD-JD
starting orientation, were generated and simulated for 150 ns.
The 1YZB model [3] of JD was selected as the starting point
for the present work. AMBER99-ILDN force-field [6]-[8]
and water TIP3P model [9] were chosen to describe the
system’s topology. GROMACS 4.6 package was employed
for all MD simulations and data analysis [10]. Alanine
mutation simulations have been also carried out to verify the
role of residues identified as mainly involved in JD protein-
protein interaction. Principal Component Analysis (PCA)
was applied to classical MD trajectories in case of JDV*
simulation to elucidate large-scale and low-frequency modes,
respectively, yielding collective motions leading to the JD
conformational changes.

B. Metadynamics

The free energy landscape representing the JD folding
pathway was investigated by means of Metadynamics [11].
The first eigenvector derived from the PCA was used as CV
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for a well-tempered Metadynamics simulation of 500 ns
starting from the open-like 1YZB model [12]. To perform
Metadynamics simulations, a Gaussian width of 0.1 was
used. Along the simulation, the initially prescribed Gaussian
deposition rate value of 0.2 kJ/mol-ps was used and it
gradually decreased on the basis of an adaptive scheme, with
a bias factor of 20 [13]-[14]. The estimation of the free
energy profile was performed by employing the reweighted-
histogram procedure [15]-[16], taking into account three
collective variables: the projection along the first PCA
eigenvector, the JD’s Radius of Gyration (RG), the hairpin
angle and the alphaRMSD variable.

C. Replica Exchange Molecular Dynamics

Replica Exchange Molecular Dynamics (REMD) [17] was
carried out to obtain a kinetic estimation of the JD monomer
conformational transitions. In detail, 128 replicas were
simulated for temperatures ranging from 300 K to 602 K.
Temperatures are distributed following the exponential
spacing law [18]-[19]. The resulting exchange probability
was 0.35. The exchange attempt time interval was set to 2 ps.
Each replica was simulated for 50 ns, obtaining a cumulative
simulation time of 6.4 ps. In order to obtain a reliable
estimate of the JD folding rates, the kinetic description
developed by van der Spoel et al [20] was applied to the
REMD trajectories.

III. RESULTS AND DISCUSSION

A. JD dimerization mechanism

The MD trajectories of the JD-JD system allow to identify
residues mainly responsible for the dimerization process. In
detail, the JD-JD residues’ contact probability plot (Fig. 1)
demonstrates that ArglO1 is the residue most frequently
involved in the JD-JD dimerization interface. This result is in
close agreement with a very recent work [21] demonstrating
Argl01/Argl03 as mainly responsible for JD interaction with
hydrophobic/hydrophilic substrates. To carefully test this
hypothesis, we run again the same set of ten JD-JD
simulations by replacing the native Argl01/Argl03 residues
with Alanine. The mutations have a strong effect on the JD-
JD interaction propensity, providing a generalized reduction
of the contact probability values.

B. JD Free energy landscape

The MD simulation of JD monomer in water environment
was analyzed in order to study the JD conformational
properties in solution. The RG calculated over the classical
MD trajectories reveals the JD transition from half-open,
characterized by RG of 1.7 nm, to a closed conformation,
characterized by RG of 1.55 nm (Fig. 2a). To reduce the high-
dimensionality of the MD trajectory and to identify the
dominant molecular phenomena related to the JD closure,
PCA was applied. The first eigenvector derived from the
PCA was used as CV for a well-tempered Metadynamics
simulation. Analyzing the free energy profiles reported in Fig.
2b, two energy wells of 36 kJ/mol and 4 kJ/mol, located at
RG values of 1.55 nm and 1.78 nm, respectively, can be
identified. Interestingly, the findings of our in silico study
strongly suggest the closed conformation as the most likely
for a Josephin Domain in solution, in agreement with models
2AGA [4].
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C. JD Folding kinetics estimation

Analyzing the REMD trajectory at 310K, the JD
conformational space can be divided into three main groups:
open JD (O), closed JD (C) and intermediate state (I),
containing both half-open and half-closed JD (Fig. 3).
Analyzing the kinetics and thermodynamics results shown in
Fig. 3, it is worth noticing that the closed JD arrangement
represents the most energetically favorable configuration. In
detail, transition between closed and intermediate states is
characterize by deep energy barrier (Ec; = 36.7 kJ/mol), in
close agreement with the computational results obtained by
Metadynamics simulations (Fig. 2b). The corresponding rate
constant is tc=767.3 ns, explaining the reason behind the
well established inability of the classical MD simulation in
being able to explore the transition between closed and open
JD (Fig. 2a) on a time scale of hundreds of nanoseconds [22]-
[23]. Finally, the estimation of the average JD closed fraction
at 310 K (fc=0.993), provides further evidence for the closed
arrangement as the most likely for a JD monomer in water
environment.

IV. CONCLUSION

In the present work, a MD approach has been employed to
investigate JD protein-protein interactions and folding
dynamics. A clear identification of the most likely JD-JD
interacting sites is here provided. Moreover, a decisive
evidence of the thermodynamic stability of the JD closed-like
conformation is obtained by an extensive computational
investigation concerning the JD folding pathway. Further
studies will help in elucidating the interconnection between
JD conformational properties and aggregation propensity.
The above mentioned investigations might be a key to
successfully design novel therapeutic strategies targeting
SCA3.
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Abstract— The process of rRNA assembly in mammalian cells
starts from the primary 47S transcript and, by a series of
cleavages, leads to the production of three rRNAs: 18S, 28S and
5.8S. During this process, the non-coding flanking regions are
removed. We have applied a digital signal processing analysis to
one of this non-coding region (Internal Transcribed Spacer 1) to
find out the presence of putative regulatory sites. The results
show that known cleavage sites are detected and also encourage
suggestions about other possible regions of interests that might
play a role as regulatory site or recognition site.

Keywords—DSP, Antinotch filters, ribosomal RNA.

I. INTRODUCTION

IBOSOMES are complex structures, which are present

within all prokaryotic and eukaryotic cells in plants and
animals. They play a major role in genetic translation for
protein synthesis, linking amino acids together according to
the order specified by messenger RNA (mRNA) molecules.
Ribosomes are composed of two major components: the small
subunit (SSU) which reads the RNA, and the large subunit
(LSU) which joins amino acids together to form a
polypeptide chain.

Ribosome biogenesis is a very complex process involving
hundreds of molecular components. In eukaryotes, the
process starts in the nucleolus where a precursor (47S pre-
rRNA) is synthetized and processed into mature 18S, 5.8S,
and 28S rRNAs in multiple steps [1]. In 47S precursor
ribosomal RNA the 18S, 5.8S, and 28S rRNA sequences are
flanked by the 5’ and 3’ ETS, ITS1 and ITS2. During the
processing, these parts of the sequence are removed to lead to
the formation of LSU (28S and 5.8S) and SSU (18S). Recent
findings have highlighted the role of specific cleavage sites in
this region that are mandatory for the biogenesis of ribosome
[2].

Many methods have been used in order to detect the
regulatory sites of nucleotide sequence. The two major
classes of widely applied computational methods are based on
descriptive statistical analysis of short nucleotide motifs
called ‘words’ and on Hidden Markov Models. The search is
often influenced by the incidence of relative small changes in
primary sequences. The availability of reliable primary
sequence databases allows to screen the distributional
properties of nucleotide words not only on specific genomic
sequences but also on the whole genomes. The major problem
in the ‘linguistic’ analysis of nucleotide sequences is
correlating a significant nucleotide motif with a specific
biological function, such as recognition site for transcription
factors or for restriction enzymes or for post-transcriptional
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and epigenetic regulation led by other nucleic acids [3].
Another difficulty related to the nucleotide word analysis is
the lack of structural information about them, which limits the
possibility to apply structural bioinformatics tools to predict
protein — nucleic acid interactions. In the last decade the role
of non-coding RNA has emerged as critical in the adaptation
of gene expression to endogenous and exogenous stress.
These regulatory RNAs are capable to interact as well as
mRNAs as DNAs. However, both approaches focus on
elements that are known, whereas recent findings in genomics
have shown that functionally unknown elements are also
present.

We propose a method based on a digital signal processing
(DSP) analysis of ITS1 sequence using antinotch filters for
the identification of embedded putative regulatory regions
and/or of recognition sites.

II. MATERIALS AND METHODS

A. Sequence extraction

Digital Signal Processing (DSP) has been widely applied in
sequence analysis. Generally DSP is used for intron - exon
discrimination and therefore for the identification of protein
coding regions [4, 5]. We have applied a DSP technique to
human ITS1 in order to identify and locate possible regions
of interest which may be embedded in the sequence, even
though ITS1 is a non-coding region. The sequence of the
Human ribosomal DNA complete repeating unit can be found
at the U.13369 entry in the NCBI nucleotide database
(http://www.ncbi.nlm.nih.gov/nucleotide/). The ITS1
sequence is located between position 5528 and position 6622.
This sequence is stored in NCBI database as a DNA.
However, in ribosome biogenesis the whole DNA sequence is
translated in a pre-rRNA sequence (47S) and is processed
afterwords. For this reason, we have translated the sequence
from NCBI database in the corresponding ITS1’s mRNA
sequence changing Timine bases with Uraciles.

B. Sequence coding

The application of DSP to a nucleotide sequence requires
the transformation of the literal sequences in a numerical
ones. Many methods have been proposed over the years [6],
such as fixed mapping and physico-chemical property based
mapping. In fixed mapping methods (Voss representation [7],
tetrahedron method [8], integer representation [9] and
complex representation [10]) the nucleosequences are
transformed according to a series of arbitrary numerical
sequences. Conversely, the latter methods (EIIP [11], atomic
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number [12], paired numeric [13], DNA walk [14] and Z-
curve representations [15]) use biophysical and biochemical
properties of DNA/RNA biomolecules to map the sequences.
These methods are more meaningful than fixed mapping
because they seem to be more robust and, mostly, they
generate a signal that carries some biological information.

Among these methods, we reckon that the Electro-Ionic
Interaction Potential (EIIP) method is particularly promising
because it is based on the average energy states of all valence
electrons in each nucleotide. The EIIP for each nucleotide
values are show in Table I.

TABLE I
ELECTRO ION INTERACTION PSEUDO POTENTIALS OF NUCLEOTIDES
Nucleotides EIIP values
A 0.1260
G 0.0806
C 0.1340
U 0.0562

Using this transformation, we have encoded 4 input signals,
(Ua(n), Ug(n), Uu(n), Uc(n)) one for each nucleobase, which
has been pass through the filters described in section C.

C. Antinotch filter

An antinotch filter is a device that passes frequencies
within a certain range and stops or attenuates frequencies
outside that range (bandpass filter), providing high gain in the
pass band region. An antinotch filter can be easily realized as
an Infinite Impulse Response (IIR) filter and build from a
second order allpass filter [16, 17]. The transfer function of
the antinotch filter is
Hz)= 1 (1-RH)(1-z7)

2 (1-2Rcosfz"' +R°z7?)

+j6

(1

and two zeros at 1. The
filter is R<1. We have

which has two poles at Re
stability condition of the
chosen R =0.992 .

D. First order FIR filter

The four output from the antinotch filter have been filtered
again through a Finite Impulse Response (FIR) filter with
transfer function in Eq (2).

H, (z) =1- e'/‘ét%zf1
the

)
This filter component  at
w=4r/3.

To obtain the final outputs Y(#), the four output of the FIR

filter have been combined according to Eq. (3).

Y=Y |y,  F={4UC,G)

ieF

suppresses frequency

3)

III. RESULTS AND DISCUSSION

The signal obtained after filtering contains specific features
of the human ITS1 sequence is shown in Fig. 2. The peaks
may represent possible regions of interest in the sequence.

Recent work [2] on pre-rRNA processing pathways in
mammals (human and mouse), shows experimental findings
about the known and putative cleavage sites in 47S pre-
rRNA. Specifically, ITS1 seems to contain three different
cleavage site. These sites have been called E, C, and 2 and
they are located in the sequence respectively at position 5551,
between positions 6162 and 6177, and 6469 and 6476. In
addition, two other unnamed sites have been reported
(position 6617 and 6622).

Taking into account these findings, it may be hypothesized
that the peaks above may be related to the cleavage site E, C,
2 and to the one at the 5’ end of ITS1. These findings would
support the assumption that, the procedure highlights some
other regions that could play a role as a regulatory sites or
recognition sites for the binding of proteins / enzyme or small
non-coding RNAs, such as mainly region 5800 — 6000 and
possibly also region 6300 — 6400.
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