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Il Quinto Congresso del Gruppo Nazionale di Bioingegneria (GNB 2016) è stato promosso e 
organizzato dal Dipartimento di Ingegneria Chimica, dei Materiali e della Produzione Industriale  e 
dal Dipartimento di Ingegneria elettrica e delle Tecnologie dell'Informazione dell'Università degli 
Studi di Napoli Federico II. Si svolge nei giorni 20-22 giugno 2016, presso la sede della scuola 
politecnica e delle scienze di base dell'Università degli Studi di Napoli "Federico II" in Piazzale 
Vincenzo Tecchio, 80.  

L'evento, giunto alla sua V edizione, rappresenta il principale momento di incontro dei bioingegneri 
italiani, comunità scientifica particolarmente attiva e pienamente inserita nel contesto della ricerca 
internazionale. Il Congresso fornisce una panoramica delle attività più recenti nel campo della 
Bioingegneria in Italia ed ha lo scopo di coinvolgere tutte le componenti della comunità scientifica, 
in particolare i giovani: gli studenti, sempre più numerosi nei corsi di laurea delle varie sedi 
universitarie, i dottorandi, i dottori di ricerca e i giovani ricercatori, che hanno scelto di 
scommettere su un settore fortemente innovativo con grandi potenzialitù di crescita e di traino per 
l’economia dell'intero paese.  

La struttura del Congresso è organizzata in sessioni plenarie. Ogni sessione prevede una Lettura 
Magistrale, tenuta da nove eminenti personalità italiane e straniere. Comprende inoltre una tavola 
rotonda dal titolo: “Sbocchi occupazionali del bioingegnere” a cui partecipano diversi 
rappresentanti del mondo accademico, industriale e finanziario.  

Il convegno contempla numerose presentazioni poster, da tenersi nel corso delle sessioni tematiche. 
Infine, durante il congresso le presentazioni derivanti dai poster più interessanti sono state invitate a 
presentare i contributi in sessione plenaria e, cinque di queste, insignite del "Premio Giovani 
Ricercatori".  

In concomitanza con il Congresso, nel pomeriggio di mercoledì 22 giugno, a proseguimento della 
sessione mattutina del GNB, si svolge inoltre il meeting annuale del Capitolo Italiano della Società 
Europea di Biomeccanica (ESB-ITA) (http://www.esb- ita.it/home.html).  

L'adesione complessiva a GNB 2016, è stata molto soddisfacente, con un totale di circa 270 
iscrizioni. Una particolare attenzione è stata rivolta a favorire la partecipazione di studenti e di 
personale non strutturato, quali i dottorandi, i dottori di ricerca, gli assegnisti, che rappresentano 
circa l’80% delle iscrizioni totali.  

Complessivamente, i contributi liberi sottoposti sono stati 231, a testimonianza della vitalità, 
dell'elevato livello di maturità e della vastità di temi di ricerca che rende la Bioingegneria uno tra i 
settori scientifici più multidisciplinari e dinamici. Ugualmente molto positiva la Call per i Premi per 
Giovani ricercatori. 
 
Un doveroso ringraziamento va quindi a tutti coloro che hanno contribuito con l’invio delle 
sottomissioni.  Solo l’ineluttabile limitazione costituita dalla disponibilità di tempo e dal numero dei 
Premi ha impedito di premiare un numero più elevato di giovani ricercatori.  
Per tutti i lavori presentati, la selezione è stata accurata e impegnativa. Per questo esprimiamo tutta 
la nostra gratitudine e il nostro sentito ringraziamento ai membri del Comitato Scientifico e a tutti i 
colleghi che ci hanno aiutato nella revisione dei lavori.  

Porgiamo un ringraziamento particolare all’Università degli Studi di Napoli “Federico II” e al suo 
Rettore, che hanno sponsorizzato il Convegno grazie alla disponibilità delle Aule e dei cortili della 
ex-facoltà di Ingegneria, permettendoci sia di avere una sede indimenticabile per il Congresso 
mantenendo basse le quote di iscrizione.  
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Infine, un ringraziamento ai più giovani colleghi del Comitato organizzatore locale, che hanno in 
maniera determinante collaborato per l’organizzazione e la buona riuscita di questo Congresso.  

A concludere la nostra introduzione, un semplice sguardo ai temi delle sessioni scientifiche, qui 
sotto riportati, rende conto della vastità e modernità dei temi trattati nel corso del V Congresso del 
Gruppo Nazionale di Bioingegneria:  

Sessione 1: Bioimmagini; Elaborazione di dati e segnali biomedici 
Sessione 2: Biomeccanica del movimento umano; Biomeccanica strutturale; Biorobotica; Controllo 
motorio e sensoriale; Ingegneria della riabilitazione 
Sessione 3: Biomateriali 
Sessione 4: Ingegneria tissutale e medicina rigenerativa; Dispositivi, sistemi e tecnologie 
diagnostiche e terapeutiche; Tecnologie nano, micro e indossabili; Informatica medica; 
Telemedicina; Ingegneria clinica 
Sessione 5: Modellistica matematica; Biologia computazionale; Biologia sintetica; 
System Biology; Neuroinformatica; Neuroingegneria; Bioinformatica 

Queste sessioni raggruppano in realtà un ampio ventaglio di argomenti in cui potevano essere 
incasellate le sottomissioni e riassumono assai efficacemente la sempre maggiore penetrazione della 
Bioingegneria nel campo della gestione della salute, nel senso più estensivo del termine. 
Bioingegneria che è ormai una componente fondamentale non della ricerca, ma anche dell’intero 
l'ambito sanitario e assistenziale, incluse le molteplici applicazioni industriali che ad esso si 
accompagnano.  

L’augurio è quindi quello che questo Congresso, e i prossimi, rappresentino non soltanto un 
ulteriore momento di crescita culturale della nostra Comunità, ma anche un’occasione di riflessione 
strategica sulle direzioni di sviluppo della Bioingegneria, che molto può dare al futuro del nostro 
paese.  

Il Comitato Organizzatore - V Congresso GNB 2016 
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The objective of this analysis is to introduce and then 
critically describe the process of the so called ‘fourth 
industrial revolution’ by pointing out the different aspects 
and implications. I am not daring to apply an historical 
methodology because my background prevent me to enter in 
this field, but I want only to describe what we are living, 
spending an effort to anticipate what is going on and try to 
watch from different perspectives, industrial, social and 
scientific, in order to encourage the scientific and academic 
community to react and prepare for the changes that we are 
living at present time.  

 

A. Science and society 
Science, research, industrial development and social 

innovation are strictly interdependent, and in this framework, 
my vision for the future is that sustainable progress of 
humanity must be the ultimate mission of science. This is 
well depicted in the objectives of HORIZON 2020 where 
excellence in science, industrial leadership and social 
innovation are the main pillars for the research, training and 
development programs.  

 
Nowadays, there is a bridge of social expectation that is 

linking science and politics, mainly related to the strong 
demand for science to address the challenges of the society, 
and for government to develop science or evidence based 
laws and policies. Stakeholders, governments and citizens are 
expecting that scientists solve the main problems of the 
society, this produced some awareness in scientists which is 
demonstrated very recently in a 2015 Nature issue, where the 
cover and some editorials are expressing the position that a 
strong interdisciplinary effort is necessary for identifying, 
segmenting and solving problems that affect humanity. After 
years of separation of the different disciplines in academia 
and science, now scientists are realizing that it is not possible 
to address global problems as clean energy production, 
urbanization, migration, starvation, antibiotics resistance or 
climate change without an holistic approach: social 
challenges requires comprehensive methods and knowledge, 
which must include human sciences, ethical issues and 
sustainability.  

 
In this framework the importance of the inherently 

interdisciplinary science as it is biomedical engineering is 
more and more evident because it is producing a cultural 
approach appropriate to address the problems of the society.  

 

 

B. Industrial Revolutions 
In order to prepare to address the social innovation and 

moreover the societal challenges in general, I must go back to  
industrial revolutions and their schematic methodology to 
describe human progress because it is useful to describe what 
we are living and how science is now becoming crucial to 
understand what is happening and the transformation of the 
society. 

In modern history, it is universally accepted that the 
process of change from an agrarian, handicraft economy to 
one dominated by industry and machine manufacturing is 
named Industrial Revolution. This process began in Britain, 
with the First Industrial Revolution in the 18th century, and 
then diffused in other parts of the world. 

According to historians of economy, the first industrial 
revolution was related to technological developments such as 
the invention of machines to do the work of hand tools; the 
use of steam, and of other kinds of power, in place of the 
muscles of human beings and of animals; and the adoption of 
the organization of the factory system… 

The second and third industrial revolutions followed the 
first and where characterized by different technological 
innovations which produced substantial and fundamental 
breakthroughs in producing goods and services.  

The second industrial revolution, is dated in the middle of 
19th century and was characterized by the emergence of 
chemical and steel industries, and the development of 
Germany as industrial power in parallel to UK, where the 
first revolution was centered. The third industrial revolution 
was the revolution of microelectronics, sensors, and 
mechatronics, ultimately producing miniaturization of 
devices and systems, embedded intelligence and robotics and 
automation for mass production. 

 

C. Robotics and Biomedical Engineering 
 
The integration of robotics with artificial intelligence, deep 

learning and high speed connection will revolutionize the 
society because devices will be connected to internet, and 
will become physically powerful, intelligent and adaptive. 
Large amount of data will be available with small latency and 
cloud robotics will enable us to share information, data, 
intelligence activities and brains. It will be possible to extend 
virtual and physical modeling of systems, to predict the 
outcome of phenomena and to model evolution of systems in 
action.  

Robots were originally designed for manufacturing plants, 

The future of biomedical engineering and 
robotics in the fourth industrial revolution 

M.C. Carrozza 

The Biorobotics Institute, Scuola Superiore Sant’Anna, Pisa, Italy  
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and nowadays mass production is not possible without robots 
but now they are indispensable in special environments as 
space for exploration, oceans for underwater activities or 
hospitals in surgical rooms. In particular, as it was predicted 
in science fiction, now deep space exploration is based on 
robotics, and robots will be essential for space science 
progress. 

The next step will be for robots to enter in our everyday 
life: in the streets with self-driving cars, or ‘at our place’ in 
doing cleaning, entertainment or service activities. Therefore 
robotics is becoming ‘social’. 

In order to achieve these goals, engineers must address 
several issues, related to human-robot interaction, to safety, 
to sentience and adaptability. The problem of safe, secure and 
effective interaction between human being and robot, cannot 
be faced without addressing legal and ethical issues. 

The road map is already in place, with time and application 
those issues will be studied and investigated, and robots will 
share life and environments with humans, supporting their 
physical and cognitive activities. 

 
In this framework, I think that a novel role for biomedical 

engineering will be opened up, mainly because of the 
‘humanization’ of technology, that will be more and more 
wearable and implantable in the human body, but also 
because of the fusion of bionics and robotics, that will 
produce more integration between natural and artificial, 
natural control from the user, and ultimately bioartificial 
organs where the boundary between artificial and natural will 
be undefined. The mission of biomedical engineering will be 
to ‘humanize technology’ in order to support human being 
and to avoid to ‘robotize humans’.  

Moreover, one of the most fascinating questions to answer 
in robotics will be originated by the integration of robotics 
with bionics and prosthetics, when robotics will enter into the 
human body with different levels of integration, to support 
human movements, physical interaction with the environment 
but also cognitive activities. Wearable robotics is expected to 
revolutionize the society in the next decade.  

  

II. CONCLUSION 
What are the implications of this transformation of 

technology? Which areas of science will be involved in the 
evolution of robotics? Biomedical engineering will be at the 
intersection between natural and artificial, with the ultimate 
goal of supporting human life, preventing diseases with 
personalized tools, and producing better recovery and 
rehabilitation. 

What are the main milestones to be accomplished in the 
journey of robots from manufacturing plants, to the civil 
society and ultimately into the human body? 
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I. INTRODUCTION 
Brain-Computer Interfaces (BCIs) measure voluntary or 

task-related modulations of brain activity, translate them into 
control signals and, ultimately, into actions that have an 
effect on the environment, bypassing the natural efferent 
channels of the Central Nervous System (CNS). 

Several types of BCIs exist, differing by: (i) the physical 
measurements of the CNS activity (electromagnetic, 
metabolic); (ii) the level of invasiveness required by the 
measurement; (iii) the features extracted from the input signal 
(spiking rates, evoked potentials, electroencephalographic 
(EEG) rhythms, etc.); (iv) the type of cognitive processing 
underlying the CNS activity modulation; (v) the nature of the 
output signal (continuous regression vs, discrete 
classification); (vi) the intended application (e.g. replacing, 
restoring or improving a lost function; supplementing or 
enhancing a natural function).  

In this presentation, focus will be on non-invasive EEG-
based systems and their clinical applications, reviewing 
recent advancements of the research field and discussing 
crucial issues to foster translation outside research 
laboratories. 

I. BCIS TO REPLACE COMMUNICATION AND IMPROVE 
MOTOR FUNCTIONS 

Communication and control of the external environment 
can be restored in severely disabled people through direct 
brain-computer interaction, bypassing the impaired 
neuromuscular channels. In these applications, BCIs are 
designed to replace a lost function (e.g., speaking, writing, 
acting on appliances) in persons with severe diseases and 
little or no chance of recovery. Often BCIs are wrongly 
designed and assumed to provide a complete solution to 
communication needs of a user with severe motor disabilities. 
In fact an Assistive Device (AD) needs to be accessed by all 
possible residual communication channels of the user. Using 
BCIs as an additive (rather than alternative) access to the AD 
has been proposed and validated as an aid for communication 
and environmental control for users with Amyotrophyc 
Lateral Sclerosis (ALS) [1]. 

The rationale of using BCI systems to support the 
rehabilitation process after an insult to the CNS (e.g. a stroke) 
is their potential to monitor altered brain activity and guide it 
back to a physiological condition, along with the assumption 
that this recovery of brain activity leads to restoration of 
function. In fact, several randomized controlled trials 

demonstrated the efficacy of BCI-supported rehabilitation in 
stroke patients (see e.g. [1] for an approach to motor 
rehabilitation of the upper limb in subacute phase). 

II. INDUSTRIAL TAKEUP 
Currently, most BCI-related commercial products target the 

research and development market. While applications 
designed for the general population (e.g. gaming interfaces, 
workload/vigilance monitors, biometric sensors, etc.) are 
attractive due to the large market size, health-oriented market 
applications are a promising opportunity for BCI products to 
enter the market, due to their peculiar opportunities to cover 
for the cost of the product. The aging population determines 
an increased need of effective tools supporting neuro-
rehabilitation e.g. after a cerebrovascular accident. Other 
applications, including support to communication, despite 
their high potential impact on the users’ Quality of Life, 
impose a difficult trade-off between technological value and 
affordability. Other forms of incentives for industries 
targeting this latter market are thus required. 

III. CONCLUSION 
Near-future research and innovation pathways in the 

clinical application of BCIs critically depends on (i) technical 
improvements, (ii) interactions with nearby disciplines 
(clinical and neuroscientific), and (iii) ability to identify a 
profitable market for companies wishing to take up research 
results. Interventions should always be designed taking into 
account relevant rehabilitation and neurophysiological 
principles, and clinical trials must be carried out according to 
current standards to provide solid evidence of efficacy and 
thus foster the integration of BCI-based intervention in the 
rehabilitation program of patients.  
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I. CELL MOTILITY AS A PARADIGM FOR LOCOMOTION AT THE 
MICRO-METER SCALE 

 
Motility of cells, whose typical size is in the tens of micro-

meters, is at the root of many fundamental processes in 
Biology. These include the immune system response, the 
establishment of connections in the nervous system network, 
metastatic tumor cells crawling to invade nearby tissues, and 
sperm cells successfully swimming their way by beating a 
flagellum until they reach and fertilize an egg cell. The 
detailed understanding of the mechanical processes enabling 
biological locomotion at the micro-meter scale is still a 
challenge.  

In addition, motile cells can be regarded as micro-meter-
scale, self-sufficient machines capable of executing 
controlled motion. They are able to generate bio-compatible 
forces over distances that are biologically meaningful; their 
structure has been optimized by evolution and natural 
selection. Learning the mechanical details of how cells move 
may guide the future design of bio-inspired, motile 
microscopic devices capable of navigating inside the human 
body for diagnostic or therapeutic purposes [1]-[3]. While the 
idea of building artificial devices emulating the capabilities 
of motile cells is quite natural, much remains to be done for 
this to be practical. 

In recent years, we have been studying the mechanical 
bases of cellular motility by swimming and crawling [4]-[5]. 
In the context of swimming motility, our research has paid 
special attention on the connections between low Reynolds 
number swimming and Geometric Control Theory, and on 
the geometric structure of the underlying equations of motion 
[4]-[6]. The goal of our emphasis on conceptual principles 
has been the attempt to extract, from the study of the 
biological template, the “secrets” for successful design of 
engineered bio-inspired constructs. As a concrete example of 
our approach, we report on recent progress on reverse 
engineering of the euglenoid movement [7]-[8]. 
 

II. REVERSE ENGINEERING THE EUGLENOID MOVEMENT: 
FROM UNICELLULAR SWIMMERS TO BIO-INSPIRED ROBOTS 
 

Euglenids are unicellular aquatic organisms capable of 
moving either by beating a flagellum or by executing 
dramatic shape changes. These are accomplished thanks to a 
complex structure underlying the plasma membrane, made of 
interlocking proteinaceous strips, microtubules, and motor 

proteins.  
We discuss the mechanisms by which the sliding of pellicle 

strips leads to shape control and locomotion, which have 
been studied by means of both theory (through the mechanics 
of active surfaces and its coupling to computational fluid 
dynamics for the surrounding fluid) and experiments. 
Moreover, we have implemented them into a new concept of 
surfaces with programmable shape, obtained by assembling 
3d-printed strips in a construct mimicking the biological 
template.  

We show that the subtle balance between constraints and 
flexibility leads to a wide variety of shapes that can be 
obtained with relatively simple controls. This suggests that 
euglenids exploit the passive resistance of body parts to 
reduce the complexity of controlling their shape. This is in 
close analogy to the notion of morphological computation, 
which has been advocated for the design of soft robots 
inspired by biological systems. 
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A. Automated motion analysis technologies 
About forty years ago, the first attempts to automated motion 
analysis started. Several researchers, aiming at movement 
kinematics and dynamics detailed analysis, contributed with 
different approaches ranging from polarized light to lateral 
effect photodiodes [1] leading to the first optical commercial 
systems in the middle of '80s. Efforts were put mainly in the 
increase of the spatial resolution (accuracy is another story) 
and sampling rate. Maturity was reached with the solid state 
cameras, CCD and CMOS. Further to the spatial and 
temporal resolution (which reach more than 1 mega pixel and 
hundreds of Hertz nowadays) other aspects have been faced. 
One for all is the camera calibration problem, borrowed from 
close range stereophotogrammetry and computer vision. 
Motion analysis cameras are indeed non metric. This opens a 
problem to be solved for making the triangulation possible, 
which is needed for the computation of the 3D coordinate of 
the markers used as body landmarks (see figure 1). The 
motion capture, which needs high accuracy in order to 
correctly compute kinematic and dynamic variables, is indeed 
still based on markers highlighting selected positions of the 
body as bony prominences or joints, although new easy, but 
much less accurate approaches as Kinect cameras are 
nowadays available. Camera calibration in its more complete 
form include the estimate of 11 parameters for the camera 
model plus other few (usually 2-4) for correcting lens optical 
distortions (see for example [2]): 
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Complete system calibration requires shooting control points 
with known or unknown (preferred solution) position, but 
with some geometrical relationship among them (wands with 
three aligned markers are a typical choice).  

B. Computer assisted surgery (CAS) and Navigation 
It came then easy to extend the use of motion capture 

systems to computer aided surgery in order to locate body 
parts (tissues, organs, bones) both in patient's images and in 
the real world, making it possible to see the relative position 
of surgical tools wrt structures identified in the planning 
phase (Figure 2). Figure 3 is a classical CAS iconic 
description due to Russel Taylor (JHU) 2009. 

The optical localizer of navigation systems consists of two 

cameras or three linear optical arrays pre-calibrated and 
coming into a rigid support so that factory calibration is not 
disrupted during their lifetime. Alternative approaches as 
ultrasonic transducers and electro-magnetic systems have 
been developed, but are still little used. 

C. CRAS 
The step from CAS to Computer and Robot Assisted 

surgery (CRAS) is straightforward. A PUMA 200 was used 
for the first robotic neurosurgery intervention [3] This 
breakthrough stemmed from the momentum of the 
development of CT-guided stereotactic devices in the late 
1970's at the Memorial Medical Center at Long Beach, but 
was soon discontinued due to safety concerns about the robot 
arm (54 kg weight with 0.5 m/s movements) that was only 
designed to operate when separated by a physical barrier 
(fence) from people. The issue of the co-presence of robot 
and humans in the Operating Room (OR) is still an issue 
nowadays and is tackled with lightweight devices, "body" 
sensors, joint sensors, modulation of the stiffness, 
environmental surveillance cameras, etc.  Though many 
robots used for surgery do not foresee an external navigation 
system, those, which are not tele-operated, need the steps of 
registration of patient data with the real patient body and with 
the robot base in the operating room. Such registrations can 
be done by laser scan (Rosa) or intraoperative imaging 
systems (Neuromate), although the use of a navigation 
system would be easier. More recent research approaches 
make wide use of navigation also for robotic surgery [4], see 
Fig 4. 

D. References 
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Camera Calibration, IEEE Trans. on Patt. An. and Machine 
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From movement analysis to computer assisted 
surgery, a forty years long path toward new 

technologies 
G. Ferrigno1 
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Rehabilitation robotics emerged as a novel application area 
in the healthcare domain for robotics and automation 
technology in the late ‘90s, when the first trials on human 
subjects were carried out. 

After more than 20 years since that time, this technology is 
still gaining increasing popularity for attracting research 
interests, clinical developments and industrial exploitation of 
cumulative findings on efficacy of robot-mediated therapy of 
a variety of muscoloskeletal disorders and neuromotor 
diseases. 

Nevertheless, effectiveness and cost-effectiveness of those 
solutions which were used for implementing significant 
clinical applications are in many cases still quite weak or 
questionable, when structured techniques, such as systematic 
review and meta-analyises, for such evaluations are applied. 

Starting from a critical overview of the main current 
scientific and technological limitations of the achievements 
to-date, this talk will present and discuss some of main open 
research challenges, covering both the area of functional 
recovery and of functional substitution.  

Examples and case-studies being carried out at the 
Research Unit of Biomedical Robotics and Biomicrosystems 

of the Campus Bio-Medico University of Rome on some of 
these research challenges, such as non-anthropomorphic 
wearable machines, bio-cooperative controllers and intuitive 
human-machine interfaces, restoration of sensory feedback 
and learning capabilities (e.g. via neural interfaces), tele-
rehabilitation and more, will be briefly introduced to support 
the proposed research roadmap for the next evolutions of 
rehabilitation robotics. 

Finally, the talk will discuss the main reasons why, when 
observed from a genuine clinical  perspective, the trajectory 
of rehabilitation technology appears far from reaching its 
maturity yet. To this aim, a recent, yet preliminary, Health 
Technology Assessment (HTA) study of rehabilitation 
robots, with a specific focus on solutions for the lower limb 
therapy, will be presented in order to outline the key 
importance of improving the quality of translational research 
and clinical trials on rehabilitation robotics technology so to 
fully demonstrate its cost-effectiveness and sustainability, 
and to pave the way for a massive development and 
deployment to the healthcare arena of these innovative 
solutions, which has the potential to generate a dramatic 
social and economic impact. 

Open Research Challenges in Rehabilitation 
Robotics 

E. Guglielmelli1 

1 Research Unit of Biomedical Robotics and Biomicrosystems 
Campus Bio-Medico University of Rome, Italy 
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Tissue engineering has become a new promising field of 
research with high prospects of being able to generate any 
kind of tissues at will. However, after more than ten years of 
research little is still known on the exact mechanisms of 
interactions between cells, biomaterials and external stimuli. 
One of the important processes affecting cell behavior is 
mechanotransduction, i.e. how the mechanical loading 
applied on the body is translated onto the cells. In order to 
better understand this load transfer computational models are 
being developed. Based on some mechanoregulation laws, 
the migration, proliferation and differentiation of cells can be 
predicted. In this study the simulation of cell seeding in a 
tissue engineering scaffold will be presented. It is shown how 
the macroscopic external loading applied onto the scaffold is 

of a different magnitude than the microscopic loading 
transduced at the scale level. A new methodology to simulate 
cell seeding enables to predict cell distribution within a 
scaffold and to optimize cell seeding as a function of cell 
density, pore shape and pore size. A single cell finite element 
model will also be presented to show the contribution of each 
component of the cytosleleton structure. In conclusion 
computational models are useful to optimize the cell seeding 
process depending on the type of scaffold chosen and in 
calculating the local mechanical stimuli affecting cells while 
it is practically impossible to measure it experimentally. It is 
believed that such approach will provide in the future a 
rationale for the consistent design of tissue engineering 
scaffolds. 

 

A multiscale biomechanical study to investigate 
the influence of mechanical loading in additive 

manufacturing scaffolds 
D. Lacroix1 

1Department of Mechanical Engineering, University of Sheffield, United Kingdom 
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Biomaterials are no longer considered innate structures and 
using functionalisation strategies to modulate a desired 
response whether it is a host or implant is currently an 
important focus in current research paradigms. 
Fundamentally, a thorough understanding the host response 
will enable us to design proper functionalisation strategies. 
The input from the host response needs to be weighed in 
depending on the host disease condition. In addition 
biomaterials themselves provide immense therapeutic 
benefits which needs to be accounted for when using 
functionalisaton strategies. Using functionalisation strategies 
such as enzymatic and hyperbranched linking systems, we 
have been able to link biomolecules to different structural 
moieties. The programmed assembly of biomolecules into 
higher-order self-organized systems is central to innumerable 
biological processes and development of the next generation 
of functionalized scaffolds. Recent design efforts have 
utilized a devolopmental biology approach toward both 

understanding and engineering supramolecular protein 
assemblies. Structural moieties have taken a variety of 
different forms such as nanofibers and nanoparticulate. This 
approach has resulted in functionalisation of micro and 
nanoparticles with biomolecules that include designed 
peptide motifs, growth factors and a multitude of gene vector 
systems. In addition, nature itself has abundant structural 
complexity that can be harnessed for targetted clinical 
applications. This talk will elucidate some of these ongoing 
strategies in our laboratory. 
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Many therapeutic applications of stem cells require 

accurate control of their differentiation. To this purpose there 
is a major ongoing effort in the development of advanced 
culture substrates to be used as “synthetic niches” for the 
cells, mimicking the native ones. The goal of the project 
NICHOID is to use a synthetic niche cell culture model to 
test my revolutionary hypothesis that in stem cell 
differentiation, nuclear import of gene-regulating 
transcription factors is controlled by the stretch of the nuclear 
pore complexes. If verified, this idea could lead to a 
breakthrough in biomimetic approaches to engineering stem 
cell differentiation. 

The NICHOID team (Fig. 1) investigates this question 
specifically in mesenchymal stem cells (MSC), because they 
are adherent and highly mechano-sensitive to architectural 
cues of the microenvironment. To verify my hypothesis we 
will use a combined experimental-computational model of 
mechanotransduction. We will a) scale-up an existing three-
dimensional synthetic niche culture substrate, fabricated by 
two-photon laser polymerization (Fig. 2),  b) characterize the 
effect of tridimensionality on the differentiation fate of MSC 
cultured in the niches, c) develop a multiphysics/multiscale 
computational model of nuclear import of transcription 
factors within differentially-spread cultured cells, and d) 
integrate the numerical predictions with experimentally-
measured import of fluorescently-labelled transcription 
factors. 

Ground-breaking nature of the research and its potential 
impact 

The use of two-photon laser micro/nanofabrication 
technologies for controlling the geometry of the synthetic cell 
niches is very innovative and could highly impact the field of 
cell culture technology. Two-photon laser polymerization is 
the only existing microfabrication technology allowing the 
control of fully-3D arbitrary microarchitectures with a 
resolution down to 100 nm. This allows fabricating 
architectural features of the cell adhesion substrate (such as 
micro-trusses, micro-pillars etc.) at a scale able to condition 
the adhesion configuration of single cells. For this reason, it 
holds a huge potential in the field of cell bioengineering. For 
example, it could allow the fabrication on an industrial scale 
of niche-patterned culture substrates integrated in standard 
multi-well culture plates. 

Synthetic niches hold the potential to become the culture 
tool to control the long-term maintenance of multipotency or 
to promote lineage-specific differentiation of therapeutic 
cells. For example, MSC from patients could be expanded in 
the niches with a high efficiency while maintaining their 
multipotency, and used for therapies. Alternatively, expanded 

cells could be further maintained in culture until the 
formation of aggregates, which could be harvested and 
delivered repeatedly, while cells with higher "stemness" are 
maintained in culture within the niche substrate.  

A new research field that could be impacted by the ground-
breaking nature of the synthetic niche model, is fate control 
of Induced Pluripotency Stem (iPS) cells. Despite the high 
potential of iPS to revolutionise medicine, to date there exist 
very few successful re-differentiation protocols towards 
mature phenotypes for these cells. Neurobiology is the only 
field where stable differentiation protocols are present. This 
project could produce the knowledge and a technology to 
direct the differentiation of iPS to lineages other than neural 
and potentially bring iPS to an application in the clinical 
field. 

The synthetic niche substrate could be a valid model to 
study niche-dependent stem cell types, other than MSC. For 
example, hematopoietic stem cells would be highly useful to 
model leukaemia-related pathologies and to test therapeutic 
candidates in vitro, but these cells alter their functionality 
when separated from the supporting cells of their native bone 
marrow niche. The artificial niche substrate, conveniently 
seeded with supporting cells, could provide an adequate 
culture model for hematopoietic stem cells, and for other 
stem cell types with similar limitations as well. 

The mechanobiological model object of the NICHOID 
project could also be used to study the nuclear 
mechanosensing responses in pathological states. If my 
central hypothesis will be verified, unconventional cell 
properties correlating the nuclear membrane structure to its 
permeability (including structural proteins of the 
cytoskeleton, of the nucleus, of the nuclear membrane, and of 
the nuclear pore complexes) could become crucial new 
targets in cancer research. Also, culture of cancer cells on the 
synthetic niche substrate could induce different cell spreading 
states reproducing physical cues of tumour regulation 
provided by the perivascular niche. The mechanobiological 
model to be developed within this project can be used to set 
up an unconventional "physical" model for the metastatic 
niche of cancer cells, to explore their switch from dormancy 
to metastatic growth, as a function of the mechanical 
environment. 
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Fig. 2.  A. Set-up for nanofabrication by two-photon laser polymerization. B. Nuclei of MSC cultured on the 
synthetic niche substrate. C. Individual “nichoid” populated by cells. D. Individual MSC colonies forming in 
the nichoids.  

 
 
Fig. 1.  The research team of the NICHOID project. From left to right: Michele Nava (bioengineer), Manuela 
T. Raimondi (bioengineer), Barbara Bonandrini (cell biologist), Emanuela Jacchetti (biophysicist), Marta 
Tunesi (bioengineer), Lucia Boeri (molecular biologist) and Alberto Garcia Gonzalez (computational 
mechanist). 
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I. INTRODUCTION 
Animal experimentation plays an essential role in biological 
research, as it enables the direct investigation of fundamental 
mechanisms that would be difficult or impossible to explore 
in vitro.  Animal experimentation is also used in the pre-
clinical assessment of the safety and efficacy of new 
interventions, whether pharmaceuticals or medical devices.  
While the uses frequently involve the same methods and 
protocols there is a fundamental difference, that is frequently 
neglected. 

In fundamental research animals are reference organisms; 
what we observe is true for that particular species. In the pre-
clinical assessment of biomedical products, the animal 
experiment is a model of what would happen if the product 
was used on humans. This is a foundational difference: in the 
latter case there is no inherent truth content in what we 
observe in the animal; case by case we must demonstrate that 
such animal model is predictive of what would happen in 
humans under the same conditions. 

Another important requirement that applies to any scientific 
experiment, and thus also to animal experimentation, is 
reproducibility. As biology become progressively more and 
more quantitative, the concept of reproducibility becomes 
more and more stringent, and the need for reproducible 
quantitative observations in animal experimentation becomes 
a paramount.  

Last, the growing ethical concern associated to animal 
experimentation makes it indispensable to critically revise 
any animal experimentation to see where it is possible to 
reduce, refine (in the sense of reduce the associated 
suffering), and even replace it. 

In this context we critically revised a well-established 
murine protocol for the pre-clinical evaluation of bone drugs.  
The protocol involves 14 weeks female C57BL/6J (BL6) 
mice; the animals are ovariectomised (OVX) under the 
expectation that this will produce a systemic hormonal 
alternation similar to that causing post-menopausal 
osteoporosis; a sham operation is performed on the control 
animals (SHAM), under the expectation that this would 
normalise the response with respect to the effects of surgery. 
Starting from four weeks after surgery some of the OVX 
animals are treated with the drug being tested, typically for 
another four weeks (OVX-INT).  All animals are then culled, 
a long bone (typically the tibia) dissected, and from that a 1-2 
mm3 of cancellous bone are harvested from an epiphysis of 
each mouse.  Tissue specimens are then analysed with micro-
Computed Tomography (microCT), and the resulting images 
analysed with a 3D histomorphometry program, that provides 

quantifications such as Bone Volume Fraction (BV/TV), 
trabecular thickness, etc.  These measurements are averaged 
across each intervention group, and then compared between 
groups. Normally one would expect to find higher values of 
BV/TV in the SHAM group, lower in the OVX group, and if 
the intervention works, higher in the OVX-INT group.  
Typically, between 10 to 50 mice are included in each group, 
to achieve statistical significance, due to the considerable 
inter-subject variability.  

II. MATERIALS AND METHODS 
We replicated a study to investigate the effect of 

Parathyroid hormone (PTH). 30 14-weeks female C57BL/6J 
(BL6) mice were randomly divided in five groups; to the 
three standard groups described above (SHAM, OVX, OVX-
PTH) we added a fourth where the animals were not 
operated, left wild type (WT), and fifth where these WT 
animals were treated (WT-PTH). Using and in vivo microCT 
system (Scanco Viva-80), we examined the whole tibia of 
each animal once per week form the age of 14 weeks, to that 
of 22 weeks. On each microCT we performed a 
quantification of the Bone Mineral Content (BMC) over 40 
anatomical compartments, sot map the BMC changes in each 
animal over time and across the whole tibia.   

III. RESULTS 
 BMC quantifications over the 40 anatomical compartments 

were found much more reproducible than the conventional 
BV/TV quantifications.  Power calculations suggest that this 
new method could reduce of 60% the number of animals 
involved in each study. The accurate and reproducible 
mapping of BMC over time and anatomical space made 
possible to show that the SHAM procedure produces changes 
in BMC over time and space that are not significantly 
different from those observed in WT mice; similarly, the only 
significant difference between SHAM and OVX was found in 
the most proximal region, below the growth plate. WT+PTH 
data showed for the first time how the PTH produce its 
anabolic effect, first affecting the most proximal regions near 
the growth plate, and then over time producing an increase in 
BMC also in the most distal regions.  

IV. CONCLUSION 
An accurate and reproducible quantification of BMC over 

space and time showed that SHAM surgery is, in this 
particular animal model, unnecessary; it also questioned the 
efficacy of OVX to provide a credible model for osteoporosis 
as observed in humans. 
 

The use of animal-specific modelling to reduce, 
refine, and replace animal experimentation  

M. Viceconti1 
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Abstract—The aim of this study was to generate a novel 
orthotopic mouse model of human follicular thyroid 
carcinoma using a High Frequency Ultrasound-guided 
injection system. Since the “three Rs“ concept is gaining 
much more importance in all experimental animal 
models, our effort was targeted to reduce the number of 
animals needed in each experiment without lowering the 
statistical power of the recorded data. Preclinical imaging 
is an invaluable aid in this perspective, allowing 
longitudinal studies and to reduce the number of animals 
necessary to gain scientific results. On the other hand, 
instruments implementation, both on the hardware and 
software point of view, need to be as fast as researchers’ 
demands. We describes the development of a HFUS-
guided orthotopic injection procedure of Thyroid 
Carcinoma cells in the murine thyroid, in place of the 
much more invasive surgical technique. 
Keywords—HFUS, mouse models, technological progress, 

three Rs. 

I. INTRODUCTION 
Thyroid carcinoma is the most common endocrine 

malignancy, with an increasing incidence worldwide [1]–[3]. 
In recent years, considerable efforts have been made to 
develop genetically engineered, xenograft and orthotopic 
mouse models of thyroid carcinoma in order to study the 
drugs effectiveness [3]–[5]. Orthotopic tumor models are 
more cumbersome to develop, but they allow cell growth 
directly in the organ of origin and can recapitulate metastatic 
behavior with sufficient penetrance and reproducibility [6]–
[11]. 

High-frequency ultrasound (HFUS) is widely employed as 
a non-invasive method for imaging anatomic structures in 
mouse models of disease [12]–[15]. HFUS has the ability to 
detect structures as small as 30 lm, which is a property that 
has been exploited for thyroid visualization and analysis in 
mice [16]. 

The three Rs concept is gaining importance in all animals’ 
experimental models. In this perspective our efforts are 
aimed to reduce both the number of animals and the 
discomfort level felt by the animals. Hence, this work 
describes the development of a HFUS-guided orthotopic 
injection procedure of different Thyroid Carcinoma cell lines 
in the murine thyroid, in place of the much more invasive 

surgical orthotopic injection. 

II. MATERIALS AND METHODS  
The animal protocols used in this work were evaluated and 

approved by the Animal Use and Ethic Committee (OPBA) 
of CEINGE, Biotecnologie Avanzate (Naples, Italy; Protocol 
15/2/14_n 3). All of the procedures described here were 
performed under general anesthesia with isoflurane in oxygen 
(induction phase: isoflurane 4% in oxygen 0.8 L/min; 
maintenance phase: isoflurane 2% in oxygen 0.8 L/min). 

HFUS equipment, specifically Vevo 2100 (VisualSonics 
Inc., Toronto, Canada), with a multifrequency (22–55 MHz) 
probe (MicroScan® MS550D, VisualSonics Inc.) was used in 
all procedures. Each mouse (n = 20) was positioned in dorsal 
recumbency on the handling table of the Vevo imaging 
station (Vevo Integrated Rail System III; VisualSonics Inc.), 
and a thick pad of warm gel was placed over the ventral 
aspect of the neck to provide a coupling medium for the 
transducer. 

Once the thyroid gland was identified in the transverse 
plane, the syringe, which was mounted on the injection 
mount of the Vevo Rail System, was slowly advanced until 
the needle tip entered the field of view, and its position was 
adjusted using the micro-manipulation mechanical controller. 
The needle was further advanced using the 
micromanipulation controls until the tip was within the 
thyroidal parenchyma; at this point, the cells were gently 
injected. Mice were left to recover from anesthesia. 

 

III. DISCUSSION 
Having a reliable and reproducible animal model of thyroid 

cancer is an important step in the testing and development of 
novel therapeutics. Transgenic models are valid systems for 
preclinical tests to evaluate the feasibility, efficacy, and 
safety of new therapies against thyroid cancer, but one 
obstacle is the high costs related to transgenic mice compared 
with orthotopic models [17]. Furthermore, the development 
of new drugs often requires a high number of animals for 
testing [18]. Orthotopic models of thyroid cancer are an 
important tool in developing novel therapeutics because they 
more closely reflect the biological and morphological 

High Frequency Ultrasound-guided procedures 
for the three Rs concept application. 
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features of cancer growth and metastasis in humans, and they 
will better predict potential clinical activity [6], [11]. 

Considering the “three Rs” concept, and the growing 
empathy and ethical doubts of the public opinion on 
experimental animals, researchers are directing their efforts 
in experimental designs and settings able to minimize the 
number of animals in each experimental procedure. In this 
perspective, preclinical imaging procedures allow 
longitudinal studies, which consent an excellent statistical 
power lowering the number of animals needed for each 
experiment, without the necessity to execute hystology at 
different time points.  

In conclusion, we have shown that it is possible to induce 
an orthotopic model of thyroid cancer. This was possible 
thanks to the advancement of technology and to the efforts of 
researchers aimed at finding less invasive methods that 
optimize scientific results. Collaboration between physicists, 
engineers, chemists, biologists and veterinary doctors is 
paramount to accelerate and direct the hardware, software 
and technological implementations. Further investigations 
will be done to evaluate the reproducibility and repeatability 
of our methods and to translate it to other animal models of 
human cancer.  
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Fig. 1.  HFUS-guided injection. Real time HFUS image of the FTC cells injection in the right thyroid lobe. On the left, the 
oblique hyperechoic line is the needle in the ultrasonographic field of view. On the right a dimension scale in millimeters.  
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Abstract—Visual analysis still represents the gold-standard 
for CT image interpretation, conveying crucial information 
regarding the diagnosis and prognosis of lung cancer. 

This work presents the first automatic approach to quantify 
and classify the lung tumour heterogeneity based on dynamic 
contrast enhanced-CT (DCE-CT) image sequences, so as it is 
performed through visual analysis by expert. 
Keywords—Image processing, heterogeneity, quantitative 

imaging, oncology. 

I. INTRODUCTION 
n the oncologic field, tumour heterogeneity involves 
multiple levels, ranging from genetic to phenotypic 
variations [1], the latter being often investigated through 

medical imaging devices, CT included [2]. Visual assessment 
with CT modalities represents the basis for the analysis of 
tumour heterogeneity [3], which is an important prognostic 
factor, strongly associated with tumour malignancy [4].  

The upgrade of CT technology, both in terms of number of 
detectors and gantry rotation speed, made these devices also 
suitable for functional analyses [5]. Dynamic contrast 
enhanced-CT (DCE-CT) yields functional maps [6] whose 
heterogeneity degree is primarily evaluated through visual 
assessment [7].  

This work, the first in DCE-CT, presents an automatic 
methodological approach to classify the intra-tumour spatial 
(morphological) heterogeneity present in NSCLC lesions as 
performed by expert radiologists through visual analysis. In 
the age of personalized medicine, a non-invasive and 
automatic method to assess tumour heterogeneity can yield a 
clinical benefit. 

II. MATERIALS AND METHODS  

A. DCE-CT protocol and image acquisition 
37 datasets referring to 13 patients with NSCLC (age range 

36-81 years) were considered. Each patient underwent axial 
DCE-CT, performed on a 256-slice CT system. This study 
was approved by the medical ethics committee. 

An initial low-dose, unenhanced full-body CT scan is 
performed to identify the target lesions. For each lesion, 
regions of interest (ROIs) are manually outlined by the 
radiologists in those slices where the clinical features are 
considered as being the most representative ones (the so-
called “reference” slices). 

Then, soon after administering 50 mL of contrast agent at 
5 mL/s, the same volume section (55 mm of z-coverage, 11 
slices) is repeatedly scanned over time for 25 s at 0.8 Hz (80 
kV, 250 mA) and the voxel-based tissue time-concentration 
curves (TCCs) signals (in Hounsfield Units, HU) of the 

reference slices are generated. In practice, the TCC of each 
voxel is represented by the collection of 20 attenuation values 
of the discrete temporal signal representing the dynamic 
evolution of the tracer in that voxel.  

B. Heterogeneity taxonomy 
At present, there is not any ground truth reported in the 

literature as a visual reference for the morphological 
heterogeneity degrees of lung tumour tissues. The evaluation 
of the heterogeneity is still left to the subjectivity of 
radiologist’s assessment.  

Nevertheless, assessing the heterogeneity in an objective 
manner represents the first step of any subsequent automatic 
image analysis procedure. To this purpose, a proper 
heterogeneity taxonomy was defined in agreement by two 25-
year experienced readers, based on a 3-point scale: 

• homogeneous pattern (Type 1), where the lesion tissue 
does not present heterogeneous regions; 

• micro-inhomogeneous pattern (Type 2), where regions 
with different point densities are homogeneously 
distributed over the entire lesion; 

• macro-inhomogeneous pattern (Type 3), characterised 
by the presence of one or more homogeneous regions, 
markedly different from the background (generally 
represented by low-density necrotic regions). 

C. Spatio-temporal indexes 
The two indexes we conceived are computed on the DCE-

CT sequences for each reference slice by studying, for each 
ROI, the TCCs group properties within local windows W(x,y) 
of size w×w, centred on the slice coordinate (x,y), whose 
values in the image domain are denoted by ΩW. 

Let σ(ΩW(m)) be the spatial standard deviation of the TCC 
values assumed in W(x,y), at the generic time sample tm. The 
following indexes have been analysed on the whole sequence 
of the reference slice:  

• MS, the temporal mean value of σ(ΩW(m)) values; MS 
was conceived to provide an estimate of temporal 
persistence of local spatial homogeneity;  

• SS, the temporal standard deviation of σ(ΩW(m)) 
values; SS quantifies the temporal stability of local 
texture. 

D. Single-feature analysis 
MS and SS represent the first two feature considered for 

heterogeneity analysis. As regards MS, low values point out 
regions that keep locally homogeneous over time, while high 
values highlight voxels belonging to a heterogeneous tissue, 
characterised by a constant or a variable enhancement. 
Instead, SS shows low values when the local spatial 
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heterogeneity in DCE-CT sequences  
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distribution of the contrast agent has a time steady dispersion, 
that is the TCCs' family is characterised by a temporal 
coherence of spatial properties of tissue, whether it is 
homogeneous or heterogeneous one. High SS values may 
occur when voxels belonging to different structures fall into 
the same window W, for instance, in case of a not negligible 
motion, or when the local enhancement changes dynamically, 
as in presence of blood vessels. 

The outcome of each index was also represented by means 
of colorimetric maps as shown in Fig. 1. 

E. Multi-feature analysis 
The joint behaviour of the single indexes was explored by 

2D feature analysis, implemented through unsupervised 
classification. k-means clustering algorithm was used to find 
out k=4 groups of voxels, with similar SS and MS behaviour. 
As shown in Fig. 2 (left), results are also given using a 
colorimetric cluster mask, CM, representing the third feature. 

III. ASSESSMENT OF RESULTS 

A.  Generation of ground truth 
For each examination, two experienced radiologists 

visually scored the most representative slices using the 
heterogeneity degree previously defined. After that, they 
detected and outlined the heterogeneity regions represented 
by anatomical structures and physics-based artefacts too. 

Usually, vessels and bronchi are well identifiable, as 
reported at left in Fig. 1 e Fig. 3, while detecting artefacts and 
necrotic regions is much harder and, even when succeeding, 
both boundaries and extent are detected with poor accuracy. 

B. Visual analysis 
A similar analysis was performed for the colour maps of 

the indexes we conceived. In this case, the regions on the 
maps which appear spatially semantically coherent were 
manually bounded and outlined, while for the colour masks, 
resulting from the clustering of the spatio-temporal indexes, 
the regions with uniform colours were directly considered. 

Then, each map and each mask was assigned a visual score 
with the same 3-point scale previously used. 

At the beginning, we hypothesised to perform an automatic 
matching between manual and computed ROIs. However, 
because of the uncertainty in delineating necrotic regions and 
artefacts, the matching of these regions was performed 
visually, by considering a “hit” when the ROIs of ground 
truth and those of features at least partially overlap. 

IV. RESULTS 
In order to assess the performance of SS, MS and CM, a 

multiple binary classification test according to the one-vs.-all 
strategy was carried out. The capability of a single feature to 
discriminate one class from the remaining ones is assessed 
through using the well-known 2×2 contingency table and 
analysed in terms of sensitivity (SE) and specificity (SP).  

SS results extremely specific for the three types of 
heterogeneity, producing the best results for Type 1 
(SP=93%) and Type 3 (SP=90%), and also resulting highly 
sensitive (SE≥75%). In particular, in terms of sensitivity it 
produces the best results for Type 2 (SE=86%). 

MS is highly specific for Type 2, but it is not sensitive 
enough. On the contrary, it produces good results in terms of 

sensitivity and specificity, for Type 1, while it results quite 
specific, but not sensitive enough, for Type 3. 

CM returns the same good results as MS for Type 1. As 
regards Type 3, it results less specific than the other features 
and more sensitive than MS, showing in this case the same 
result as SS. As for Type 2, it shows the highest specificity 
values among these features (SP=97%), but it results to be 
poorly sensitive, similarly to MS and differently from SS.  

Therefore, MS is a useful index, which can be used as a 
support to reinforce the results of SS through the construction 
of CM. Meanwhile, SS alone appears to be effective in 
recognising these three types of heterogeneities, even the 
most indefinite micro-inhomogeneous tissue. 

V. CONCLUSION 
As expected Type 1, because of its intrinsic homogeneity, 

is simpler to be identified by all the features. Type 2 is better 
identified by SS, which results more sensitive to highlight 
different structural inhomogeneities, showing high values 
when the local range of HUs is not preserved over time. In 
addition, MS and CM fail to detect the heterogeneity 
belonging to this type, which is identified with the greatest 
uncertainty even by the radiologists themselves. As far as 
Type 3 is concerned, it is better identified by SS and CM.  

Usually, bronchi, blood vessels and haemorrhages are 
perfectly reproduced by the colorimetric maps of all features, 
while the hypodense necrotic regions outlined by radiologists 
have a weak correspondence with our feature’s regions. 
Nonetheless, it is worth noting that the extent of these regions 
cannot be clearly outlined even by radiologists (Fig. 4).  

This is the first work using sequences of DCE-CT to assess 
the morphological heterogeneity of lung tumours. The indices 
computed on the TCC signals proved to be effective to 
describe and measure the heterogeneity features visually 
detected by radiologists. Indeed, the approach developed 
permits an automatic classification of heterogeneities, with a 
high certainty degree (minimum SP ≥ 0.90) for all types, with 
a good sensitivity (minimum SE ≥ 0.75).  

The main advantages of our approach include the 
introduction of objectivity in a crucial visual assessment task 
to assist radiologists in daily clinical activities and the 
possibility to exploit heterogeneity information within an 
automatic software pipeline.  
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Fig. 1.  Ground truth (left), colorimetric maps of SS (middle) and MS (right). 

 
 

Fig. 2.  MS–SS scatter plot (left) and its respective clusters mask (right). Data have been partitioned into four clusters, mapped 
by the red, blue, green and cyan colours, respectively. 

 

 
 

Fig. 3.  Ground truth (left), colour mask of CM (middle), MS-SS scatter plot (right). 
 

 
 

Fig. 4. Ground truth (top left), colorimetric map of SS (top right), colorimetric map of MS (bottom left), colour mask of CM 
(bottom right). 
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Abstract—Imaging neural structures in their native 3D 
arrangement may help our understanding of brain, since several 
studies available in the literature confirm the close relationship 
between cerebral architecture and function.  

To this end, a new workflow is designed to obtain faithful 
information on the 3D structure of neurons from L7GFP mice 
brain slices treated with CLARITY2 protocol. CLARITY-
treated tissues are optically transparent and compatible with 
most of the classical microscopy techniques. A Smart Region 
Growing algorithm based on local features of the image 
intensity value histogram was then developed. The algorithm 
was tested on confocal datasets of Purkinje cells (PCs) from 
L7GFP clarified mice cerebellum. Single PCs were identified 
and isolated within their 3D environment. Preliminary results 
on neural morphology, such as the planar development of such 
cells are in agreement with previous knowledge available in the 
literature. The validation of the algorithm is then discussed.  
Keywords—CLARITY, confocal imaging, 3D segmentation. 

I. INTRODUCTION 
EURONAL morphology and connectivity are the drivers 
of higher level brain function. Thus targeted 

investigations on neuronal morphometry might help unravel 
the link between cell morphology and neurologic diseases 
[1]. To unravel the neuronal structure-function relationship, it 
is necessary to study intact neurons within their native three-
dimensional environment. Although confocal microscopy can 
be used to image tissues in 3D, light scattering and 
absorption limit the usefulness of this approach. Recently, 
optical clearing methods have been developed to overcome 
these limiting factors. The recently reported CLARITY 
method [2] is one of the most suitable approaches to generate 
transparent tissues, while preserving native structure. 
Moreover, CLARITY-treated tissues are compatible with 
classic fluorescence microscopy techniques. However, even 
when dealing with clarified tissues, 3D neuronal 
segmentation still represents a formidable challenge. 
Datasets, algorithms and algorithm-validation remain open 
issues within the context of 3D tracing.  

Here, we propose an approach to isolate single neurons in 
their native environment from single photon confocal 
datasets from tissues treated with the CLARITY method. 
This approach is based on a region growing procedure that 
takes into account both local properties of signal intensity. 
Tissue treatment, image acquisition, image pre-processing 
and 3D neuron segmentation are described to define a 
workflow for 3D feature extraction. Preliminary results of the 
algorithm applied on confocal datasets of Purkinje cells (PCs) 
from L7GFP clarified mice cerebellum are reported.  

II. THEORETICAL BACKGROUND 

A. Confocal image acquisition characteristics and limitation 
Two different sources of signal variability can be found in 

single photon confocal microscopy images. The first is 
related to light attenuation across the sample, and results in 
different image intensity at different depths in the sample 
(Fig. 1). In fact, the light emitted from the target falls off 
through the sample according to the Lambert-Beer’s law (1). 

zkeIzI λ−= 0)(                                 (1) 
Where I0 is the initial light intensity, kλ is the attenuation 
coefficient at the specific wavelength λ and z is the thickness 
of the specimen [3].  

Another source of signal variability is related to the non-
uniform distribution of fluorescent cells throughout the 
sample, which adds in-plane differences to the signal (Fig. 2). 

B. Region growing approaches for neuron segmentation 
Region growing algorithms are simple region-based image 

segmentation methods. These methods are used to separate 
regions with similar characteristics within images following 
two fundamental principles: the selection of a seed and the 
definition of a homogeneity predicate. The basic idea is to 
grow a region starting from a “seed” pixel or voxel and 
labeling each neighbor pixel of a Region of Interest 
according to similarity criteria. The process is iterated until 
there are no more labelable pixels. The homogeneity criterion 
can be based on similarity or discontinuity measures. The 
robustness of seed-based techniques is general affected by the 
signal intensity and presence of noise. However, these 
approaches are computationally efficient, thus encouraging 
researchers to develop techniques to overcome the above 
mentioned difficulties [4]. When it is necessary to handle 
images with intensity inhomogeneity, as those coming from 
confocal imaging, region growing schemes based on local 
features of the histogram represent a robust approach to 
segmentation. These methods are based on model fitting 
procedures which describe local image intensities with 
Gaussian distributions with different means and variances 
[5]. 

III. METHODS 

A. Tissue treatment and image acquisition 
L7GFP mice were obtained from the laboratory of 

Farmacologia e Tossicologia, Facoltà di Medicina, University 
of Pisa, Italy. The experiments were conducted in conformity 
with the European Communities Council Directive of 24 
November 1986 (86/609/EEC and 2010/63/UE) and in 
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agreement with the Italian DM26/14. Experiments were 
approved by the Italian Ministry of Health and Ethical 
Committee of the University of Pisa. Murine brain was 
treated according to the CLARITY2 protocol [6]. Mice 
cerebellum was cut into 1 mm thick slices with a LEICA 
VT1200S Vibratome. Hydrogel-embedded slices were kept 
in the CLARITY clearing solution at 37 °C for 5 days to be 
clarified. Image stacks from clarified slices were acquired 
using a Nikon A1 confocal microscope. Acquisition settings 
are shown in Table 1.  

B. Image pre-processing 
Confocal image stacks were filtered with a 3x3x3 pixel 

sized median filter in order to reduce noise and spikes. Then, 
an interpolation to cubic voxels was performed. All pre-
processing steps were implemented within Matlab [7]. 

C. Smart region growing algorithm (SmRG algorithm) 
Confocal datasets from fluorescent specimens are 

characterised by a great spatial variability in terms of pixel 
intensity. One approach for facing this issue is the use of a 
locally adaptive thresholding for the segmentation of neural 
structures. In this work, a local histogram-based region 
growing algorithm was developed. The background and 
neuronal tissue-related signals show a bimodal intensity 
distribution. Specifically, the background signal is 
characterized by a unimodal distribution with lower signal 
intensity with respect to neuronal tissue. The intensity 
distribution of neuronal tissue signal shows a higher 
dispersion with respect to the background distribution. 
Moreover, the samples we analyzed showed a quite flat 
signal distribution characterized by a low peak. For this 
reason, the use of model fitting procedures as Gaussian 
mixture models is not feasible. We propose to determine a 
local threshold to distinguish background and neuronal 
tissues looking at the derivative of the intensity histogram. 
Specifically, a histogram-knee is defined as the first 
minimum of the histogram, after the first histogram peak. 
The histogram-knee is estimated locally on a 16x16x16 pixel3 
sub-volume. The histogram-knee separates the two classes of 
pixels within the image, neuron and background, and 
therefore represents the homogeneity predicate for the region 
growing procedure. If a pixel lies on the left of the knee it 
will considered as a background pixel, while if it does not it 
will belong to the neuron pixels. The region growing process 
starts by selecting a pixel belonging to a particular soma. A 
cubic sub-volume is centered around the selected initial seed 
and the histogram-knee calculation is done. At this point the 
26 neighbor pixels of the seed are classified as background or 
neuronal tissue. This procedure is repeated for each new pixel 
belonging to the neuronal tissue if a condition of distance is 
met. Specifically, the knee value is calculated if the distance 
from the pixel of the last knee-estimation is bigger than 5 
pixels (3µm). The region growing process ends when there 
are no more pixels which satisfy the previous conditions. The 
entire work-flow of the PCs tracing in described in Fig. 4.  

IV. RESULTS AND DISCUSSION 

A. PCs tracing  
Confocal datasets of CLARITY-treated L7GFP mice 

cerebellum were analyzed in order to isolate single PCs. The 
proposed approach allowed the isolation of single neurons, 
although in some cases two or more neurons were merged. 

  Interestingly, the segmented PCs showed a planar 
distribution of the dendritic tree as described in the literature 
[1].  

An objective validation of the proposed approach is still 
lacking. Specifically, it was not possible to validate our 
results against other standard tools as the Vaa3d and 
Tree2Tree that have been suggested as a ground truth for 
neuron segmentation. In fact, the latter approaches did not 
provide acceptable results on our CLARITY-treated tissues. 
Other approaches will be pursued in the future such as those 
based on manual segmentation by experts, although this 
operation cannot be easily performed given the high dendrites 
density. In this work, we checked the segmentation quality at 
the soma’s level. The radii of different somas, from the 
original and segmented images, were estimated with a Matlab 
command implementing the Hough’s transform. No 
statistically significant differences were found between the 
two sets of radii (Fig. 5).  

V. CONCLUSION 
The aim of this work was to define an innovative method to 

study neuron morphology in their native 3D arrangement. 
The use of tissue clearing techniques was integrated with 
image processing algorithms to trace single Purkinje neurons 
from 3D confocal image stacks of clarified mice cerebellum. 
In order to study the morphology of single PCs from the 
acquired images, a Smart-Region-Growing algorithm based 
on local features of the histogram was developed within the 
Matlab environment. Preliminary results showed that the 
SmRG algorithm can isolate single neurons with their 
characteristic planar structure. Future developments will 
pursue an objective validation of the algorithm.  

The approach described here may be helpful for the study 
of those neurologic diseases which involve neurons at the 
morphologic level, such as Parkinson’s, Alzheimer and 
Autism [8]. This should be possible analysing morphological 
features from segmented neurons. 
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Fig.  1.  Example of intensity variability. Confocal image and relative 
histogram for z = 0 (left) and z = 100um (right). 
 
 

 
 
Fig.  2.  In-plane signal differences due to biological variability. 
 
 
 
 
 
 
 
 
 
 

 
Fig.  3.  Histogram-knee on a 16x16x16 pixel3 sub-volume.  
 

 
Fig.  4.  Workflow. Mice (1) are treated in order to obtain cerebellum 
hydrogel-embedded slices (2). Slices are clarified (3). At the 5th day of 
clarification confocal stacks are acquired (4). 3D reconstruction of stacks (5) 
and pre-processing steps are applied (6). The SmRG algorithm is run (7) and 
a visual check of segmented structures is done both in ImageJ (8a) and in 
Matlab (8b). Morphological parameters are extracted. 
 

 
Fig.  5.  Residual error estimation for n = 20 somas. The residuals are the 
difference between soma radii in the original image and soma radii in the 
segmented image. Maximum percentage error = 14%. 

TABLE I 
CONFOCAL ACQUISITION SETTINGS  

Parameter Value Units 

Magnitude 40x  

Grid 512x512 pixel 

Pixel Size 0.62 µm/pixel 

Laser Power 4.84 pW 

Emission 
wavelength 488 nm  

Excitation 
wavelength 502 nm  

z-Step 1.2 µm 
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Abstract—Mild cognitive impairment (MCI) often occurs in 
patients with cerebral small vessel disease (SVD) and diffuse 
hyperintensities of cerebral white matter (WM) in T2-weighted 
magnetic resonance images. In MCI due to SVD, a major aspect 
of cognitive impairment lies in the impairment of executive 
functions. In this context, the Stroop test is often employed in 
probing executive functioning. Since MCI due to SVD has been 
hypothesized to result from WM tract damage, it can be 
characterized through diffusion tensor imaging (DTI), an MRI 
technique which permits in-vivo portrayal of WM tracts. In this 
work, we present a machine learning scheme tailored to 
predicting changes in executive functions (as measured by 
Stroop test) in patients with MCI and SVD. To this end, we 
employ data from 43 MCI patients with SVD and create a set of 
input features by averaging mean diffusivity (MD), fractional 
anisotropy (FA) and mode of anisotropy (MO) maps within 50 
regions of interest (ROIs) located in WM. We then train a C-
SVM classifier while simultaneously optimizing the C parameter 
in a 10-folds nested cross-validation loop, and achieve a 
prediction of impaired performance with high sensitivity 
(82.6%), specificity (90.0%) and accuracy (86.0%). In summary, 
we demonstrate how machine learning techniques can be 
employed in predicting impaired cognitive performance in MCI 
patients with SVD using MRI data alone, and that combining 
multiple DTI-related indexes can provide further improved 
classification performance. 
Keywords—Stroop test, MCI, DTI, machine learning. 

I. INTRODUCTION 
ILD cognitive impairment (MCI) is a transitional state 
between normal ageing and dementia and is thought to 
anticipate dementia. Pre-dementia stages are also know 

to occur in cerebrovascular diseases, and cerebral small 
vessel disease (SVD) is widely recognized as one major 
cause of cognitive impairment [1]. Within the elderly 
population, MCI is common condition in patients with 
diffuse hyperintensities of cerebral white matter (WM) 
[visible in T2-weighted magnetic resonance (MR) images] 
and SVD [2]. In MCI due to SVD, cognitive impairment 
typically includes executive functions, which supervise the 
organization and execution of complex behavior, such as 
response inhibition (selective attention) [3]. The Stroop test is 
one of the most popular and widely employed second-level 
test sensitive to executive functioning [4]. It measures an 
aspect of executive control named interference resolution, 
which in turn involves selective attention [5]. 

In the context of SVD, the manifestation of MCI has been 
hypothesized to be due to WM tracts damage, which can 

result in a so-called disconnection syndrome [6]. Diffusion 
tensor imaging (DTI) is a well-established MR technique for 
in-vivo characterization of directional and overall diffusivity 
of water molecules in WM tracts, and is commonly employed 
to investigate microstructural modifications and their relation 
to neurophysiological mechanisms at the base of various 
neurodegenerative disorders [9]. In this context, machine 
learning techniques have been recently shown to be 
promising tools in neuroimaging data analysis [8]. 

In this study, we propose a machine learning scheme 
aimed at predicting, on a single-patient basis, the impairment 
in executive functions (evaluated by means of the Stroop test) 
in patients with MCI and SVD. For this purpose, we employ 
DTI-derived features as well as the baseline 
neuropsychological data from 43 MCI patients with SVD 
recruited in the RehAtt study [9], whose purpose is the 
rehabilitation of attention in patients with MCI and 
subcortical vascular changes. 

II. MATERIALS AND METHODS 

A. Subjects 
This study was conducted on forty-four elderly MCI 

patients with SVD which were recruited as part of the RehAtt 
trial. Each patient underwent extensive clinical, functional 
and neuropsychological assessment as well as MRI 
examination. One subject was excluded after MRI 
examination (see Section II-C). All further analyses were 
performed on the remaining 43 patients. 

B. Neuropsychological assessment 
All RehAtt participants were evaluated through a complete 

neuropsychological battery including several tests measuring 
executive functions [6], such as the Stroop test [5]. Raw 
Stroop test scores correspond to the time required to 
complete the task, which means lower scores are indicative of 
better performance. 

After the evaluation, Stroop test scores were converted to 
equivalent scores (ES) by means of a quartile-based, 
nonparametric norming method. This methodology allows to 
convert age and education adjusted scores into an ordinal 5-
point scale (ranging from 0 to 4) [9]. 

C. MRI Image Acquisition 
All subjects underwent MR examinations on a 1.5 T 

system including diffusion weighted images, as detailed in 
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[9]. One patient was excluded after MR examination due to a 
technical problem during diffusion weighted acquisition. 

D. Classification tasks 
Since a dichotomic predictive classification between 

normal and impaired cognitive performance would have an 
important impact for clinical purposes, we categorized the 
distribution of the Stroop test performance (reformulated in 
terms of ES), hence exploring the task of classifying ES 0 (20 
patients) vs. 1234 (23 patients). 

E. Image processing 
Diffusion weighted images were processed as described in 

[10] through dedicated software packages in order to 
compute the following DTI-derived indexes: mean diffusivity 
(MD), fractional anisotropy (FA) and mode of anisotropy 
(MO). These maps were then transformed into MNI152 
standard space for subsequent processing. 

F. Features vectors 
Three input feature vectors were created by locally 

averaging MD, FA and MO maps within 50 regions of 
interest (ROIs) defined by the ICBM-DTI-81 atlas (see Fig. 
1). In order to explore the differences in discrimination power 
between different DTI-derived features and their 
combinations, feature vectors composed of  MD, FA, MO, as 
well as all possible combinations of two and three indexes 
were fed into the classifiers (see Table I). 

G. Machine learning scheme 
As base classifier we chose the particular type of kernel 

method machines known as support vector machines 
(SVMs), which have shown high classification abilities in 
neuroimaging applications to several neurological diseases 
[8]. We employed a typical SVM classifier (C-SVM) with a 
linear kernel (which is the internal product between pairs of 
feature vectors). Employing a linear kernel has the major 
advantage of allowing a direct interpretation of the trained 
model with also a reduced model overfit. 

In this study, we trained the SVM classifiers while 
simultaneously optimizing the C parameter of C-SVM, by 
varying its value according to  with 

, in a 10-folds nested cross-validation 
(CV) loop [9]. Performance was quantified in terms of 
sensitivity, specificity and accuracy computed on the test set 
of the outer CV. 

III. RESULTS 
Detailed results for all tests are reported in Table I. The 

best result in terms of sensitivity, specificity and accuracy 
was observed with the combination of MD and MO features 
(sensitivity 82.6%, specificity 90.0% and accuracy 86.0%). 

IV. DISCUSSION AND CONCLUSION  
We have demonstrated the abilities of a machine learning 
scheme in predicting impaired performance in the Stroop test 
score in MCI patients with SVD using DTI data.  In 
particular, we have shown that that MD and MO values WM 
are truly predictive of executive functions. FA values did not 
appear do contribute significantly in the considered 
classification task. This is in agreement with current literature 

in which FA presented lower and less extensive correlations 
with executive functions [10]. Finally, we have shown that, 
while each single-index set of features (apart from FA) 
provides satisfactory discriminatory ability, combining 
multiple DTI-related indexes can improve classification 
performance.  

ACKNOWLEDGEMENT  
This work was supported by Tuscany Region (Italy) and 

Italian Health Ministry (Bando Ricerca Finalizzata 2010, 
Grant number RF-2010-2321706, PI Leonardo Pantoni). 

REFERENCES 
[1] A. Zhou and J. Jia, “Different cognitive profiles between mild 

cognitive impairment due to cerebral small vessel disease and mild 
cognitive impairment of alzheimer’s disease origin”, Journal of the 
International Neuropsychological Society: JINS, vol. 15, pp. 898–905, 
2009. 

[2] L. Pantoni, A. M. Basile, G. Pracucci, K. Asplund, J. Bogousslavsky, et 
al., “Impact of age-related cerebral white matter changes on the 
transition to disability – the LADIS study: rationale, design and 
methodology” Neuroepidemiology, vol. 24, pp. 51–62, 2005.  

[3] E. Salvadori, A. Poggesi, G. Pracucci, D. Inzitari, and L. Pantoni, 
“Development and psychometric properties of a neuropsychological 
battery for mild cognitive impairment with small vessel disease: The 
VMCI-Tuscany study”, J Alzheimers Dis, vol. 43, pp. 1313–1323, 
2015. 

[4] V. Hachinski, C. Iadecola, R. C. Petersen, M. M. Breteler, D. L. 
Nyenhuis, et al., “National institute of neurological disorders and 
stroke-canadian stroke network vascular cognitive impairment 
harmonization standards”, Stroke, vol. 37, pp. 2220–2241, 2006. 

[5] C. M. MacLeod, “Half a century of research on the Stroop-T effect: An 
integrative review”, Psychological Bulletin, vol. 109, pp. 163-203, 
Mar. 1991. 

[6] M. Catani and D. ffytche, “The rises and falls of disconnection 
syndromes”, Brain, vol. 128, pp. 2224–2239, 2005. 

[7] J. Goveas, L. O’Dwyer, M. Mascalchi, M. Cosottini, S. Diciotti, et al., 
“Diffusion-MRI in neurodegenerative disorders”, Magn Reson 
Imaging, vol. 33, pp. 853–876, 2015. 

[8] G. Orrù, W. Pettersson-Yeo, A. Marquand, G. Sartori, and A. Mechelli, 
“Using support vector machine to identify imaging biomarkers of 
neurological and psychiatric disease: a critical review” Neurosci 
Biobehav Rev, vol. 36, pp. 1140–1152, 2012. 

[9] S. Ciulli, L. Citi, E. Salvadori, R. Valenti, A. Poggesi, et al., 
“Prediction of impaired performance in Trail Making Test in MCI 
patients with small vessel disease using DTI data”, IEEE Journal of 
Biomedical and Health Informatics, in press. 

[10] M. O’Sullivan, D. K. Jones, P. E. Summers, R. G. Morris, S. C. 
Williams, and H. S. Markus, “Evidence for cortical “disconnection” as 
a mechanism of age-related cognitive decline,” Neurology, vol. 57, pp. 
632–638, 2001. 

TABLE I 
CLASSIFICATION RESULTS (STROOP ES 0 VS. 1234): 

SENSITIVITY AND SPECIFICITY ARE REFERRED TO THE IDENTIFICATION OF 
STROOP ES 0 GROUP SUBJECTS 

 

Feature 
vectors 

Sensitivity 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

MD 69.6 60.0 65.1 

FA 78.3 10.0 46.5 

MO 65.2 55.0 60.5 

MD + FA 78.3 25.0 53.5 

MD  + MO 82.6 90.0 86.0 

FA + MO 82.6 55.0 69.8 

MD + FA + MO 82.6 70.0 76.7 
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Fig. 1.  Two axial views, at Z = 69 mm and Z = 92 mm (MNI coordinates), of the WM atlas ICBM-
DTI-81, showing a subset of the 50 ROIs, overlaid on the MNI152 T1-weighted standard space. 
Bilateral ROIs are labeled on the right (“-R”) side only. 
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Abstract— In this study we propose a set of digital phantoms 
of lung parenchyma simulating pulmonary emphysema in CT 
imaging using a 2-D finite element (FE) model based on a grid of 
beam elements. We generated 40 models using 4 different 
configurations of parameters with 10 randomizations for each 
configuration, mimicking several pathological conditions. 
Results showed that low-attenuation areas (LAA) images 
obtained from our model output simulate real LAA images as 
well as the LAA cluster size distribution of subjects with 
different emphysema grade. The digital phantoms may be 
efficiently used to test quantitative indexes of emphysema and to 
design realistic physical phantoms of LAA images in CT 
imaging. 
Keywords—digital phantoms, finite element analysis, 

emphysema, simulation. 

I. INTRODUCTION 
OMPUTED tomography (CT) is a well-established 
imaging tool for the in vivo assessment of pulmonary 

emphysema, which appears as lung regions with low 
attenuation areas (LAA). Nowadays, several quantitative 
measurements of emphysema extent are adopted in clinical 
research [1]. Among them, the relative area (RA), defined as 
the percentage of the lung with density values below a given 
threshold, is one of the most common. Also, previous studies 
have shown that the cumulative distribution function of LAA 
clusters size in CT scans follows a power law characterized 
by an exponent D, which has been supposed to measure the 
complexity of the terminal airspace geometry [2].  

Histopathologic measurements may provide a gold 
standard for the evaluation of both accuracy and precision of 
these indexes, but they suffer from unavailability of both 
large and public data sets. Numerical models of the lung 
parenchyma may fill this gap by evaluating the same model 
of lung parenchyma and generating standard reference 
images (digital phantoms) in different conditions (e.g., 
simulating mild, moderate or severe grade of emphysema, at 
varying inspiratory/expiratory level, different noise level, 
etc.) and with the possibility to be shared within the scientific 
community. Also, they may improve the understanding of the 
mechanisms of origin and progression of the disease and, in 
principle, paving the way through patient-specific models.  

To this end, Mishima et al. [2] introduced a 2-D elastic 
spring network model for simulating lung parenchyma, by 
minimizing the potential energy using a simulated annealing 
algorithm. They found that neighboring smaller LAA clusters 

tend to coalesce and form larger clusters due to the fracture, 
under tension, of the weak elastic fibers separating them [2].  

In the present study, we have developed an innovative 2-D 
finite element (FE) model, extending the spring network 
model proposed by Mishima et al., for the simulation of LAA 
images in CT that enables the quantification of pulmonary 
emphysema related to smoking. The FE model of lung 
parenchyma simulates formation of emphysema and it has 
been set with 4 parameters configurations and 10 
randomizations each one for simulating different grades of 
emphysema. A preliminary version of this work has been 
previously reported [3].  

II. MATERIALS AND METHODS 

A. A 2-D finite element model of lung parenchyma 

We developed a 2-D FE model of lung parenchyma 
constituted by a 2-D square grid of L×M nodes connected by 
identical elements. Each element represents an alveolar wall 
through a 2-node linear beam element. The model simulates 
the mechanisms of origin and development of emphysema 
related to smoking. According to the approach adopted by 
Mishima et al. [2], the model simulates emphysema of 
various grade through two parameters, N and Smax. The walls 
rupture caused by inflammation have been simulated by the 
removal of N nodes, randomly placed along the model grid 
(seed nodes), as well as all elements connecting these seed 
nodes to their neighbors [2]. Lung tissue strain occurring in 
normal breathing activity may lead to alveolar walls rupture, 
previously weakened by chemical activities due to 
inflammation. Also the local chemical activity and the related 
mechanical breakdown of alveolar walls have been 
simulated. Such process has been implemented by removing 
S additional nodes starting from the seed node along random 
walks (with S randomly chosen from a uniform distribution 
within [0, Smax]). All elements connected to these additional 
nodes have also been removed [2]. Once the 2-D structure of 
the model has been defined, a specific displacement has been 
applied to the external boundary of the model to pre-strain 
the tissue simulating an inspiratory condition. The border 
displacement has been chosen to achieve a strain of 0.20 in 
both horizontal and vertical directions, comparable with the 
usual range of strains of normal lung. A force-based model 
has demonstrated to well simulate a power law distribution 
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typical of the cluster size distribution [4]. Therefore, our 
model included simulation of mechanical breakdown by 
removing over-stressed elements (≥ 0.70 of the maximum 
von Mises element stress). A new equilibrium configuration 
of the grid was found, and the entire procedure of the element 
cutting was repeated three times. 

An example of the model output before cutting over-
stressed elements is shown in Fig. 1. It can be noticed that the 
iterative application of a threshold for cutting over-stressed 
elements generates the coalescence of clusters (Fig. 2). 

B. Generation of the simulated LAA image from FE output 
In order to generate a 2-D simulated LAA image derived 

from the node positions of the FE output, a square grid of the 
same size of the model grid has been overlaid on the FE 
output space. So, the original position of the model grid 
nodes were mapped onto the center of each image grid cell 
(Fig. 1 b) [3].  

C. In vivo data set for FE model parameter setting 
Even if the model is not patient-specific, we are interested 

in showing that our model may produce LAA images similar 
to those observed in vivo. For this purpose, we selected four 
subjects with variable emphysema grade, from mild (score 1) 
to severe (score 4), from a dataset of subjects belonging to 
the ITALUNG lung cancer screening trial employed and 
described in a previous study [5]. The ITALUNG study was 
approved by the local ethics committee. For each subject, one 
representative slice was selected for experimentally 
determining a set of parameters which produce similar 
simulated LAA images. Details of CT acquisition and 
reconstruction parameters have been described previously 
[5]. 

D. Choice of N and Smax parameters 
We chose a grid size of L×M=200×200 nodes. Four 

different couples of N and Smax parameters were chosen so 
that RA and D fell within the range of values observed in the 
subjects with various grade of emphysema (model 1: N=200, 
Smax=10, model 2: N =300; Smax=15, model 3: N =450; 
Smax=20, model 4: N =800; Smax=25). For each couple of N 
and Smax, 10 seed randomizations, and therefore 10 different 
FE models with the same parameters, were generated. 

E. Comparison of cumulative functions between in vivo and 
simulated data 

For each selected slice of subjects with emphysema we 
compared the cumulative function of the LAA size 
distribution with that of our simulated LAA of the 
corresponding model. A direct overlay between the simulated 
and in vivo cumulative functions is hampered by the arbitrary 
spatial scale of the models geometry. A proper spatial scale 
of the model was introduced intersecting the regression lines 
of cumulative functions of both simulated and in vivo LAA at 
the average spatial scale [(maximal + minimal)/2] in the real 
LAA image. This condition enables the selection of a spatial 
scale for the model output and to overlay the cumulative 
distribution of the models output in the same plot. 

In order to also simulate the CT noise, Nn random voxels 
have been added to the simulated LAA images; Nn has been 

chosen empirically (Nn= 200, 300, 600 and 500 for models 1, 
2, 3 and 4, respectively). 

III. RESULTS 
In Fig. 3 the cumulative functions of cluster size have been 

shown for both in vivo data and the corresponding model. It 
is worth to note that the cumulative functions are quite 
overlapped and that the regression lines show very similar 
slopes (i.e. D).  

The selected CT slices as well as a region of interest and its 
LAA image (using -950 HU threshold in real data) are shown 
in Fig. 4 along with the corresponding model output (in the 
first randomization). It can be noticed that the simulated LAA 
images - having similar RA and D indexes also visually 
resemble the distribution of the in-vivo LAA image. Indeed, 
even though LAA clusters have different locations and size 
each other, the cumulative distribution function of cluster 
size is highly similar. 

IV. CONCLUSIONS 
The model is able to generate a set of digital phantoms of 

LAA images that may be used to test quantitative indexes of 
emphysema and to design realistic physical phantoms of 
LAA images in CT imaging. This quantification is 
fundamental for assessment of novel treatments to reduce 
emphysema progression, including new drugs, surgery and 
devices. 
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Figure 1: An example of the model grid is shown in a). The sampling grid is 
represented in b) whereas the corresponding model output showing simulated 
LAA clusters before cutting over-stressed elements, is depicted in c). 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 2: On the left, an example of the input grid of the model is shown. The 
model output corresponding to the input grip (iteration #0) is shown as well as 
the model output after each of the 3 iterations. The Von Mises stress 
distribution is overlaid in color. The corresponding LAA images are plotted 
below the model output. It is worth to note that clusters coalesce into bigger 
clusters as elements have been removed. 

 
 
 
   
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Each row shows the images of a specific subject 
(subjects 1 and 2 with mild emphysema (score 1), subject 3 
with mild to moderate emphysema (score 1-2) and subject 4 
with moderate to severe emphysema (score 2-4)). Column 
(a): the selected CT slice with superimposed a 73x73 voxels 
region of interest (ROI); column (b): the CT image extracted 
within the ROI; column (c): LAA image obtained 
thresholding the CT slice at -950 HU; column (d): ROI of 
simulated LAA obtained with the four sets of parameters. 
 

Fig. 3.  Cumulative distribution functions of cluster size for the selected CT slice 
of each subject as well as that of the corresponding model (first randomization). 
It can be noticed that, for each subject, the two distribution substantially overlap. 
Dashed lines shows regression lines. RA-950=4.5%, D=1.89 for subject 1 
(RA=5.9%, D=1.95 for model 1); RA-950=9.2%, D=0.99 for subject 2 
(RA=11.6%, D=0.95 for model 2); RA-950=16.0%, D=1.41 for subject 3 
(RA=20.9%, D=1.36 for model 3); RA-950=28.7%, D=1.09 for subject 4 
(RA=33.7%, D=1.13 for model 4). 
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Abstract—State-of-the-art microscopes can generate 3D 
images of terabyte size at high throughput. Processing and 
manipulation of these images require new software tools to 
perform a number of functions from stitching to visualization, 
to analysis. We present here our experiences in developing such 
tools applied to the processing of 3D images of whole mouse 
brains for neuroscience applications.  
Keywords—Ultra-terabyte image processing, 3D, light sheet 

microscopy, brain science. 

I. INTRODUCTION 
HARACTERIZING the cytoarchitecture of mammalian 
central nervous system on a brain-wide scale is 

becoming a compelling need in neuroscience. For example, 
realistic modeling of brain activity requires the definition of 
quantitative features of large neuronal populations in the 
whole brain. Quantitative anatomical maps will also be 
crucial to classify the cytoarchtitectonic abnormalities 
associated with neuronal pathologies in a high reproducible 
and reliable manner.  

Light Sheet Microscopy (LSM) [1,2], coupled with 
chemical clearing procedures to render brain transparent [3] 
has recently gained a growing interest because it is the only 
method currently allowing the acquisition of a significant 
number of samples with full 3D resolution in a reasonable 
time. LSM produces very large datasets that require new 
tools to be managed and analysed. Although some work has 
been done to deal with the terabyte-sized images produced by 
the first generation of these new instruments [4,5,6], 
continuous and quick progress made by both LSM and 
clearing techniques is now producing images that may reach 
ultra terabyte dimensions, and even larger datasets could be 
produced in the near future. 

The management of these huge datasets consists in a 
pipeline that include storage, stitching, co-registration among 
different acquisitions of the same sample, atlas mapping, 
visualization, extraction of meaningful information, which is 
currently the bottleneck for very large datasets. At the 
Computer Systems and Bioinformatics Lab of the university 
Campus Bio-Medico, in collaboration with the European 
Laboratory for Non-linear Spectroscopy (LENS), the 
University of Florence and the Allen Institute for Brain 
Science, we have been committed since many years in 
developing software components to build such a pipeline and 
make it available to neuroscience community [4,5,7,8].  

In this abstract we summarize our recent results in this 
respect, and present ongoing work to both improve existing 

tools and enrich the pipeline with new functionalities. 

II. IMAGE ACQUISITION AND PROCESSING STEPS 
Due to the limited field of view of the light sheet-based 

microscopes, optical tomographs of macroscopic specimens 
(typically whole mouse brains) require many parallel image 
stacks (also referred to as tiles in the following) to cover the 
whole volume. Hence, multiple tiles, each composed by 
thousands of slices, are acquired using motorized stages. For 
volumes of approximately 1 cm3 at submicrometer resolution 
and 16 bits color depth, the acquired data may easily exceed 
the teravoxel size. Tiles are therefore stored in lossless 
compressed format and typically each dataset may occupy 
from 1 to 3 terabyte on secondary storage. 

Since tile positions provided by the stages are not sufficient 
to determine a reliable displacement between tiles, an 
overlapping region is introduced between tiles in order to 
make it possible the automatic combination of the stacks by 
means of a 3D-Stitching tool. Hence to extract useful 
biological information from images the following steps can 
be identified: (i) stitching (ii) co-registration among different 
acquisitions of the same sample, (iii) mapping the image to a 
mouse brain atlas in order to give full neuroscientific 
meaning to quantitative information extracted from the image 
(iv) image visualization and annotation, and (v) automatic 
analysis to extract meaningful biological information (i.e. 
cells segmentation, neurite tracing, etc.). We have not worked 
so far on co-registration of very large LSM images, whereas 
we have developed tools for all the other steps. 

III.  DEVELOPED TOOLS 

A. Stitching 
A stitcher capable to deal with terabyte-sized volumetric 

images was our first effort to provide useful tools. In 2012 we 
released the Terastitcher [4] that today is still the only tool 
really capable to deal with large images without the need of 
supercomputing facilities. Terastitcher was successfully used 
on images of up to 1 TB, but its first release had a number of 
limitations that prevented its use on larger images. 

For this reasons we have introduced a number of 
improvements to make the Terastitcher capable of dealing 
with the images produced by LSMs which are continuously 
increasing in size. In particular, we introduced two main 
features specifically designed to deal with huge datasets. The 
first is the ability to run in parallel different instances of the 
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tool on different regions of the dataset, producing the same 
results than a sequential execution on the whole dataset. This 
strategy proved to be effective because on the one hand it 
required minimum changes in the code preserving its 
maintainability and independence of the underlying execution 
environment, and, on the other hand, it led to linear speedups 
on large datasets. A second very interesting feature was the 
ability to perform stitching-on-the-fly, that is the ability to 
leave the image in unstitched format after computing tile 
absolute position in the stitched image and perform stitching 
of any sub-volume on demand. Stitching-on-the-fly avoid the 
need to write the whole stitched image to non-volatile storage 
by default, but rather only to perform stitching either when it 
is really needed, or limited to the interesting portions of the 
image. Besides time, this approach enables also efficient use 
of secondary storage, which may become a critical issue 
when a single image reaches or exceeds tens of terabytes. 

B. Atlas mapping 
To provide LSM images with an annotated 3D reference 

space, we map images to existing mouse atlases such as 
Allen Brain Atlas (ABA), and Waxholm Space (WHS). 
Reference space pre-registered Nissl-stained or MRI volumes 
are typically made available together with the digital atlases 
to help in mapping new 3D images of specimens brains. 
Mapping LSM images, however, is a multimodality 
registration problem because the intensity profile of 
background fluorescence does not have a straightforward 
relationship with the intensity profile of the Nissl-stained or 
of the MRI volumes. One strategy to reduce complexity is to 
introduce an intermediary registration template with the same 
intensity profile as the specimen brains (i.e. LSM images). To 
avoid abnormalities possibly present in a single specimen, we 
create an unbiased template by averaging incrementally over 
many specimen brains and to this aim we are developing 
software tools to co-register multiple LSM images of 
different samples. Since atlas mapping of LSM images can be 
performed at reduced resolution comparable to the one of 
available digital atlases, this task does not require the use of 
high performance platforms 

C. Visualization and annotation 
Tools supporting true 3D visualization, annotation and 

analysis either do not scale well to the terabyte-size [9,10], or 
are limited owing to high expense of licenses (e.g. 
Amira(VSG), Imaris (Bitplane)) and infrastructures [11]. 

 The open-source Vaa3D system [vaa3D] was specifically 
designed for exploring very large 3D data directly and 
efficiently without expensive virtual reality devices and/or 
parallel computing infrastructures. To this end, we developed 
Vaa3D-TeraFly, a plugin to extend the powerful 3D 
visualization and analysis capabilities of Vaa3D to images of 
potentially unlimited size [Bria2016]. When used with large 
volumetric images up to 2.5 Terabyte in size, Vaa3D-TeraFly 
exhibited real-time (subsecond) performance that scaled 
constantly on image size. Vaa3D-Terafly is based on a multi-
resolution representation of the 3D image and supports three 
different formats. A flexible and specifically designed 
format, the BigDataViewer format [12] that is based in turn 

on the HDF5 standard, and the unstitched format, generated 
by the Terastitcher and mentioned in section III-A. Indeed the 
ability to navigate an unstitched image with Vaa3D-Terafly 
make even easier to perform a complete stitching only after 
having verified that it is worth the effort.  

Vaa3D-Terafly has been implemented in C++ with Qt and 
OpenGL and it is freely and publicly available both as open-
source and as binary package along with the main Vaa3D 
distribution. 

D. Automatic analysis 
When dealing with ultra-terabyte images, content analysis 

must necessarily be performed automatically, and operator 
intervention must be limited as much as possible and assisted 
by sophisticated tools.  

While Vaa3D-Terafly provides effective solutions for what 
it is concerned with the latter issue, we also contributed to 
develop tools for automatically extract quantitative, 
biologically meaningful information from images.  

In [Frasconi2014] the cell localization problem in LSM 
images has been solved combining semantic deconvolution 
by a supervised deep learning algorithm with a non-
supervised mean shift-based method. 

More recently we have tackled the neuron tracing problem 
and proposed algorithms for both cell segmentation and 
neuritis tracing [13,14]. 
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Abstract--- Total hip arthroplasty is a widespread orthopaedic 
operation and consists of replace both the femoral head and the 
acetabulum. However, adaptation over time of a bone (bone 
remodelling) to the prosthesis, which changes physical demands 
of weight bearing, is not completely known. Computed 
Tomography can quantitatively assess local bone mineral 
density and the adaptation of a femur to the implanted 
prosthesis. Hence, bone remodelling can be monitored over time 
by means of cyclic CT scans (e.g. at 1 year, 2 year after the 
implantation). However, a femur of the same patient cannot be 
sliced exactly the same between two or more CT examinations 
(patient misalignment). Therefore 3D realignment of CT 
volumes is crucial in order to perform comparative studies. In 
addition CT images of a patient with a prosthesis result severely 
corrupted by the metallic artifact. This study proposes a 3D 
registration procedure to align CT volumes of femurs 
containing a prosthesis. Firstly CT images were processed to 
suppress the metallic artifact. After, a rough alignment (rigid 
and with 6 degrees of freedom) is performed by using three 
anatomic landmarks. This alignment in then refined by 
maximizing the similarity (of the HU values) of corresponding 
voxels between the two volumes.  The whole procedure was 
tested using real pre-operative and post-operative (few day 
after) calibrated CT volumes. Analysis of the results show that 
the mean error tends to zero while the standard deviation scores 
about 150 HU. 
 

Keywords — Total Hip Arthroplasty, bone remodelling, metal 
artifact suppression, CT femur rigid registration. 

I. INTRODUCTION 
 

one has the capability to adapt to changes in its 
mechanical loading through a process of remodelling, 

which is a lifelong process whereby old bone is replaced by 
new bone [1, 2]. For example, mechanical load forces in total 
hip arthroplasty (THA) continuously expose bone to 
remodelling processes according to Wolff’s law, depending 
on implant size, geometry and stiffness of the prosthesis. 

Conventional implants have shown a constant decrease of 
periprosthetic bone mineral density (BMD) in the proximal 
femur and a considerable periprosthetic bone resorption in 
the proximal femur due to stress shielding. Therefore, 
proximal load transfer to the trochanteric region should 
probably be aimed in modern implant designs. 

It is important to avoid stress shielding and to reach a great 
mechanical compatibility of the steam with the bone, so that 

the physiological load transfer from the prosthetic head to the 
femur may be achieved [3, 4]. 

However, the modifications of bone mineral density and 
bone remodelling after THA surgery still remains unclear. 
Being able to measure the actual, local changes of BMD of a 
femur caused by the implanted prosthesis is of general 
importance in understanding the prosthesis-bone interaction 
and in planning THA surgery more appropriately by 
assessing fracture risk and implant stability [5, 6]. 

CT scans with Hounsfield unit (HU) quantification can 
assess very precisely local BMD and therefore bone quality. 
Unfortunately, CT images contacting the typical metallic 
implanted prosthesis are severely corrupted by artifact. This 
artifact significantly alters bone HUs and therefore the 
estimation of  its BMD. 

The aim of this preliminary study is to propose a 3D 
registration scheme to align pre-operative and post-operative 
CT volumes of patients undergoing THA surgery. Firstly, 
metallic artifact of post-operative CT were suppressed and 
then the pre-and post-operative femurs were precisely 
aligned. 

II. MATERIALS AND METHODS 

A. Metallic artifact correction and femurs segmentation 
Patient’s pre-operative and post-operative (about few days 

after THA surgery) CT scan were acquired (pixel sizes were 
less than a millimetre while slice thickness wasone 
millimetre). HUs of the CT scanner were calibrated using a 
phantom enclosing different known materials [7]. 

First of all, a metal deletion technique was performed to get 
rid of the artifact caused by the prosthesis in the post-
operative CT scans. The technique iteratively performs 
forward projection to replace detector measurements that 
involve metal. This produces a self-consistent set of 
projection data with the metal removed. First, each detector 
element is expanded until at least few photons are estimated. 
Next, the initial image is constructed by using linear 
interpolation. Because the forward-projected values do not 
exactly match the original projection data due to beam 
hardening, attenuation outside the reconstructed region, and 
other factors, a linear function was used to the forward-
projected values to eliminate discontinuities. Finally, to 
further reduce streaking, rays passing near metal are replaced 
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with a weighted average of the experimental projection data 
and the forward-projected data, allowing a smoother 
transition. Figure 1 provides an example of the algorithm 
performance. 

Once the metallic artifact was suppressed, the operated 
femur was segmented from both, pre-operative and post-
operative, CT volumes. Firstly, bone tissues was roughly 
segmented by means of thresholding: voxel with HU values 
larger than 260 were preselected. 

After, more sophisticated conditions were applied to 
separate the femur from the pelvis bone and isolated voxel 
contained by the muscle tissues. The segmented volumes 
were then smoothed by using 3D binary operators. 

The procedures were developed in the Matlab R2015b® 
environment. 

B. Femur alignment procedure  
Although the patient was tried to be placed in the same 

position between the pre-operative and post-operative CT 
scanning, the resulting volumes obviously resulted not  
aligned. 

The proposed procedure consists of two cascade stages. A 
rough 3D registration based on anatomic landmarks was 
followed by a finer 6 degrees of freedom rigid-global 
registration based on a HU similarity index. 

In particular, three anatomic landmarks (a, b and c) were 
considered for each femur (see Fig. 2 as example):  

a) the entrance of the arterial foramen in the femur shaft 
(labelled “foramen” in Fig. 2);  

b) the more posterior protuberance of the lesser 
trochanter (labelled “pt” in Fig. 2);  

c)the more posterior anterior protuberance of the greater 
trochanter (labelled “gt” in Fig. 2).  

 
These points were chosen as the most unambiguous and far 

between each other. More convenient landmarks on femur 
head and neck were not considered because not present in 
both volumes. The femur arterial foramen was clearly 
recognizable on the  CT images and it constitutes an 
unequivocal reference point. 

The transformation matrix defined by means the landmarks 
has been used to align the two pre-operative and post-
operative DICOM volumes. 

Then, starting from the 3D positioning obtained via the 
rough and ready alignment obtained through the landmarks, a 
finer adjustment is obtained by minimizing the HU 
differences in all the voxels belonging to the compact bone. 
This fine registration is based on the Mattes mutual 
information registration metric [8]. Both spatial 
transformations were assumed rigid and with six degrees of 
freedom. Finally, the aligned, post-operative femur was 
opportunely re-sampled (by means of linear interpolation) 
and a new DICOM volume was produced. 

III. RESULTS 
To quantitatively test the appropriateness of the whole 

procedure, the difference in HU of the corresponding voxels 
belonging to the pre-operative and the post-operative femur 
were computed. Whereas in few days the bone density of the 

femur has not changed at all, the expected result from the 
difference operation would be zero. 

As example, Fig. 3 shows the histogram of the difference 
computed between aligned femurs (pre- and post-operative) 
of a subject of 71 years old who had implanted a cemented 
prosthesis. The distribution of the difference looks like a 
Gaussian with a mean of -55 HU and a standard deviation of 
198 HU. Probably, the mean error is not zero because of the 
pre-processing adopted to suppress the large metal artifact 
caused by the high density material of the prosthesis. In 
general, the mean difference tends to zero, while the standard 
deviation scores about 150 HU.  

The presented realignment procedure can be considered 
reliable within the limits highlighted by the analysis of the 
differences and can be used to test bone properties also using 
Finite Element Analysis [9]. 
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Figure 2:  A representation of the three anatomic landmarks on different slices of a femur. On the 
left the landmark a) – arterial foramen; at the centre the landmark b) – lesser trochanter, on the 

right the landmark c) – greater trochanter. 

 

 
Figure 3: Histogram of the difference of HU values between a pre-operative and the corresponding post-operative 

femur computed on 4.4*10^5  voxels 

 

            
Figure 1:  an example of an original CT slice including the prosthesis (on the left side) and the corrected 

imaged once suppressed the metal artefact (on the right side). 
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Abstract—The study has the aim to propose a novel 
formalized approach to the heterogeneous aspects of the 
imaging in digital-cytology.   

A process of intervention has been proposed  that involves 
three key-figures: the expert cytologist, the expert technician in 
biomedical laboratory, the ICT expert. This process comprises 
three issues focused on the imaging (sub-processes): (a) the focus 
emulation; (b) the visibility enhancement ; (c) the feature 
recognition. A properly designed electronic form has been 
customized to investigate the acceptance of the methodology. 

A properly designed application of digital-cytology has been 
proposed based on Aperio to test the process. The process has 
been customized using the software Mathematica to design the 
three procedures of the sub-processes and has been successful-ly 
tested on two significant snapshots/case studies relevant to 
cervico-vaginal digital-cytology.  

A process of intervention in the imaging has been designed 
and preliminary  tested in digital-cytology. It allows the im-
provement of information to analyze both for the  expert cytol-
ogist and technician of biomedical laboratory. It could be use-ful 
in tele-consulting, e-learning, in cooperative diagnosis and in the 
applications of image quality improvements..  
Keywords— Digital Pathology, Image-enhancement, virtual 

microscopy 
. 

I. INTRODUCTION 
 

HE digital-pathology is playing an important role in the 
e-laboratory of cytology and has the chance both to 
change the work flows and optimize the job-work loads 

[1-2]. 
The digital-pathology comprises thus two branches:  
– Digital-histology performed in the e-laboratory of 
histology; 
– Digital-cytology performed in the e-laboratory of cytology 
[2]. 
Digital cytology still suffers with the following problems: 

• -The visibility enhancement of details as in the case 
not exhaustive of  the Chromatin, should be 
improved to better distinguish information in cancer 
diagnosis. 

• It could be useful the emulation of  the focus, 
furthermore it could save memory occupancy. 

The image analysis and processing science [4-5] applied to 
medical imaging [4-5] could be of aid to overcame the listed 
problems. The objective of the study is the set-up and test of 
a process to face the above listed limitations. This implies (a) 
the focus to a specific application to produce images, (b) the 
design of the process based on specific tools using a  
dedicated software for the image enhancement and 
improving, (c) the design of  a specific form to assess the 

advantage/improvement generated by the methodology in 
digital-cytology. The side ambitious objective  is the set-up 
of a methodology which starting from a snapshot (usually 
with a memory occupancy of a few kbytes) from an e-slide 
(usually with an occupancy of Gbytes) enriches the infor-
mation allowing a diagnostic  intervention on several levels. 

 
 

II. METHODS 

A. The Set-up of the Process  

The process of intervention has been divided into  three 
separate issues each one represented by the implementation 
of one sub-process aiming  to overcome the limitations 
encountered in digital-cytology:  
a) Visibility enhancement process (VE-P).  
b) Feature recognition process (FR-P). 
c) Emulation of focus function  process (EFF-P). 

These process  can be  also  logically connected de-pending 
on a specific request of image analysis. In fact, the request 
can be heterogeneous embedding a combination  of two or 
three actions. It could be, for example, required to emulate 
the focus to improve an image and then  to apply a feature 
recognition in the focused image. It could be, for example, 
necessary to apply a 3D visualization to improve  the 
diagnostic accuracy in the visibility enhancement and then to 
apply a feature recognition.  

When you submit your final version, after your paper has 
been accepted, please use the same model, or modify the 
original version according to the instructions reported in this 
text. 

A. E-slides 
 
The  e-slides  used in the study have been scanned obtained 
by means of the Aperio (Aperio, USA) scanner have been 
positioned in a server at the URL http://www.diditalslide.it. 
All the e-slides have been investigated at Zoom level = 
40X.We used  Image-scope which is compatible with the 
Windows OS platforms for the connection and extraction of 
the image-information arranged in snapshots  from 3 e-slides 
relevant to cervico-vaginal cytology. 

III. RESULTS AND DISCUSSION 
A Work-Group comprehending the key-figures in the e-
laboratory of cytology i.e the ICT expert, the cytology expert 
and the technician of biomedical laboratory selected towards 
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the Network 27 snapshots significant for the study and 
recorded them in a digital-archive, indicating,  according to 
the objective, the needed intervention among three chances 
(also selectable together), i.e visibility enhancement, feature 
recognition and emulation of the focus function. In 
conjunction with the choice of the snapshots the Work-Group 
has proposed a survey electronic form both to formalize and 
to assess the process of image improvement. As a tool for the 
design of the image-analysis and processing process we 
focused on Wolfram Matematica 9.0 
(http://www.wolfram.com/mathematica/compare-
mathematica/). 
 Unlike other systems, Mathematica applies intelligent 
automation in every part of the system, from algorithm 
selection to plot layout and user interface design. 
Mathematica requires no add-ons. It has built-in specialized 
functionality for many technical areas, from computational 
biology to wavelet analysis, all tightly integrated with the rest 
of the system.  
The process of intervention has been implemented: 

Ø The VE-P was focused to the 3D emulation has been 
found as a useful issue to face in digital-cytology in 
terms of visualization enhancement because of aid 
both to  the cytologist and the technician in 
Biomedical Laboratory respectively in  medical 
decision and or selection o the image. An Example 
of application of Mathematica is thus the 3D 
representation of the image. By converting the 
original image into a 2D array of luminance, i.e. 
grayscale image the resulting matrix organized 
numerical data may be displayed by a 3D plot .  

Ø In order to perform the FR-P  the following 
methodology has been developed in Wolfram 
Mathematica environment.  The approach finds the 
matches between a sub-image called kernel and the 
original image. The advantage respect to other 
methods is that the kernel must not be designed as a 
numerical function but it is possible to use a part of 
the original image. The technician chooses a typical 
nucleus in the snapshot by clicking on it. This sub-
image is used as kernel and the image correlation is 
calculated.  

Ø The deconvolution methodology  has been 
successfully applied to the snapshot to  emulate the 
focus function and thus to set-up the EFF-P. We 
have assumed that the image undergrading is 
spatially invariant because the region is two orders 
smaller than original image. We chose a Gaussian 
matrix kernel for the so-called point spread function, 
considering that the degradation is due to the out-of-
focus effect.  
Figure 1  and 2 show an example of image 
processing  chosen  from the collections. It 
enlightens that the Technician of the Biomedical 
Laboratory or the Cytology expert my interact with 
the software interface by changing parameters and 
explore different visualizations. 
 

The compilation by  a technician of biomedical (TLB)  
laboratory expert  of  the survey form after the application of 
the process of intervention and interaction with the interface 

gave an encouraging outcome in the case of the two different 
studies.  
In fact some applicable parameters gave appreciable results 
such as for example: 

- The high  improvement of the chromatin 
detail  

- The high improvement of both the brightness 
and the sharpness  

- The general improvement assessed  in mean 
value 

IV. CONCLUSION 
A study on the design of a process of intervention in digital-
cytology as been proposed that faces: 
(a) the focus emulation; (b) the visibility enhancement ; (c) 
the feature recognition. The process was tested on two case-
studies. The study was tested on two case-studies. Generally 
the methodology could be useful in the e-laboratory  of 
cytology for the image improving.  In particular it could be of 
aid for the ICT expert directly supporting the professionals in 
the e-Laboratory of cytology and  indirectly in telemedicine 
applications. The first immediate next step will be to deepen 
the investigation in all the extracted snaphots and to focus to 
specific case-studies to assess the improvement of the 
diagnostic accuracy using the proposed survey form [6-10].  
The second immediate next step is the improving of the 
automation of the procedures in order to allow  the use  to the 
expert cytologist and technician in biomedical laboratory 
without the direct support of the  ICT expert.  

          LIST OF ABBREVIATION 
HTA     Health Technology Assessment 
ICT       Information and Communication Technology 
PC        Personal Computer 
TLB     Technician in Biomedical Laboratory 
VE-P    Visibility enhancement process  
FR-P     Feature recognition process  
EFF-P  Emulation of focus function  process  
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Abstract— Computed Tomography perfusion (CTp) is an 
imaging technique widely applied in the study of the efficacy of 
the new anti-angiogenetic therapies. The presence of blood 
vessels, bronchi, and artefacts jeopardizes the computation of 
perfusion indexes and the visual analysis of perfusion maps. In 
this work, we propose an automatic method for the detection of 
those anatomical structures and artefacts responsible of 
unreliable perfusion values to be excluded from the analysis. 
Keywords— Quantitative imaging, error analysis, image 

processing, imaging artefacts, cancer. 

I. INTRODUCTION 
OMPUTED Tomography perfusion (CTp) is a widely 
available and non-invasive technique able to provide 

images with high spatio-temporal resolution [1]. The analysis 
of the tissue time-concentration curves (TCCs) that can be 
extracted from CTp images acquired before, during, and after 
the injection of a contrast agent, allows to obtain 
haemodynamic information of the investigated tissues that 
are largely used in oncology. In the recent years, some 
perfusion parameters, such as the blood flow (BF), have 
shown to be able to rapidly detect changes in the tumour’s 
vascular structure, which could hint at possible anomalies in 
blood supply (i.e., tumour angiogenesis [2]). Hence, CTp is 
potentially able to monitor functional activities of tumours at 
their different stages [3], and predict treatment outcome or 
early therapeutic response of anti-angiogenetic therapies [4], 
before morphological changes become visible.  

Currently, the reproducibility and the reliability of the 
functional results obtained with CTp, are still open issues and 
hamper the use of this technique in the clinical practice. The 
presence of artefacts inside images, mainly due to respiratory 
motion [5] or related to the acquisition phase (e.g., partial 
volume effect and beam hardening) [6], thwart the 
achievement of reliable TCCs, while the presence of vessels 
[7] and bronchi [8] jeopardize both the computation of local 
and global statistical perfusion indexes and the visual 
analysis of perfusion colorimetric maps. Commonly, only 
perfusion values out of the physiological range are 
considered as being unreliable and removed from the analysis 
by manually adjusting an appropriate window level [9]. Just 
recently, some steps forward have been taken to assess the 
reliability of the computed perfusion values [10] as well as to 
try improving their computation [11]. Anyway, these works 
do not associate fitting errors to their causes, if not to generic 
motion artefacts and, not at all, to anatomical structures.  

This study presents a novel quantitative and automatic 
approach to detect those anatomical structures and those 
regions undergoing CTp reconstruction and acquisition 

artefacts, which could compromise the correct interpretation 
of CTp functional results and, ultimately, the clinical 
outcome. 

II. MATERIALS AND METHODS 

A. CTp protocol and image acquisition 
36 CTp examinations pertaining to 22 patients with a 

NSCLC having maximum transverse diameter greater than 
2.5 cm in at least three sections were analysed. CT scans 
were performed on a 256-slice CT system (Brilliance iCT, 
Philips Medical Systems), with patient in the supine (feet 
first) position. An initial low-dose unenhanced full-body CT 
study was performed to identify target lesions at baseline 
conditions. Then, a 50-ml intravenous bolus of contrast agent 
(Iomeron, Bracco) was injected at 5 ml/s for axial cine 
contrast enhanced CT, followed by a single acquisition 
lasting 25 s (0.4 s rotation time, at 80 kV, 250 mA), yielding 
20 scans of 11 slices each, with 55 mm of z-coverage, for a 
total amount of 220 images (512 x 512 pixel, 350 mm x 350 
mm, 1.25 s temporal resolution). 

B. Building perfusion maps 
Two Regions of Interest (ROIs) were manually drawn by 

two expert radiologists for the aorta and for the tissue on a 
reference slice. The tissue ROI was then aligned on the 
remaining slices acquired at corresponding coach position in 
the x-y plane, as well as in the z direction, in order to 
compensate for the lesion movement. Time Concentration 
curves (TCCs) related to the voxels of the tissue ROI were 
then extracted and fitted according to the model described by 
the Hill’s equation [12], by means of the Levenberg-
Marquardt routine. The Hill’s model is commonly used in 
pharmacodynamic models to describe non-linear drug dose–
response and its four parameters shown in Eq. 1:  

𝑓𝑓! 𝑡𝑡 = 𝐸𝐸! + (𝐸𝐸!"# − 𝐸𝐸!)
!!

(!"!")!!!!
  (1) 

can be used to describe the diffusion of contrast agent inside 
tissues. E0 and Emax represent the baseline and the saturation 
values, respectively, expressed in Hounsfield Units (HU), 
EC50 is the time instant of half-maximum response 
concentration of the curve and α is the non-linear parameter 
mostly affecting the slope of the curve. BF values are 
computed for each voxel according to the maximum slope 
method [13] during the first-pass phase (Eq.2): 

𝐵𝐵𝐵𝐵 =
!!!(!)
!" !"#

!!(!) !"#
  (2) 

where ft(t) is the fitted TCC of the tissue and fa(t) is the TCC 
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of the arterial input. BF values are represented through the 
use of colorimetric maps. Voxels characterized by BF values 
strictly lower than 1 ml/min/100g, considered as being 
unlikely compliant with physiological values and rather 
ascribable to numerical errors, were excluded from the 
analysis and represented in the colour map with the pink 
colour. Fig. 1 shows an example of lung lesion visualized in a 
CTp slice, and its BF colorimetric map. 

C. Automatic image segmentation 
The fitting error µε of each TCC is than computed as the 

mean absolute value of the distances between the TCC and 
the ft(t) in each acquisition time instant. The application of 
the triangle method (conceived to remove tails in unimodal 
distributions [14]) to the histogram of µε pertaining to all the 
voxels of tissue ROI allows to find out a threshold value able 
to discriminate between “low” and “high” error values. 
Unreliable BF values pertaining to voxels with the highest 
error values were excluded from the analysis and highlighted 
in the pink colour in the BF colorimetric map. Fig. 2 shows 
an example of the µε error colour map referring to lesion ID8 
(a), its thresholded histogram (b) and the corresponding 
thresholded error (colour) mask (TEM) (c). 

D. Manual annotation 
In order to explore the capability of radiologists to identify 

unreliable perfusion values, we asked them to draw one ROI 
following the contour of each vessel, bronchus, or artefact 
visible on the reference slice of the CTp images inside the 
tissue ROI. These results were then compared with the TEM. 
A true positive value was assigned for each structure revealed 
by both radiologists and TEM, while a true negative value 
was assigned if nothing was manually and automatically 
detected inside the ROI. A false positive value was assigned 
in those cases where the structure highlighted by radiologists 
had not any influence on the reliability of the computed BF 
values. On the contrary, when a structure highlighted in the 
TEM was not identified by radiologists, but was recognized 
as being an artefact or an anatomical structure during a 
second later analysis of the CTp images, then a true negative 
value was assigned. Sensibility and specificity were finally 
computed for vessels, bronchi, and artefacts. 

III. RESULTS 
Unreliable BF values highlighted inside TEM resulted to be 

structural aggregates, with spatial coherence (i.e. the same 
errors are shared by quite connected regions) and displaced in 
correspondence of anatomical structures or artefacts.  

Medical doctors showed a very high specificity in detecting 
bronchi (100%) and blood vessels (100%). Fig. 3 shows an 
example of structures correctly detected by the Readers on 
the CTp image of a lung lesion and its corresponding TEM.  

Things changed when facing artefacts. In two cases, the 
Readers pointed out the presence of artefacts that actually did 
not affect the reliability of the computed BF values, but that 
could have led to discard these two examinations. Even 
worst, there were 15 more cases where the Readers deeply 
underestimated the extension of the artefacts or missed the 
detection. In fact, without using TEM, medical doctors would 

have considered these data as being reliable, with possible 
risks of erroneous clinical considerations. Fig. 4 shows an 
example of ROI drawn by readers to delineate the beam- 
hardening artefact (a), whose extension has been 
underestimated, as one can see by looking at the red area 
shown in the TEM (b). 

IV. CONCLUSION 
This automatic method allows detecting those structures 

(i.e., vessels, bronchi, and artefacts) affecting the reliability 
of computed perfusion values, and determining their 
extension with a high precision. Its use becomes crucial in 
case of artefacts that can be perceived in a wrong way by 
human eyes and, hence, might lead medical doctors to wrong 
clinical consideration. This is yet more probable when the 
extension of these structures is underestimated or, even 
worst, not perceived. Our approach represents a fundamental 
step towards a more quantitative and standardize CTp 
imaging. 
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Fig. 1. CTp image of a lung lesion (a) and related BF colour map (b) with the pink voxels representing BF values unlikely 
compliant with the physiological range. 
 

 
Fig. 2.  Examples of the µε colour map of a lung lesion (a), its thresholded histogram (b) and the corresponding thresholded 
colour mask (c) are shown. The red regions correspond to pixels whose fitting error was higher than the threshold TT found 
out with the triangle method. Pink pixels correspond to zero-value perfusion voxels, while the cyan region is composed by 
the “survived” pixels, whose perfusion values can be correctly used. 
 

 
Fig 3. Two vessels (in red), one bronchus (in yellow), and one artefact from beam hardening (in green), manually contoured 
by the radiologists (a), with corresponding thresholded error mask (b). 
 

 
Fig. 4. A well-defined shape of an artefact (in green) drawn by the radiologists (a), that however fail in detecting its wide 
extent, highlighted in the error mask (b). 
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Abstract—The cerebral cortex manifests an inherent 
structural complexity of folding. The fractal geometry may 
describe the structural complexity of objects (such as the 
cerebral cortex) which show, in a proper range of spatial scales, 
self-similarity. In this study, we computed the fractal dimension 
of the cerebral cortex (imaged using T1-weighted sequences and 
segmented through FreeSurfer image analysis suite) using an 
automated selection of spatial scales in which the cerebral cortex 
manifests the highest self-similarity (in a statistical sense). We 
applied this procedure to a public dataset collected by the 
International Consortium for Brain Mapping (ICBM), 
composed of MRI examinations of 86 healthy subjects with age 
ranging from 19 to 85 years. The Pearson’s correlation 
coefficient between fractal dimension of cerebral cortex and age 
was -0.72 (p<0.001). During normal aging, the fractal dimension 
of the cerebral cortex decreases hence reflecting the reduced 
complexity of cerebral folding. The fractal dimension has the 
potential to be used as a neuroimaging marker of complexity of 
the cerebral cortex and appears as a candidate marker able to 
assess cerebral changes in normal aging and possibly in various 
neurodegenerative disorders. 
Keywords—fractal dimension, aging, cerebral cortex, 

complexity. 

I. INTRODUCTION 
HE cerebral cortex manifests an inherent structural 

complexity of folding. The fractal geometry enables to 
describe the structural complexity of objects which show, in a 
proper range of spatial scales, self-similarity (i.e. a 
geometrical property of objects composed of subunits and 
sub-subunits) that resemble the larger scale [1]. In this 
context, the fractal dimension D of an object is a measure of 
how much space it fills, taking into account its inherent 
highly detailed structure.  

Previous studies have demonstrated that the cerebral cortex 
presents fractal properties, with self-similarity down to a 
spatial scale of 3 mm, which is approximately the human 
cortical thickness [2]. Still, Im et al. [3] found that the fractal 
dimension is a compact measure of shape complexity 
condensing cortical thickness, sulcal depth and folding area 
into a single numeric value. Within-subject reproducibility of 
the fractal dimension measure of different brain structures 
was also investigated [4]. 

In the present study, we aimed to 1) compute the fractal 
dimension of the cerebral cortex (imaged using T1-weighted 
sequences) using an automated selection of spatial scales in 
which the cerebral cortex manifests the highest self-similarity 
(in a statistical sense) and 2) assessing its potential use as a 
neuroimaging marker of natural aging in a large public 
dataset of healthy subjects. 

II. MATERIALS AND METHODS 

A. Data set 
For this study, we adopted the scans collected by the public 

International Consortium for Brain Mapping (ICBM) and 
belonging to the 1000 Functional Connectomes Project 
(FCON 1000 Project). The dataset is composed of MRI 
examinations of 86 healthy subjects with age ranging from 19 
to 85 years (41 men and 45 women, age 44.2±17.1 years, 
mean ± standard deviation). All subjects underwent high 
resolution T1-weighted imaging and resting state functional 
MRI on a 3-T scanner. In this study, only T1-weighted MR 
images were employed. They were acquired with a high 
resolution 3D sequence (Magnetization Prepared Rapid 
Gradient Echo, MPRAGE) with matrix size=256×256, slice 
thickness=1 mm and in-plane resolution of 1 mm. 

B. Image segmentation 
Completely automated cortical reconstruction of each 

subject’s structural T1-weighted MRI scan was performed by 
employing the FreeSurfer image analysis suite 
(http://surfer.nmr.mgh.harvard.edu/) [5]. Briefly, this 
includes removal of non-brain tissue using a hybrid 
watershed/surface deformation procedure, automated 
Talairach transformation, segmentation of the subcortical 
white matter and deep gray matter volumetric structures, 
intensity normalization, tessellation of the gray/white matter 
boundary, automated topology correction [6] and surface 
deformation following intensity gradients to optimally place 
the gray/white and gray/cerebrospinal fluid borders at the 
location where the greatest shift in intensity defines the 
transition to the other tissue class. Once the cortical models 
are complete, a number of deformable procedures can be 
performed for further data processing and analysis including 
surface inflation, registration to a spherical atlas which is 
based on individual cortical folding patterns to match cortical 
geometry across subjects, parcellation of the cerebral cortex 
into units with respect to gyral and sulcal structure [7], and 
creation of a variety of surface based data including maps of 
curvature and sulcal depth. In the following, all post-
processing procedures have been applied to the (bilateral) 
cerebral cortical reconstruction (Fig. 1). 

C. Measurement of fractal dimension 
The fractal dimension of cerebral cortex has been 

calculated through the box counting algorithm [8]: a grid 
containing 3-D cubes of side r has been superimposed on the 
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segmented cerebral cortex and the number of boxes (cubes) 
needed to fully cover the object has been counted. This 
procedure was repeated for various r values. In order to 
increase reproducibility, for each r, 20 uniformly distributed 
random offsets were applied on the grid origin and all the box 
counts (one for each offset) have been averaged to obtain a 
single N(r) value [4]. We thus plotted N(r) in a log-log plane 
and regressed it with a linear function having slope -D using 
the coefficient of determination (adjusted for the number of 
data points) R2

adj, as a goodness-of-fit indicator (Fig. 2). In 
the natural scale, this linear relationship in the log-log plane 
corresponds to a power law where D, the fractal dimension, 
is the exponent (with a negative sign) N(r) = k r - D and k is 
the prefactor [1]. 

 In general, the range of spatial scales in which a structure 
manifests fractal properties is not known a priori. For this 
reason, in this study, we propose, for each subject, an 
automated selection of spatial scales based on the search of 
the range in which the linear regression shows the highest 
R2

adj. 
 

D. Experimental tests 
The box counting algorithm was developed in C++ 

language by using the classes provided by the Insight 
Segmentation and Registration Toolkit (ITK) [9] for image 
processing algorithms, while the linear regression with 
automated selection of spatial scales was implemented in the 
Matlab environment (Mathworks, Natick, MA, USA). All 
computations have been performed on a Dell PowerEdge 
T620 workstation equipped with two 8-core Intel Xeon E5-
2640 v2, for a total of 32 CPU threads, and 64 GB RAM, 
using the Oracle Grid Engine batch-queuing system. The 
processing time required approximately 9 hours of CPU time 
for FreeSurfer segmentation and about 5 minutes for the 
fractal dimension computation.  

The box counting algorithm was executed using an 
exponential sampling of the spatial scales in the natural scale 
(which corresponds to a uniform sampling in the log-log 
plane) r=2k mm, with k={0, 1 , ..., 7}. The linear regression 
was carried out for each combination of minimal and 
maximal spatial scale taking into account the constrain that 
the data on which linear regression were calculated should 
contain a minimum number of data points (in this study we 
used a minimum number of 5 data points).  

In order to assess the potential use of the fractal dimension 
as a neuroimaging marker of natural aging, we performed a 
linear regression analysis and computed the Pearson’s 
correlation coefficient between fractal dimension 
measurements and age. Furthermore, we compared the fractal 
dimension measurements between men and women through a 
t-test (null-hypothesis of equal means). For all tests, a p-value 
<0.05 was considered statistically significant. 

III. RESULTS AND DISCUSSION 
Table I shows the descriptive statistics of fractal dimension 

measurements of the cerebral cortex in 86 healthy subjects. 
The mean fractal dimension value of 2.495 (fractional) 
indicates that the cerebral cortex is a fractal structure and that 

it fills the space more than a surface and less than a volume 
structure. No significant difference in fractal dimension was 
found between men and women (p=0.97). 

The minimal spatial scale at which the cerebral cortex 
manifested self-similarity was 1 (0) mm [median 
(interquartile range)] (range 1-2 mm). The maximal spatial 
scale was 32 (16) mm (range 16-64 mm). The coefficient of 
determination R2

adj of linear regression was 0.999 ± 0.00006 
(mean ± standard deviation) (range 0.9996-0.9998), thus 
proving an overall excellent fit within minimal and maximal 
scales. 

Fig. 3 shows the linear regression between fractal 
dimension and age with a Pearson’s correlation coefficient 
equal to -0.72 (p<0.001). During normal aging, the fractal 
dimension of the cerebral cortex decreases hence reflecting 
the reduced complexity of cerebral folding. 

 

 

IV. CONCLUSIONS 
Our approach allowed the automated selection of spatial 

scales in which the cerebral cortex of each subject manifests 
fractal properties, without the need of a priori or manual 
selection. The fractal dimension has the potential to be used 
as a neuroimaging marker of complexity changes of the 
cerebral cortex occurred during normal aging and appears as 
a candidate marker able to possibly assess changes due to 
various neurological disorders. 
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TABLE I 
DESCRIPTIVE STATISTICS OF FRACTAL DIMENSION  

MEASUREMENTS OF CEREBRAL CORTEX 

 Fractal dimension 
mean (standard deviation) 

Men 2.496 (0.019) 

Women 2.495 (0.027) 

All 2.495  (0.024) 
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Fig. 1. An example of the 3-D segmentation of the cerebral cortex (subject code sub02382). 
The green regions are gyri and the red regions are sulci. 

Fig. 2. In the left panel, the log-log plot of N(r) counts vs. cube side r corresponding to the 3-D segmentation shown in Fig. 1 is reported. The 
regression line which showed the highest R2

adj (0.9997) is also superimposed. The contour plot showing R2
adj as function of the minimal spatial 

scale and data window length is depicted in the right panel. Experimental data are indicated by circles. Highest R2
adj was obtained with minimal 

scale of 1 mm and 6 data points.  

Fig. 3. Scatter plot showing age and fractal dimension measurements. The regression line is also superimposed 
(Pearson’s correlation coefficient = -0.72, p<0.001). 
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Abstract—Among the techniques aimed at improving the 
frame rate of medical ultrasound images, Plane-Wave Imaging 
(PWI) allows to achieve ultrafast imaging with frame rates up to 
10 kHz. In PWI, in fact, a single plane wave transmission is used 
to acquire the image of the entire region of interest, as opposed 
to conventional B-mode imaging in which the image is acquired 
line by line. Unfortunately however, the use of an unfocused 
plane wave significantly reduces the achievable image quality. 

In this paper we present the first results obtained by applying 
Delay Multiply And Sum (DMAS) non-linear beamforming for 
the reconstruction of plane-wave images. This algorithm, 
originally conceived for microwave imaging, was recently 
proposed and adapted by the authors for use in ultrasound 
imaging, successfully achieving an improved image contrast 
resolution. By analysing the Point Spread Function (PSF) 
images and beampatterns, we thus show that DMAS allows to 
achieve significantly higher performances in PWI than 
conventional Delay and Sum (DAS), together with a high frame 
rate.  
Keywords—DMAS beamforming, plane-wave imaging, 

ultrasound medical imaging. 

I. INTRODUCTION 
-MODE ultrasound images are conventionally acquired 
line by line, by transmitting and receiving each time a 

focused ultrasound beam along a certain scan direction, until 
all the region of interest has been covered. This actually 
limits the frame rate, as the time required to acquire a single 
frame is proportional to the number of scan lines and to the 
maximum depth to be investigated, and inversely related to 
the speed of sound in tissues (~1540 m/s). For example, if we 
consider a 10 cm image depth and 192 scan lines, the frame 
rate would be about 40 Hz. This parameter is particularly 
critical for example in cardiac applications, and even more in 
3D/4D imaging, where the number of scan lines required to 
acquire the entire volume is in the order of thousands [1].  

Ultrafast ultrasound imaging [2] is instead based on a 
different principle, i.e. on the transmission of plane waves, 
which makes it possible to achieve frame rates higher than 
5000 Hz, leading to the development of several new valuable 
ultrasound imaging techniques [3]. Plane-Wave Imaging 
(PWI) in fact consists in transmitting/receiving a single plane 
(unfocused) wave front, which can be then post-processed 
and beamformed to reconstruct all the image lines in parallel. 
Hence, a single transmission is required to generate an image, 
with more than a 100-fold improvement of the frame rate. 

The lack of a transmit focus however causes a worsening 
of image quality. For this reason, the use of coherent 
compounding has been proposed [1]: the coherent summation 
of several differently tilted plane-wave frames in fact allows 
to restore image contrast and resolution, unfortunately at the 

expense of the frame rate. 
In a previous paper [4] we introduced the use of non-linear 

Delay Multiply And Sum (DMAS) beamforming (originally 
conceived for breast microwave imaging [5]) in ultrasound 
B-mode imaging, showing significant improvements in terms 
of contrast resolution compared to standard Delay And Sum 
(DAS) beamforming. Hence, this works aims to demonstrate 
that DMAS beamforming could be applied to PWI to 
improve image quality without affecting the high frame rate.  

In this paper we present the first simulation results 
obtained by combining DMAS beamforming with PWI, and 
compare its performance to that of standard DAS by 
reconstructing the system Point Spread Function (PSF) 
images and beampatterns at different depths. The obtained 
results show that F-DMAS makes it possible to achieve a 
good contrast resolution, similarly to conventional B-mode 
imaging, but using only a single plane-wave, i.e. with a 
significantly higher frame rate.  

II. MATERIALS AND METHODS 

A. Plane-wave imaging 
In a conventional focused linear scan, an active part of the 

transducer array (i.e. an active aperture) is used each time to 
transmit and receive a focused ultrasound wave. In this way a 
single scan line is acquired and, by shifting the aperture, all 
the image can be reconstructed line by line. Usually in 
reception the position of the focus is varied over time along 
the scan line, in order to implement dynamic focusing. 

On the other hand, in PWI an unfocused plane wave is 
transmitted by all the array elements, and the whole image is 
acquired by means of a single transmit event. The 
backscattered signals are then collected by the array 
transducers and are synthetically focused a posteriori, in 
order to reconstruct the intensity values of each image scan 
line. Synthetic focusing is performed by considering the two-
way travel times from the receive aperture elements to the 
focus; by varying the position of the focus along with 
time/depth, dynamic receive focusing is implemented. 

B. Delay Multiply And Sum beamforming 
In the improved DMAS version proposed by the authors, 

and called Filtered-DMAS (F-DMAS) [4], the re-aligned (i.e. 
focused) RF signals sn(t) are combinatorially coupled, 
multiplied and summed. Before multiplying the signal 
couples, the “signed” square root is applied to each signal 
sample in order to rescale their amplitude (so that the output 
signal would not be squared), while keeping the sign 
unaltered. The DMAS output signal y(t) is thus computed as: 

Ultrasound plane-wave imaging using DMAS 
beamforming: first simulation results 
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Actually, this operation is very similar to the calculation of 
the aperture spatial autocorrelation function; hence, F-DMAS 
allows to achieve improved performances being based on a 
measure of backscattered signal spatial coherence. 

Finally, a band-pass filter is applied to the beamformed 
signal y(t), in order to attenuate the DC component, which 
originates in the spectrum after the multiplication stage, and 
to preserve only the second harmonics one. 

By applying this procedure, each image line can be 
reconstructed; the lines are then used to build up the final 
image by performing envelope detection, normalization and 
logarithmic compression. 

C. Simulation setup 
Simulations were carried out in Matlab (The MathWorks, 

Natick, MA, USA) using the Field II simulator [6, 7]. The 
simulated scenario consisted of 5 reflecting point-scatterers at 
increasing depths (from 5 to 45 mm with a step of 10 mm) 
along the axial direction x=0 mm. A 192-element linear array 
operating at 5 MHz was modeled; the array pitch was 245 µm 
(elements width = 215 µm, height = 5 mm, kerf = 30 µm) and 
the fixed elevation focus was set at z=23.5 mm. The 
simulated excitation signal was a Gaussian-weighted, 2-cycle 
sinusoid at 5 MHz. 129 scan lines over the xz plane were 
considered. The sampling frequency was set to 100 MHz.  

In the standard linear scan case, a 64-element active 
aperture was considered both in transmission and reception. 
The transmit focus was set at 23.5 mm and dynamic focusing 
was implemented in reception.  

For PWI, all the array elements were used to transmit and 
receive the unfocused plane wave, and then synthetic receive 
dynamic focusing was applied a posteriori to reconstruct each 
image line, considering a 64-element receive aperture.  

III. RESULTS AND DISCUSSION 
Fig. 1 shows the simulated PSFs at increasing depths, 

obtained when employing a classical linear scan or PWI with 
DAS and F-DMAS beamforming. In Fig. 2, the beampatterns 
(i.e. the lateral profiles of the maxima of the PSFs) at a depth 
of 5 mm, 25 mm and 45 mm are represented. 

As expected, the use of an unfocused plane wave causes 
the beam side-lobe level to increase, as shown by Fig. 1a-b 
and by the gray dotted- and solid-line beampatterns in Fig. 2.  

By applying F-DMAS to PWI instead, the contrast 
resolution significantly improves, and the beam profiles 
become similar or even better than those obtained with DAS 
in the conventional linear-scan case (cf. Fig. 1a-c). As a 
result, the PSF image obtained with PWI and F-DMAS (Fig. 
1c) shows overall an even higher quality than that obtained in 
the classical focused line-by-line acquisition with DAS (Fig. 
1a). Moreover, we should also point out that an edge-wave 
related artefact can be noticed in the proximity of each PSF 
in PWI images (Fig. 1b-c), which is however significantly 
less pronounced in the F-DMAS image. 

The worsening of image quality in PWI is usually 
addressed by coherently compounding several tilted plane-

wave frames, acquired by varying the transmit steering angle, 
at the expense of the frame rate (furthermore, this would also 
reduce the edge-wave related artifact which typically appears 
in single plane-wave images). The obtained results thus 
suggest that F-DMAS has the potential to improve the quality 
of plane-wave images without affecting the frame rate, or 
anyway limiting its reduction. This means that, in order to 
obtain the same performance of DAS with coherent 
compounding on N frames, F-DMAS is expected to require 
only M < N frames.  

Another aspect to be considered is that the use of an 
unfocused plane-wave reduces the spatial coherence of 
backscattered signals, which could partially influence the 
performance of F-DMAS beamformed images in a more 
realistic case. All these topics will thus be the object of in-
depth future investigations. 

IV. CONCLUSION 
In this paper some preliminary results achieved by applying 

the F-DMAS beamforming algorithm to ultrasound PWI are 
presented. The PSF images clearly show that with F-DMAS 
the performance of PWI can be significantly improved 
compared to standard DAS beamforming, as F-DMAS allows 
to compensate for the reduction of resolution and contrast 
caused by the lack of focusing in transmission. Future 
developments of this work will involve the evaluation of F-
DMAS in PWI with coherent compounding, both in a more 
complex simulated scenario and in experimental/in vivo 
trials. 
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Fig. 1.  Images of the PSF at 5-15-25-35-45 mm depth: a) standard B-mode linear scan with DAS beamforming; b) plane-wave image with DAS beamforming; 

c) plane-wave image with F-DMAS beamforming. Images are displayed over a 60 dB dynamic range (log scale). 
 
 

 
Fig. 2.  Beampatterns at a) 5 mm, b) 25 mm and c) 45 mm depths. The dotted gray lines represent the beam profiles obtained with DAS beamforming in the 

case of a standard B-mode linear scan. The solid lines instead refer to PWI with DAS (gray line) or F-DMAS (black line) beamforming. 
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Abstract—In this work we focused on the characterization of 
Radiomic features on Soft Tissues Sarcomas (STSs). These 
tumours have an intrinsic heterogeneity, which make their 
staging very difficult. 

Fourteen patients, with a known histological staging, were 
retrospectively analysed in order to characterize the first-order 
statistic features on the apparent diffusion coefficient (ADC) 
map obtained by diffusion weighted imaging acquisitions. 

Globally, 34 features were calculated on ADC maps of 14 
patients, seven patients of intermediate grade and seven patients 
of high grade. In order to select the most robust features, a 
Wilcoxon rank-sum test was performed on the null hypothesis of 
no differences in the two groups, of intermediate and high 
grade. 

The results highlighted that 22 features had significant 
differences in the groups, making the radiomics of these rare 
tumours a possible methodology for the quantification and 
grading of STSs. 

 
Keywords— Diffusion images, MRI, radiomics, sarcoma. 
 

I. INTRODUCTION 
 
The emergence of Radiomics in oncological clinical field is 
growing more and more in the latest years. Radiomics 
extracts a large number of image characteristics, or features, 
in a non invasive way [1]. The assumption is that image 
features quantify crucial information regarding the entire 
tumour phenotype and thus they can highlight intraumour 
heterogeneity [1]. 
Many studies reported that this heterogeneity could have 
profound implications in tumour staging and prognostic 
evaluation [2]. 

Soft tissue sarcomas (STSs) are rare and heterogeneous 
group of tumours that pose significant diagnostic and 
therapeutic challenges for clinical care and medical research 
[3]. Morphological studies and immunohistochemistry 
methods have demonstrated that most part of sarcomas 
originate from pluripotent mesenchymal cells, which are 
subjected to differentiation during the neoplastic 
transformation. Thus, the most recent classification is based 
on the differentiation line of the tumour [4]. Sarcomas are 
assigned a grade, low, intermediate, or high, based on the 
presence and frequency of certain cellular and subcellular 
characteristics associated with malignant biological 
behaviour. All STSs are surgically treated but histotype and 
grade might suggest a pre or post surgery combination of 
chemotherapy and radiation therapy [5]. 

Many works have underlined the potential use of diffusion 
weighted magnetic resonance imaging (DWI) techniques in 
the staging of STS, in particular, by means of the apparent 
diffusion coefficient (ADC) [6][7]. 
The aim of this work was to assess the capability of 

Radiomic features to characterize and/or differentiate STSs 
of different grades. 

II.  MATERIAL AND METHODS 

A. Study population ad Image acquisition 
In this work we retrospectively analysed a subset of STSs 
patients from the Fondazione IRCCS- Istituto Nazionale dei 
Tumori of Milano (INT). These patients underwent to a DWI 
acquisition, performed on a 1.5 T Philips Achieva (Philips 
Medical system Achieva, Nederlands) available at the INT. 
The study was approved by the local ethics committee and all 
patients gave their written informed consent before being 
included.  
We analysed 14 patients with a proven diagnosis of STS 
histological intermediate and high grade, 7 patients per 
group. 
The DWI sequence was acquired axially by means of echo 
planar imaging (EPI) with TR 5400 ms, TE 78 ms with 
resolution 0.9, 0.9, 5 mm, without gap and the DWI b-values 
was set to: 50, 400, 800 and 1000 s/mm2. 
 

B. ADC maps creation 
For each acquisition, we calculated the apparent diffusion 
coefficient (ADC) as the slope of the linear regression of the 
logarithm of the DWI exponential signal decay on the four b-
values [8]. In such way, we obtained 14 ADC maps that 
constitute the basis for the computation of the Radiomic 
features. The ADC routine was developed in ITK 4.8 [9]. 
  

C. Features extraction 
For each ADC map, we calculated, the so called first order 
statistic features [10] (FOS) on a region of interest (ROI) 
covering the full extent of the lesion. 
In order to capture the entire heterogeneity of the tumour, an 
expert radiologist drew the ROIs on the DWI at the lower b-
value, 50 s/mm2. 
In particular, we calculated 34 features: 12 computed on the 
gray level intensity of the ADC map and 22 on the histogram 
of the map. 
The first 12 features were: energy, kurtosis, mean absolute 
deviation, maximum, mean, median, minimum, range, root 
mean square, skewness, standard deviation and variance [10] 
while the remaining 22, were: Shannon entropy, kurtosis, 
mean absolute deviation, maximum, mean, median, 
minimum, range, root mean squared, skewness, standard 
deviation, uniformity, variance, total frequency and 10 
quantile of the histogram. 
All the features were implemented in ITK 4.8 [9] and ROI 
were drawn by means of 3D Slicer. 

A Radiomic approach to soft tissues sarcoma 
E. Montin¹, V.D.A. Corino¹, A. Messina² and L.T. Mainardi¹ 

1Politecnico di Milano / Dipartimento di Elettronica Informazione e Bioingegneria,Milan, Italy 
2Istituto nazionale dei tumori di Milano / Dipartimento di radiodiagnostica per immagini unità 1, Milan, Italy 



62

BIOIMMAGINIGNB2016, June 20th-22nd 2016, Naples, Italy 2 

D. Features reduction 
Many studies use the Radiomic features to create a 
classification routine. However, the reliability of the 
classifier model might be compromised when the number of 
features is higher than the training dataset [11], thus, a 
reduction of the number of features is necessary. In the 
literature, this phenomenon is referred to as the curse of 
dimensionality [12]. 
In order to select the most robust features, a Wilcoxon rank-
sum test was conducted on the 34 feature in the two groups, 
intermediate and high grade. 
The test null hypothesis was no difference between the 
distribution of each feature in the two groups and we fixed 
the acceptance threshold at a p-value of 5%. 

III. RESULTS 
Figure 1 reports two ADC maps of an intermediate (top 
panel) and high (bottom panel) grade STS. From the image, it 
is clear that intermediate grade lesion has a higher and less 
disperse ADC values in comparison to high grade. 
By our analyses, we found that 22 features were statistically 
different in the two groups. Table 1 reports the mean values 
of each features in the two groups and the relative p-values. 
Considering the features computed on the histogram of the 
map, 16/22 were significantly different in the two groups, 
while only 6/11 of the features are computed on the gray 
level intensity of the ADC map. 
By a further analysis of Table 1, it is worth noting that the 
most significant features are in the histogram features group. 
These two results are probably due to the fact that the 
heterogeneity of the STSs is better highlighted by the 
histogram features group.  
Figure 2 shows an example of histogram of the ADC map for 
two patients, belonging to the intermediate and high grade 
groups. It can be noted that the histogram of the high grade is 
more spread out. 
 

IV. CONCLUSION 
In this work we characterised a sub set of Radiomics 

features, on ADC maps of rare and heterogeneous STSs. 
Many of the first order statistic features were significantly 

different between patients with intermediate and high grade 
STSs. In particular, we found that probably because of the 
intrinsic heterogeneity of the ADC of these lesions, the 
features calculated on the histogram of ADC maps seem to 
better discriminate between these two histological grades. 
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TABLE I 
FEATURES VALUES IN THE INTERMEDIATE AND HIGH GRADE STSS 

Features Intermediate G High G P-value 
S.Energy' 1968686x109 97x109 0,26 
S.Kurtosis' 6,87 3,10 0,03 
S.Mad' 16426,16 434,97 0,71 
S.Max' 245503,40 3298,29 0,05 
S.Mean' 159847,44 1404,38 0,04 
S.Median' 164021,16 1359,71 0,04 
S.Min' 0,00 0,00 1,00 
S.Range' 245503,40 3298,29 0,05 
S.RMS' 161599,06 1506,09 0,04 
S.Skewness' -0,67 0,14 0,53 
S.STD' 23609,62 535,80 0,80 
S.Variance' 2071482807,14 293417,14 0,80 
H. Entropy' 3,83 4,32 0,01 
H.  Kurtosis' 7,56 4,41 0,04 
H. Mad' 0,0226 0,0202 0,03 
H. Max' 0,14 0,09 0,04 
H. Mean' 0,02 0,02 1,00 
H. Median' 2*10-5 5*10-5 0,13 
H. Min' 0,00 0,00 1,00 
H. Range' 0,14 0,09 0,04 
H. RMS' 0,04 0,03 0,01 
H. Skewness' 2,34 1,60 0,02 
H. STD' 0,034 0,030 0,01 
H. Uniformity' 0,09 0,06 0,01 
H. Variance' 11*10-4 7*10-4 0,01 
H. Quantile 0.1' 133824,06 783,65 0,02 
H. Quantile 0.2' 145819,71 949,64 0,04 
H. Quantile 0.3' 153549,32 1082,50 0,04 
H. Quantile 0.4' 159145,90 1214,94 0,04 
H. Quantile 0.5' 164001,52 1359,98 0,04 
H. Quantile 0.6' 168141,54 1517,81 0,04 
H. Quantile 0.7' 172362,03 1695,74 0,07 
H. Quantile 0.8' 177016,59 1887,72 0,21 
H. Quantile 0.9' 183321,89 2126,25 0,10 

 
In bold the significant features; S: signal, H: histogram. 
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Figura 1 In figure is reported an example of an intermediate (top) and a high (bottom) grade STSs ADC map. 

 
 
 
 
 
 
 

 
Figura 2: Histogram of intermediate(Blue) and high(red) grade STS 
of two representing patients 
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Abstract— Structured reporting (SR) represents a relatively 
recent form of radiological report which aims to standardize 
both the format and the vocabulary used. The SR can improve 
communication between radiologists and patients and between 
radiologists and clinicians. The objective is creating first 
standards for building a structured report containing headings 
easy to interpret by the patients’ referring physician and by the 
patients themselves.   
Keywords— Radiological structured report, HTA, health 

documentation, sonologist, bioimaging sciences. 
 

I. INTRODUCTION   
Radiological investigations in healthcare are performed to 
obtain a diagnosis based on symptoms reported by the 
patients or their family or to confirm pathologies detected in 
screening programmes. After having studied and interpreted 
the images the radiologist writes his opinion in a document 
called medical report, which is delivered to the patient and 
physician for the purpose of seeking the best treatment as 
soon as possible. 

II. THE PROBLEM OF THE CLARITY OF 
DIAGNOSIS 

The report written by the radiologist is then handed off to 
other people that must understand it exactly and without 
doubts. It is essential to help decide drug therapy, invasive 
procedures, operability of patient and what type of surgical 
technique should be used for the best patient’s outcome, 
either laparoscopic, robotic, or with an open approach. The 
greater the clarity of written text, the better the understanding 
by the patient, physician and surgeon. In many instances the 
radiology service delivers a CD with the images along with 
the paper's report that describes the diagnosis. However, 
understanding of the images contained within the CD 
requires a medical expertise and availability of technologies 
for their visualization. In a hospital, if the workflow allows, 
the radiologist tries to illustrate the imaging findings of 
inpatients to clinicians with a different expertise, such as 
surgeons, specialists in internal diseases, oncologists, 
radiation oncologist, etc. Possible therapeutic workflows are 
discussed with the aim to improve patients’ survival with the 
best quality of life. This process cannot be used for 

outpatients. As a matter of fact, delivery of a CD cannot 
replace the discussion with an imaging expert, and the clarity 
of the medical report becomes the key instrument for image 
interpretation. Regardless of specialization, no guidelines are 
available in Europe for structured reporting of 
ultrasonographic and radiological investigations[1],[2],[5]. 

III. LOGICAL ANALYSIS, LANGUAGE AND 
WRITING 

The first western theoreticians dealing with the identity of 
being and with use of language was Heraclitus of Ephesus 
(550-480 BC) who gave the name logos, a threefold law-
harmony, Word-speech, thought-right reality. Heraclitus was 
probably the first to connect the form to content. Aristotle 
(384-322 BC Greece) introduced the logical analysis to draw 
formally correct conclusions, descending from the universal 
to the particular, and broke down into its simplest elements a 
reasoning, in our case to represent themselves in writing. In 
his book “Prior Analytics” (Logica) Aristotle exposes the 
leading laws: the principle of identity, for which A = A, and 
that of non-contradiction, whereby A ≠ not A, are not 
demonstrable but immediate to grasp [4].  
 
A. The principle of Non-contradiction 
The principle of non-contradiction asserts the falsity of every 
proposition implying that a certain proposition A and its 
negation, not A, are both true, at the same time and so. « It is 
impossible that the same attribute, at the same time, belongs 
and not belongs to the same item and under the same 
respect.» Aristotele, Metafisica.  In a logical system a 
statement and its negation cannot stay together. Since all 
claims are true (including their negations) they would not be 
able to communicate a usable information. In mathematical 
logic a finite number of prerequisites brings to a final 
statement acting as conclusion [4]. 
 
B. The subjects of reasoning: the concepts 
The concepts are essential for reasoning. Every concept is an 
institution of reality which can be represented through a 
definition. The concepts have two characteristics: 1. 
extension = capacity of a concept to refer to a number of 
things more or less wide; 2. understanding = number of 
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features specific to the definition of the concept. Usually the 
higher the extent the lower the ability of understanding [4]. 

IV. EXAMPLES OF CLASSIFICATION OF 
DIAGNOSIS IN INTERNATIONAL HEALTH 

Since years, one of the purpose of health care is finding 
shared policies for naming the diagnosis of disease, 
conditions, health outcomes and suitable interventions to 
share knowledge, to carry on clinical trials, technological 
assessment, research and development. 
 

A . The  ICD-9-CM  classification 
All diseases and injuries related to patients discharged from 
hospitals are classified with the International Classification of 
Diseases, Tenth Revision, Clinical Modification (ICD-10-
CM) based on definite criteria and on description in medical 
terms to detect the causes of morbidity and mortality. 

B. International classifications DSM (diagnostic and 
statistical manual of mental disorders) 
For psychiatric conditions DSM-5 exists, Diagnostic and 
Statistical Manual of Mental Disorders (DSM), approved by 
the Board of Trustees of the APA on December 1, 2012. 
Instead the ICF, upgradeable, it provides a unified and 
standard language for rehabilitation (WHO 2001), updating 
the international classification of impairments, disabilities 
and handicaps (ICIDH). 
 
C. The DRG classification 
For reimbursements to hospitals for acute diseases and for 
comparison among Hospitals the DRG classification system 
has been created of all patients discharged from hospitals 
(1982 USA Fetter-Yale University), also introduced in Italy. 
A DRG-grouper software assigns the DRG and MDC (Major 
Diagnostic Category) based on: main diagnosis at the time of 
hospital discharge, surgery, age, other diseases, if alive, died, 
discharged against doctor advice, transferred to another 
Department, sex and birth, weight. This system aggregates 
the 16,000 ICD9-CM system disease diagnoses in about 600 
homogeneous groups. 
 
D. The TNM classification for staging of cancers 
The TNM system classifies malignant tumors on anatomical 
basis for defining their extension and allows staging of them. 
It is used internationally for subsequent diagnostic and 
therapeutic choices. The T Category describes the primary 
tumour and its extension; category N describes locoregional 
lymph nodes affected by cancer; category M describes the 
presence of distant metastases in target organs [4],[7].  

V. SCORING SYSTEM DIAGNOSTIC RADIOLOGY 
We present two examples of scoring system in Bioimaging. 
 
A. PI-RADS Scoring System   
The radiological scale PI-RADS [ESUR] is increasingly used 
for classification of prostate cancer based on MRI features. 
This system consists in assigning a score on a scale of 5 
points where Score 1 indicates no disease and Score 5 a 
strong suspicion of cancer. Clinically significant disease is 

highly unlikely to be present for Score 1, and highly likely to 
be present for Score 5 [5]. 
 
B. BI-RADS Scoring System 
In breast imaging based on mammography and ultrasound 
features the BI-RADS Scoring System is used to assign a 
diagnostic code associated with an increasing risk of cancer 
and with other clinical recommendations useful to the 
Surgeon [2]. 

VI. THE RADIOLOGICAL REPORT AND THE 
AUTONOMY OF THE RADIOLOGIST 

 
The referring doctor has the problem to put an adequate 
diagnostic question. The radiologist and sonologist cannot 
perform a superficial imaging investigation and is therefore 
required to examine all images carefully. 

VII. FIRST PROPOSE OF STRUCTURED 
REPORTING WITH DRAWING FOR MRI 

After benchmarking with other University Health and 
literature searches we propose a first list of categories for 
Structured Reporting with Pictures in subsequent tables 1 and 
2 [4],[6]. The Categories, represented in heading form, offer 
a remarkable and immediately grasped understanding to the 
reader, especially if they are not ambiguous or contradict 
each other. The drawing clarifies visually the localization of 
the lesions encountered and removes any doubt arising from 
the different terminology used by the reporting radiologists. 

VIII. CONCLUSION 
Structured Reporting can help radiologists to describe and 

summarize effectively information from Bioimages, and to 
promote a greater quality and consistency of reporting. 
Diagnostic features of pathologies observed are better 
described without ambiguity increasing the value of the 
report for the medical procedure. The effectiveness of the 
formulation of a clear diagnosis can prevent the need for 
repetition of imaging investigations and can improve the 
appropriateness in using technology with a reduction of 
expenses in public health. 
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TABLE 1 - ADMINISTRATIVE DATA  AND  PERSONAL DETAILS  OF THE PATIENT  IN  STRUCTURED REPORT  

 
 
 
 
TABLE  2 - CLINICAL  CATEGORIES  OF STRUCTURED REPORT FOR STAGING PROSTATE CANCER IN RMI 
 
    Numering The Report Categories Description 

1 Clinical question clinical indication of the examination ex cancer staging 
2 Equipment and Technique for examination locating equipment and technique of examination 

3 Dimension brief description of the form with accurate measurements in mm and cm of the 
three principal axes: longitudinal, transverse and antero-posterior 

4 Morfology description of the structure (homogeneous, inhomogeneous, with 
identification of potential injuries measured in cm) and its relation with 
adjacent organs, by infiltration or compression 

5 Lesions and Margins description of form and size in mm/cm of any detected lesions, their home and 
their nature using scales of reference (ex: PI-RADS, BI-RADS) with scale 
legend after signing the scoresheet. 

6 Prostate capsule profile involvement by the newly-formed, traveling and for how many mm 
thick 

7 Seminal vesicles if infiltrated by tumor or tablets 

8 Urinary tract (bladder and excretory 
pathways) 

if infiltrated, tablets or mild tumour impression 

9 Pelvic lymph nodes the presence or absence of pathological lymph drainage valve and iliac 
stations 

10 Pelvic skeletal structure structural changes in the examined 

11 Conclusion clear summary of the findings 

12 Score System Reporting scale used with legend (es Pi-RADS, BI-RADS) 

13 CD e Picture Description of the area affected with anatomical localization of lesions and 
their relationship with the organs and glands are contiguous 

14 Number of pages Component pages in the report 

15 Technical executor Name and qualification of the technical executor 

16 Radiologist Name of radiologist 

17 Physician's signature Manual or digital signature of the radiologist 

 
 
 

                   Numering  The Report Categories Description 
1 Place and  dispenser Name of the city and the hospital or clinic where you made the exam 
2 Finding responsible for delivery of the 

report and for communications with the 
patient 

phone and e-mail address of the Secretariat of the Service  

3 Numbering of report number of unique exam report, with bar code and number 

4 Pazient master data with telephone and email of the patient and a family member 
and accompanying persons 

5 The patient's clinical data presence of anatomical-patologic report, blood tests and other exams 
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Abstract— Constrained spherical deconvolution (CSD) and 
probabilistic tractography allow the reconstruction of white 
matter tracts in the brain with higher precision compared to 
deterministic tractography algorithms. The optimal acquisition 
parameters required for CSD are not always suitable for 
children and neonates in the clinical setting. The aim of this 
work was to test the feasibility of probabilistic tractography 
with CSD on MR data with acquisition parameters commonly 
used for pediatric clinical MR studies. 

Keywords— constrained spherical deconvolution, 
tractography, children, white matter fibers 

I. INTRODUCTION 
DIFFUSION-WEIGHTED MR imaging (dMRI) has become the 
imaging method of choice to investigate the white matter 
(WM) microstructure in vivo. In particular, by combining the 
directional information and magnitude of anisotropic 
diffusion of the individual voxels, the trajectories of the WM 
bundles may be reconstructed and quantitative analysis of 
WM organization can be performed. 

Based on the fiber orientations obtained from diffusion 
tensor imaging (DTI), the trajectories of a fiber pathway can 
be tracked using deterministic fiber tracking methods, 
including the FACT (Fiber Assignment by Continuous 
Tracking) method [1]. However, while these approaches are 
ideal for describing a single fiber population within a given 
voxel, they are limited in delineating the full dispersion of 
fiber pathways, parts of which pass through complex WM 
regions such as the centrum semiovale, where major WM 
tracts including the corticospinal tract, the superior 
longitudinal fasciculus, and the corpus callosum are known to 
intersect. 

Constrained spherical deconvolution (CSD) and 
probabilistic tractography estimate, for each image voxel, the 
configuration of the fibers, called fiber orientation 
distribution (FOD), and reconstruct WM pathways by 
sampling this distribution at each step and following the 
obtained direction [2]. Making no assumptions on the fibers' 
configuration in each voxel, CSD allows the reconstruction 
of crossing tracts with higher precision. 

The optimal acquisition scheme of the dMRI sequence for 
CSD was described by Tournier et al, and requires a strong 
magnetic field (3 Tesla), a high number of directions (at least 
60), and high b-values (3000 ms) [2, 3]. This protocol 
requires a long acquisition time and is often not feasible in a 
clinical setting, especially in the pediatric age group. 

 The aim of this work was to test the feasibility of 
probabilistic tractography and CSD in a group of normal 
neonates and children studied with a clinical dMRI protocol 

on a 1.5 Tesla scanner. 

II. METHODOLOGY 

A. Subjects 
Processing and analysis were conducted retrospectively on 

data previously acquired at the Istituto Giannina Gaslini in 
Genoa. We selected the dMRI studies of 10 neonates studied 
at term, and 3 children aged 5 to 9 years at the time of scan. 
All subjects underwent brain MR imaging for transient 
febrile convulsions or headaches. All were diagnosed as 
neurologically and developmentally normal by pediatric 
neurologists and had normal MR imaging findings. Parents 
signed an informed consent prior to image acquisition. 

 

B. Image acquisition and pre-processing 
Diffusion-weighted MR images were acquired with a 1.5 T 

MR unit (Philips Intera Achieva version 2.6; Best, the 
Netherlands), using a Reg DTI-high isoSENSE acquisition 
sequence commonly used in clinical practice. Acquisition 
parameters were as follows: 40 axial slices; slice thickness, 2 
mm; acquisition matrix, 96 x 96 (in-plane resolution, 1.67 x 
1.67 mm); TR/TE, 5156.53/78.414 ms. The signal was 
acquired along 34 non-collinear directions in the space, using 
a b-value of 800 s/mm2. One measurement without diffusion 
weighting was also performed (b = 0 s/mm2). 

 All brain MRI studies included a T1 or T2 anatomical 
sequence, with different acquisition parameters based on 
patient age; these sequences were used to assess the presence 
of brain lesions or malformations. 

 As a preprocessing step, all diffusion-weighted images 
were corrected for eddy currents using FSL tools [4]. 

C. Tractography 
Fiber tracking was performed using the Mrtrix3 package (J-

D Tournier, Brain Research Institute, Melbourne, Australia, 
https://github.com/MRtrix3/mrtrix3) [5] to reconstruct the 
WM tracts of interest. Each tract was delineated using a 
single-ROI or multi-ROI approach, depending on the tract of 
interest: during tractography, streamlines were seeded only 
from the given ROIs, with seeding points distributed 
uniformly inside the ROIs. 

 The spherical deconvolution method was used to estimate 
the FOD in each image voxel, while the streamlines were 
computed using the iFOD2 algorithm [6], which implements 
probabilistic tracking on the computed FODs. For each tract, 
10,000 streamlines were generated, while the maximum 
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number of trials was set to 1 million. The parameters were set 
to the values which empirically proved to be the most 
appropriate for the data: in particular, the maximum 
streamline length was set to 200 mm, the maximum angle 
between tractography steps was 50°, and the minimum FA 
value (under which streamlines were terminated) was set to 
0.3. 

 The same ROIs were used to perform tractography with a 
deterministic algorithm (FACT) using the Tensor_Det 
algorithm, which implements the traditional DTI 
methodology on the Mrtrix3 package. Parameters were left at 
the default values, which gave the best results for the data 
(maximum angle between steps, 9°; FA cutoff, 0.1; 
maximum length, 177 mm); for each tract, 10,000 
streamlines were generated, with a maximum trial number of 
1 million.  

D. ROI placement and tract qualitative analysis 
 Three main white matter tracts were selected for this work: 

the cerebellar-thalamic tracts (CTT), corticopontocerebellar 
tract (CPCT), and corticospinal tracts (CST), reconstructed 
separately for the two hemispheres. The CPCT and the CST 
were reconstructed using a single seeding ROI, while two 
ROIs were defined for the CTT. ROIs were placed according 
to Catani [7]. Additional post-processing of the reconstructed 
tracts was not performed. 

 Visual assessment of the tracts was performed 
independently by two expert pediatric neuroradiologists (D.T. 
and M.S.) using a five point scale on which 1 point indicated 
unacceptable quality, 2 points indicated poor quality, 3 points 
indicated fair quality, 4 points indicated good quality, and 5 
points indicated excellent quality [8]. The mean scores and 
standard deviations were reported for each tract and 
reconstructing techniques. The inter-observer agreement was 
evaluated with Cohen Kappa test. 

III. RESULTS 
Visual assessment results and inter-reader agreement 

evaluation are reported in Table 1.  
 

TABLE I 
MEAN VISUAL ASSESSMENT SCORES 

  Reader 1 
(mean±SD) 

Reader 2 
(mean±SD) K p 

CTT 
FACT 2.31 ± 0.48 2.23 ± 0.44 .806 .003 
CSD 3.54 ± 0.52 3.62 ± 0.50 .843 .002 

CPCT 
FACT 2.31 ± 0.48 2.15 ± 0.38 .581 .021 
CSD 3.69 ± 0.48 3.69 ± 0.48 .639 .021 

CST 
FACT 2.38 ± 0.50 2.46 ± 0.52 .843 .002 
CSD 3.62 ± 0.50 3.54 ± 0.52 .843 .002 

Visual assessment results and inter-reader agreement evaluation for the 
reconstructed tracts. 

 
Figures show the results obtained with the two 

reconstructing techniques in a fully myelinated child (Fig. 1) 
and in an unmyelinated neonate (Fig. 2). 

IV. CONCLUSION 
This work demonstrates the feasibility of spherical 

deconvolution and probabilistic tractography in neonates and 
children studied on a 1.5 Tesla scanner with a clinical DTI 
protocol. Indeed, this study shows a 100% success rate for 
CSD fiber tractography reconstruction of afferent (CPCT) 
and efferent (CTT) cerebellar tracts and the CST. Moreover, 
CSD allowed reconstruction of WM tracts with better image 
quality compared to a deterministic approach, even in 
neonates with unmyelinated brains. To our knowledge, no 
previous study tested the feasibility of this technique in 
normal neonates and children. Fiori et al. recently reported 
preliminary data on 15 children with cerebellar 
atrophy/hypoplasia using a similar approach, showing the 
potential utility of quantitative analysis of scalars of the 
cerebellar WM tracts obtained with CSD [9]. Our data further 
confirm this initial experience, and lend support to the 
hypothesis that this technique may be viable in the clinical 
setting. Moreover, the present data expand the potential 
applications of CSD to larger patient populations, regarding 
both age and clinical conditions.  

The main limitation of this study is the small sample size 
limiting the robustness of the statistical comparison. 
However, these convincing results encourage to perform 
further studies on a larger group of normal neonates and 
children, and to apply this technique to different pediatric 
brain diseases and malformations. 

REFERENCES 
[1] S. Mori, B.J. Crain, V.P. Chacko, and P. Van Zijl, “Three�dimensional 

tracking of axonal projections in the brain by magnetic resonance 
imaging”, Annals of neurology, vol. 45, pp. 265-269, 1999 

[2] J.D. Tournier, F. Calamante, D.G. Gadian and A. Connelly, “Direct 
estimation of the fiber orientation density function from diffusion-
weighted MRI data using spherical deconvolution”, NeuroImage, vol. 
23, pp. 1176-1185, 2004 

[3] J.D. Tournier, F. Calamante and A. Connelly, “Determination of the 
appropriate b value and number of gradient directions for 
high-angular-resolution diffusion-weighted imaging”, NMR in 
Biomedicine, vol. 26, pp. 1775-1786 

[4] M. Jenkinson, C.F. Beckmann, T.E. Behrens, M.W. Woolrich and S.M. 
Smith, “FSL”, NeuroImage, vol 62, pp. 782-790, 2012 

[5] J.D. Tournier, F. Calamante and A. Connelly, “MRtrix: Diffusion 
tractography in crossing fiber regions”, International Journal of 
Imaging Systems and Technology, vol. 22, pp. 53-66, 2012 

[6] J.D. Tournier, F. Calamante and A. Connelly, “Improved probabilistic 
streamlines tractography by 2nd order integration over fibre orientation 
distributions”, Proceedings of the International Society for Magnetic 
Resonance in Medicine, 2010, 1670 

[7] M. Catani and M.T. De Schotten, M.T., “A diffusion tensor imaging 
tractography atlas for virtual in vivo dissections”, Cortex, vol. 44, 
pp.1105-1132, 2008 

[8] P. Beddy, R.D. Rangarajan, M. Kataoka, P. Moyle, M.J. Graves, and E. 
Sala, “T1-weighted fat-suppressed imaging of the pelvis with a dual-
echo Dixon technique: initial clinical experience”, Radiology, vol. 258, 
pp. 583-589, 2011 

[9] S. Fiori, A. Poretti, K. Pannek, R. Del Punta, R. Pasquariello et al.,  
“Diffusion tractography biomarkers of pediatric cerebellar 
hypoplasia/atrophy: preliminary results using constrained spherical 
deconvolution”, AJNR Am J Neuroradiol., 2015 [Epub ahead of print]



GNB 2016

69

GNB2016, June 20th-22nd 2016, Naples, Italy 

 

3 

 
Figure 1. Comparison between deterministic (FACT) and probabilistic CSD tractography in a 9-year old child. The first column shows the reconstructed 
bundles for cerebellar-thalamic tracts (top row), corticopontocerebellar tracts (middle row) and corticospinal tract (bottom row) obtained with a traditional DTI 
deterministic tracking method (FACT), while the second column depicts the same reconstructed bundles obtained with probabilistic CSD tractography. 
Bundles are overlaid on coronal and sagittal T1-weighted images. Figures are representative of the global shape of the reconstructed bundles, irrespective of 
the cropping of the anatomic section.  
 

 
Figure 2. Comparison between deterministic (FACT) and probabilistic CSD tractography in a 3-day old neonate. The first column shows the reconstructed 
bundles for cerebellar-thalamic tracts (top row), corticopontocerebellar tracts (middle row) and corticospinal tract (bottom row) obtained with a traditional DTI 
deterministic tracking method (FACT), while the second column depicts the same reconstructed bundles obtained with probabilistic CSD tractography. 
Bundles are overlaid on coronal and sagittal T1-weighted images. Figures are representative of the global shape of the reconstructed bundles, irrespective of 
the cropping of the anatomic section.    
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Abstract—Mass spectrometry is a set of technologies with 
many applications in characterizing biological samples. Due to 
the huge quantity of data, often biased and contaminated by 
different source of errors, and the amount of results that is 
possible to extract, an easy-to-learn and complete workflow is 
essential. GeenaR is a robust web tool for pre-processing, 
analysing, visualizing and comparing a set of MALDI-ToF mass 
spectra. It combines PHP, Perl and R languages and allows 
different levels of control over the parameters, in order to adapt 
the work to the needs and expertise of the users. 

 
Keywords—Mass Spectrometry, Proteomics, Statistical 

Analysis, Web tool 

I. INTRODUCTION 
ASS spectrometry is, nowadays, one of the most 
important sources of biological data in proteomics 

[1][2][3]. This information is relevant for several 
applications, e.g., the identification of cancer biomarkers [4], 
the detection of food frauds [5], or the identification of 
doping substances in the fluids of athletes [6]. Matrix 
Assisted Laser Desorption Ionization - Time of Flight 
(MALDI-ToF) is one of the most used combined technology 
in mass spectrometry, because of the big volume of data 
which can be obtained in a short time, the high resolution and 
good accuracy and sensitivity [7]. 

Raw mass spectra are usually blurred with different kinds 
of disturbs (background noise, chemical noise, unnatural 
noise): thus, various pre-processing steps are compulsory in 
order to get clean mass spectra, in which the detection of the 
most important peaks is easier and more accurate [8]. Geena 
2 [9] is a web tool, simple and intuitive to use for scientists 
from different research areas, with three levels of feature sets 
of increasing complexity, which are under the control of the 
user. Starting from its architecture, it is possible to integrate 
further tools in order to improve the analysis workflow with, 
e.g., the recognition of new data format, the implementation 
of new algorithms for the cleaning of the data, the graphical 
visualization and reporting of results, and the adoption of 
advanced statistics for the comparison of mass spectra. 

The aim of this work is the extension of Geena 2 features, 
thus developing the GeenaR tool, with the aim of providing a 
wider range of statistical and visualization methods to the 
users, without making the use of the tool more difficult for 
researchers with little or no programming skills. To this aim, 
we will take advantage of the availability of several packages 
for mass spectrometry statistical analysis, written in R 
language [10], that are going to be integrated in the system. 

II. MATERIALS AND METHODS 

A. Data type 
A mass spectrum is an indented profile, with a trend and 

some typical peaks that characterize the source. The simplest 
format to describe a MALDI-ToF mass spectrum is a two-
dimensional array, in which the first column represents the 
m/z values (mass over charge) and the second column 
represents the corresponding abundances, that is the 
abundance of the molecule having the given m/z value in the 
sample source. Spectrometers have, often, an embedded 
software for the representation of spectra as matrixes in 
various formats (txt, TSV, CSV). Other robust formats, 
recognized as standard in mass spectrometry, such as mzML 
(11), have been developed by the Human Proteome 
Organization Proteomics Standards Initiative (HUPO-PSI).  

B. Workflow 
The complete pipeline of GeenaR is shown in Fig.1. The 

main sections are three (preliminary, summary, analysis). 
Some features are already available in Geena 2, others under 
development thanks to the integration of the R environment. 
The details are described below. 

MS Data Import. Mass spectra must be converted in a 
readable format, as already described in the previous 
paragraph. After the import step, the output format is in the 
text matrix format, thus mass spectrometry data are simple to 
read, both by users and by software, portable and re-usable. 

MS Data Pre-Processing. After a check about the presence 
of a congruent number of data and about the monotonicity of 
the m/z values, different transformations over each mass 
spectrum are necessary. Briefly: isotopic peaks identification 
and joining, trimming, variance stabilization, smoothing, 
baseline correction, normalization [9][12]. 

Peak Detection. It is a crucial reduction step, because 
selected peaks represent the entire mass spectrum for the 
following evaluations. It is necessary to reconcile replicate 
spectra obtained from the same sample into a unique, 
representative spectrum. This can be done by aligning spectra 
over the m/z values and computing the average abundance 
for aligned peaks. For the selection of a reduced number of 
peaks, a threshold can be defined, either by interpolating 
some m/z values or by testing different SNRs (selected with 
an estimation algorithm). 

Exploratory Data Analysis. Tidy mass spectra are shown in 
tabular and graphical forms, along with some basic 

GeenaR: a flexible approach to pre-process, analyse 
and compare MALDI-ToF mass spectra 

E. Del Prete1,2, A. Facchiano2, A. Profumo3, C. Angelini4, and P. Romano3 
1 Dipartimento di Scienze, Università della Basilicata, Via dell'Ateneo Lucano 10, 85100, Potenza (Italy) 

2 Istituto di Scienze dell’Alimentazione, CNR, Via Roma 64, 83100 Avellino (Italy) 
3 IRCCS AOU San Martino IST, Largo Rosanna Benzi 10, 16132 Genova (Italy) 

4 Istituto per le Applicazioni del Calcolo, CNR, Via Pietro Castellino 111, 80131 Napoli (Italy) 

M 

BIOINFORMATICA



GNB 2016

73

GNB2016, June 20th-22nd 2016, Naples, Italy 2 

descriptive information, e.g., number of mass spectra for 
sample, number of peaks for mass spectrum, and so on. 
Particular attention is focused on the reporting step, in order 
to provide a log file containing the selected parameters and 
guarantee the reproducibility of the results.  

Advanced Statistics. A feature matrix is a stricter 
representation of a mass spectrum extracted from the peaks 
list. Two mass spectra can then be compared by means of the 
corresponding feature matrices, in order to verify if they 
come from the same sample, using a spectrum similarity 
measure [13]. Furthermore, all feature matrices from several 
samples can be used to build a distance matrix and create a 
dendrogram for the selected mass spectra [14]. Finally, a 
variable selection method [15] can be applied to rank the 
peaks by importance, and a statistical validation can be 
carried out. 

C. Algorithms overview 
An original set of heuristic algorithms is already available 

in Geena 2. In short: the identification of isotopic peaks is 
performed by taking into account molecular weight of signals 
and the related trend of abundances; the normalization may 
be performed on the basis of a purposely included molecule; 
the peak selection may be performed by means of a threshold 
line, built by linearly interpolating values provided for given 
m/z values; the alignment is performed by selecting the 
nearest peaks, within a limited m/z difference, in the different 
mass spectra. 

By means of some R packages [16], we aim at adding new 
statistical methods which are highly relevant for mass spectra 
analysis, like e.g., square root transformation for the variance 
stabilization, Savitsky-Golay filter for the smoothing, 
Statistics-sensitive Non-linear Iterative Peak-clipping (SNIP) 
algorithm for the baseline correction, Total Ion Current (TIC) 
method for the normalization, Local Weighted Scatterplot 
Smoothing (LOWESS) technique for the alignment, Median 
Absolute Deviation (MAD) method for the peak detection, 
cosine correlation as similarity measure, Linear Discriminant 
Analysis (LDA) method for the variable selection. 

D. Development environment 
GeenaR is written in PHP, Perl (from Geena 2) and R 

languages. In detail, we are incorporating the R packages 
MALDIquant and MALDIquantForeign [12] for mass spectra 
pre-processing and analysis, OrgMassSpecR [17] for mass 
spectra comparison, dendextend [18] and pvclust [19] for 
clustering, and sda [20] and crossval [21] for variable 
selection. 

III. DISCUSSION 
Mass spectrum is an instant view of the proteome of a 

biological sample. The most important peaks of the spectrum 
may represent the complete mass spectrum, in order to 
perform advanced statistical analysis and characterize the 
sample. The analysis process must be simple, fast, complete 
and validated in order to support users having limited 
programming skills. Our flexible approach in GeenaR is 
simple, since all parameters are under the control of the users 
through a simple interface. The combination of PHP, Perl and 

R guarantees flexibility and high performance both in the 
analysis and in the output of results. The proposed pipeline is 
complete since it starts from the spectra generated by 
spectrometers, pre-process raw data, extract relevant 
information and execute advanced statistical analyses. The 
adoption of an extended statistical control supports in-silico 
validation of data, reproducibility of analyses and accuracy of 
results. 
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Figure 1: GeenaR analysis workflow. The pipeline is divided in three main section: preliminary, summary and analysis. Each 
section incorporates different tools highlighted with three distinct font colours: green denotes the tools already available in 
Geena 2; yellow denotes the tools available in Geena 2 and that will be extended in GeenaR by means of novel algorithms; red 
denotes the novel tools, currently under development and/or implementation, that will be included in GeenaR. The feedback 
arrow on the left represents a mass spectrometry data re-processing, useful in order to refine results after possible unexpected 
evidences. 
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Abstract—BRCA1/2 genetic testing in probands and family 
members with Hereditary Breast and Ovarian Cancer (HBOC) 
entered the clinical practice, in particular with introduction of 
Next Generation Sequencing (NGS). Guidelines for treatment 
and prevention management are based on presence or absence 
of pathogenic or probable pathogenic mutations. With the 
introduction of simpler preparation protocols, the focus 
critically shifts on analysis pipeline and interpretation. We 
implemented an amplicon target resequencing oriented pipeline 
for massive parallel sequencing of BRCA1/2 genes. 
Keywords—Breast cancer, ovarian cancer, next generation 

sequencing, variant caller, amplicon resequencing. 

I. INTRODUCTION 
n the past, BRCA1 and BRCA2 testing was performed on 

Sanger-based sequencing of the coding and flanking regions 
of the genes and was integrated by MLPA, exploring large 
gene rearrangements. In the last years, genetic testing moved 
from Sanger-based to next generation sequencing (NGS)-
based technologies that have the major advantage of abating 
the time for testing. Sanger-based sequencing is now 
performed to confirm mutations identified by NGS and is 
used for cascade family screening once the mutation is 
identified in the probands. The assignment of a pathologic 
significance to missense mutations is based on consolidated 
evidences in existing public databases and segregation 
studies in families. Many missense variants are still classified 
as genetic variants of unknown significance (VUS). In silico 
analyses can support the interpretation of the significance of 
VUS but do not, by themselves, guarantee for a fully correct 
interpretation [1] Given the essential and unique role of 
pathologic mutations in BRCA genes for both preventive 
surgery and, more recently, for administering Olaparib in 
ovarian cancer in presence of BRCA mutation [2], the correct 
interpretation of variants is mandatory for providing patients 
with the most advance prevention and treatment options for 
HBOC syndrome. A wrong interpretation may negatively 
impact medical care: missing a pathologic missense mutation 
limits appropriate prevention and treatment strategies in both 
probands and carrier relatives; vice versa, wrong assignment 
of pathologic significance to a non pathologic VUS may 
induce wrong medical and surgical decisions.  

In this context, the NGS analysis pipeline step of variant 
calling became crucial to delineate the genetic profile of the 
single patient. The study is focused on the problem of errors 
during variant calling, as both miscalling and not calling 
cases [3]. The aim of the study was to find the best case-
specific pipeline for BRCA1/2 sequencing in terms of best 
balance between sensibility (not calling true positive) and 
sensitivity (report false positive as true). 

We first chose two popular variant callers, Genome Analysis 
Tool Kit and Varscan2, and compared them with Miseq 
Reporter Illumina standard pipeline individually. The choice 
was driven by the idea to compare probabilistic, Bayesian 
statistics with a heuristic/statistic approach to call variants. 

II. Materials and Methods 

A. Data set 
From Dec 2015 to March 2016, we analysed 56 samples 

from patients with breast/ovarian cancer positive history and 
suggestive family history. 

Four samples were selected as reference set after complete 
sequencing using Sanger technique, and finding of six 
different variants (SNV in 2, Stop variant in 1, frameshift 
variant in 1). 

Fifty-two samples were sequenced with NGS, analysed and 
variants identified were validated using Sanger technique.  

B. Sequencing 
TruSeq Custom Amplicon with specific design for BRCA1 

and BRCA2 (AFP2) was used, according to Illumina 
preparation protocols. Mean coverage per amplicon was 
600x, with mean quality score 40. All data was automatically 
analyzed by Miseq Reporter standard pipeline during run 
session, using AFP2 v2.0 manifest file.  

C. Pipeline 
Fastq files were extracted from Miseq machine. BWA-

MEM aligner tool was used with reference sequence hg19. 
Three variant calling methods was used: (1) Genome 
Analysis Tool Kit-3.5 (GATK,) [4], (2) Varscan 2.4.0 [5] and  
(3) Miseq Reporter standard pipeline. First data was pre-
processed using IndelRealigner in GATK for all samples. We 
didn’t use BaseRecalibrator (GATK) and MarkDuplicates 
(Picard) commands, by following the best practice 
procedures for amplicon protocol sequencing. All two variant 
caller performed the analysis with default parameters, in 
multisampling mode. The two vcf files obtained were used as 
input of the Intersect (Vcftool) command. The final vcf was 
composed by all variants obtained by GATK U Varscan2 
(union-vcf). 
Single vcf files, and union-vcf file were annotated with 
Variant Effect Predictor tool v86.  
All methods were tested on Linux Ubuntu v 15. 
Miseq Reporter vcf files were annotated using Illumina 
Variant Studio v2.2. 

Multiple variant callers and amplicon target 
resequencing in clinical bioinformatics 
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D. Performance measure of variant calling pipelines 
To assess the performance of single variant caller VS union 
variant calling pipeline VS Miseq Reporter standard pipeline, 
we defined true positive (TP) variants called and Sanger 
validated; false positive (FP) variants called but not 
validated; false negative (FN) gold standard variants that 
were not called by a variant caller [6].  

 

 

 
 
 
 
 
 

III. RESULTS 

A. Single variant caller analysis 
Results of single variant calling are reported in Table 1.  
For GATK we used standard hard filtering [4]. For 

Varscan2 we used default filtering parameters [5].  
Miseq Reporter did not call two variants, probably 

pathogenic, which were in the control set  
GATK alone did not call two variants, one frameshift 

probable pathogenic, and one missense probable benign. 
Varscan2 is the variant caller with the maximum number of 

false positive calls, and did not call three variants, 1 probable 
pathogenic e 2 benign. 
All variant callers approach suffers the sequence composition 
of BRCA 1 and 2, rich of homopolymeric zones. Varscan2 
denotes also the major difficulty in the starting and ending 
part of targets. 

B. Union analysis and filtering 
For GATK we used default parameters, for Varscan2 filtering 
parameters were restricted using --min-avg-qual equal to 20 
and --min-coverage equal to 15. 
After variant calling we filtered variants with quality by 
depth <6 and allele depth/read depth <20%.  
The union of GATK and Varscan2 did not call false negative. 
The post calling filtering approach abated the number of false 
positive. The increase in number of samples analysed will 
open the possibility to deep the filtering approach and 
augment the sensitivity of the analysis. 

IV. CONCLUSION 
The variant calling phase of NGS analysis pipeline is 

crucial to avoid errors in correct genotyping. The evidence of 
a need of target based specific pipelines strategy is becoming 
stronger and stronger [7]. Our approach is a mixed variant 
calling strategy, turned to emphasize the qualities of every 
chosen variant caller. The sensibility of the approach was 
then balanced by the presence of a posteriori filtering step, 

specific of our experience on these genes.  
Future development will be the implementation of a 

normalization tool for vcf files from different variant caller, 
selecting a standard pool of labels on which refine filtering 
parameters on specific target. 
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TABLE I 
RESULTS OF VARIANT CALLERS 

Variant 
caller 

Num of 
variants TP FN FP 

GATK 149 100 2 49 

Varscan2 188 119 3 69 

Miseq 
Reporter 103 94 2 9 

Union 170* 121 0 49 

*Number of variants called and passed filters. 
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Abstract— We propose an integrated network-based 
approach to analyse the correlation network arising from large-
scale gene expression data. Our approach represents a novel 
perspective to the problem of node classification by assigning 
roles to nodes on the basis of network topology together with the 
gene expression data. Our rationale is that the biological roles of 
nodes should be identifiable looking at local interactions of each 
node with respect to the global connectivity of the network. We 
applied our methodology to the RNA and microRNA-
sequencing data of human lung squamous cell carcinoma in 
order to identify a small pool of genes that might have a key role 
in lung cancer development and progression. 
Keywords—network analysis, gene expression, lung cancer. 

I. INTRODUCTION 
ung carcinoma is one of the most frequently diagnosed 
cancers as well as the most common cause of cancer 

death worldwide (1.59 million deaths, 19.4% of the total in 
2012). There were estimated to be 1.65 million new cases in 
2015 in USA and lung cancer incidence is expected to 
increase in the future [1]. Thus, research groups of all over 
the world aim at improve the prevention, diagnosis, and 
treatment of this type of cancer. Thanks to next generation 
technologies, many open-access repositories offer researchers 
an ever-increasing collection of heterogeneous genomic data 
that have to be properly investigated from a global point of 
view. One of the largest public repositories of large-scale 
genomics data is The Cancer Genome Atlas (TCGA): a 
multi-dimensional catalogue of the key genomic changes 
associated with specific types of tumors. The study of 
oncogenic properties of tumor cells requires the combination 
of experimental data and computational approaches 
supporting better disease knowledge as well as diagnosis and 
prognosis. Among the computational methods, gene network 
analysis, taking into account relationships among genes, 
offers a powerful tool to identify key players that mark the 
shift from normal to cancer state. 

We propose an integrated network analysis aiming to 
identify a small pool of genes (about hundreds) called 
“switch genes” that are involved in drastic changes of 
biological systems. Specifically, switch genes are 
characterized by a marked negative correlation with the 
expression profiles of their linked nodes in the network, but 
with the additional property of many significant negative 
correlations outside their communities. We set our procedure 
in [2], where we extracted switch genes by analysing the 
grapevine gene expression atlas [3]. They appear to be master 
regulator genes of transition from the immature to the mature 
growth phase of the grapevine developmental program. 

In this work, we apply our approach on RNA- and 
microRNA- (miRNA) sequencing assays of human lung 
squamous cell carcinoma. 

II. METHODS 

A. Dataset 
The lung squamous cell carcinoma (lusc) dataset was 

obtained from TCGA repository (updated to December 
2014). Data include: 1) 554 RNA-sequencing samples (of 
which, 503 are tumor and 51 normal samples) relative to 502 
unique patients; 2) 525 miRNA-sequencing samples (of 
which, 480 are tumor and 45 normal samples) relative to 480 
unique patients. Out of the whole set of patients, 38 have 
samples of cancer and matched normal tissues for both the 
RNA-sequencing (concerning protein-coding and non-coding 
RNAs abundance) and miRNA-sequencing. 

B. Differential Gene Expression Analysis 
We applied a pre-processing and filtering phase on data in 

order to remove genes whose expression did not change with 
statistical significance between the two conditions (matched 
normal and tumor). We selected 1683 RNAs and 18 miRNAs 
showing statistically significant differential expression based 
on False Discovery Rate (FDR) < 0.05. 

C. Network Analysis and identification of switch genes 
We built a co-expression network of differentially 

expressed RNAs and miRNAs based on the Pearson 
correlation between expression profiles of gene pairs. In this 
network, two nodes are connected if the absolute value of the 
Pearson correlation for their expression profiles is greater 
than a given threshold (0.75 or 85th percentile). The choice of 
this threshold should reflect a right balance between the 
number of edges and the number of connected components of 
the network: the number of edges should be as small as 
possible in order to have a manageable network (pointing 
towards a higher threshold) and the number of connected 
components should be as small as possible in order to 
preserve the integrity of the network (pointing towards a 
smaller threshold).  

In order to detect the community structure of our network, 
we used the k-means clustering algorithm [4], which 
partitions n objects (here network nodes) into a predefined 
number N of clusters. The quality of clustering was evaluated 
by minimizing the Sum of the Squared Error (SSE), 
depending on the distance of each object to its closest 
centroid. A reasonable choice of the number of clusters is 
suggested by the position of an elbow in the SSE plot 
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computed as function of N. As distance measure, we used 
dist(x,y) = 1 – ρ(x,y), where ρ(x,y) is the Pearson correlation 
between expression profiles of nodes x and y. Table 1 lists 
cut-off values used throughout the analysis. 

After finding the communities in the network, we classified 
nodes by computing the Average Pearson Correlation 
Coefficients (APCCs) between the expression profiles of a 
hub (i.e., nodes with more than 5 connections [5]) and each 
of its nearest neighbours. This classification of hubs was set 
in [5] where the authors studied protein-protein interactions 
(PPI) networks in yeast. They found a general bimodal 
distribution of the APCC corresponding to two classes of 
hubs that they named “party hubs” (with very high positive 
values of APCC) and “date hubs” (with moderate positive 
values of APCC). By applying this definition to the lusc 
correlation network, we found a trimodal distribution of 
APCC (Fig. 1 panel a), which allowed us to identify an 
additional class of hubs that we called “fight-club hubs”, 
which display negative values of APCC. 

Then, we combined expression data with the topological 
properties of nodes by using the cartographic representation 
of modular networks presented in [6] that assign a role to 
each node based on their inter-cluster and intra-cluster 
connectivity. This is reached by defining two statistics: the 
within-module degree z and the participation coefficient P,  
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where ki
in is the number of links of node i to nodes in its 

module Ci, ki is the total degree of node i, and and  are 
the average and standard deviation of the total degree 
distribution of the nodes in the module Ci.. According to P 
and z values, the plane is divided into seven regions (R1-R7), 
each defining a specific node role [6]. High z values 
correspond to nodes that are hubs within their module (local 
hubs), while high values of P identify nodes that interact 
mainly outside their community. 

Finally, we coloured each node in the plane identified by z 
and P according to its APCC value thus defining what we 
called a heat cartography map. Our integrated network 
analysis allowed us to identify a special subclass of fight-club 
hubs falling in R4 region that we call “switch genes” (Fig. 1 
panel b) and that are no local hubs and mainly interact 
outside their community. 

TABLE 1 
SUMMARY OF LUSC DATASET ANALYSIS  

fold-change (FC) threshold 5.6 
FDR threshold 0.05 
Number RNAs DE 1683 
Number miRNAs DE 18 
Pearson Correlation threshold 0.75 (85th percentile) 
Number of network nodes 1628 
Number of clusters 3 
Number of switch genes 274 

III. RESULTS 
We selected 1683 RNAs and 18 miRNAs statistically 

significant differentially expressed (FDR<0.05) in the 
analysis of TCGA lusc dataset and used them as input for our 
algorithm to explore switch genes associated with the tumor 

transformation. We unveiled 274 switch genes significantly 
up-regulated in tumor tissues that we proposed as good 
candidate biomarkers of lung carcinoma (Fig. 1 panel c).  

Moreover, we studied the effect of targeted removal of 
date/party/fight-club hubs and switch genes on the lusc 
correlation network topology (Fig. 1 panel d). This analysis 
showed a critical contribution of switch genes and fight-club 
hubs in preserving the integrity of the network. 

Finally, we investigated switch genes function by 
performing KEGG pathways [7] enrichment analysis by 
using the FIDEA server [8]. This analysis pointed out a 
strong association of switch genes in the regulation of cell 
cycle (Fig. 2 panels a-b). In particular, switch genes appear to 
be specifically involved in the G2 phase to mitosis transition 
(G2/M) of the cell cycle (Fig. 2 panel c). In fact, the list of 
switch genes encompasses Cyclins (e.g., Cyclin B) and 
Cyclin-dependent kinases (Cdk) that are crucial players of 
this checkpoint. Importantly, Cyclin B is a mitotic cyclin 
which binds to the cyclin kinase Cdk1, building the Mitosis 
Promoting Factor (MPF) complex. Its activity rises through 
the cell cycle until mitosis (G2/M transition), where it has a 
drastic fall due to degradation of cyclin B (Fig. 2 panel d). 

IV. CONCLUSION 
We proposed an integrated network analysis that allowed 

identifying putative key gene regulators of human lung 
squamous carcinoma. Specifically, we identified 274 switch 
genes that are significantly enriched in cell cycle annotation, 
supporting their crucial role in normal to cancer state 
transition. In the near future, we intend to extend our 
approach to the analysis of all tumours provided by TCGA. 

ACKNOWLEDGEMENT 
This work was supported by The Epigenomics Flagship 

Project (EPIGEN), funded by the Italian Ministry of 
Education, University and Research (MIUR), and the 
National Research Council (CNR). 

REFERENCES 
[1] Siegel RL, Miller KD, Jemal A “Cancer statistics, 2015.” CA: a cancer 

journal for clinicians, 2015, 65: pp.5-29. 
[2] Palumbo MC, Zenoni S, Fasoli M, Massonnet M, Farina L, Castiglione 

F, Pezzotti M, Paci P “Integrated network analysis identifies fight-club 
nodes as a class of hubs encompassing key putative switch genes that 
induce major transcriptome reprogramming during grapevine 
development”. Plant Cell 2014, 26(12): pp.4617-4635 

[3] Fasoli M, Dal Santo S, Zenoni S, Tornielli GB, Farina L, et al “The 
grapevine expression atlas reveals a deep transcriptome shift driving 
the entire plant into a maturation program”. Plant Cell 2012, 24: 
pp.3489-505. 

[4] Hartigan JA, Wong MA “Algorithm AS 136: A K-Means Clustering 
Algorithm” JR Stat Soc Ser C Appl Stat 1979, 28:pp.100–108. 

[5] Han JD, Bertin N, Hao T, Goldberg DS, Berriz GF, Zhang LV, Dupuy 
D, Walhout AJ, Cusick ME, Roth FP, Vidal M “Evidence for 
dynamically organized modularity in the yeast protein-protein 
interaction network”. Nature 2004, 430:pp.88-93. 

[6] Guimera R, Amaral LAN “Functional cartography of complex 
metabolic networks”. Nature 2005, 433:pp.895. 

[7] Kanehisa, M, Sato Y, Kawashima M, Furumichi M, Tanabe M. 
“KEGG as a reference resource for gene and protein annotation”. 
Nucleic Acids Res 2016, 44: pp. 457-462. 

[8] D’Andrea D, Grassi L, Mazzapioda MG, Tramontano A “FIDEA: a 
server for the functional interpretation of differential expression 
analysis” Nucleic Acids Res 2013. 



GNB 2016

79

GNB2016, June 20th-22nd 2016, Naples, Italy 3 

 

Fig. 1  Results of the lung squamous carcinoma network analysis. Panel a) depicts the APCC distribution for lusc correlation network, where the three peaks 
correspond to: 1) fight-club hubs, which are negatively correlated on average with their interaction partners; 2) date hubs, which show moderate co-expression; 
3) party hubs, which are highly correlated with the expression of their interaction partners. The x-axis represents the APCC and the y-axis represents the 
estimated probability density of the APCC. Panel b) depicts the heat cartography map for lusc correlation network. The plane is divided into seven regions 
(R1-R7) defining the node roles and identified by two parameters (within-module degree z, participation coefficient P). Each node is colored according to its 
APCC value. Blue nodes are the fight-club hubs and among them those ones falling in the region R4 are the switch genes (i.e., genes are connected mainly 
outside their module, showing low z and high P values), highlighted by a dashed black circle. Panel c) depicts the dendrogram and heat map of switch genes, 
where the expression profiles are clustered according to rows (switch genes) and columns (samples) of the expression data matrix. The colors of the heat map 
refer to the z-score normalized expression levels in a blue (low) to yellow (high) scale. Panel d) depicts the robustness analysis for the lusc correlation 
network, where the x-axis represents the cumulative fraction of removed nodes, while the y-axis represents the average shortest path (i.e., the minimum 
number of consecutive links connecting two nodes). Each curve refers to the removal of different kinds of nodes, as indicated in the color legend.

 

 

Fig. 2  Results of the KEGG pathways enrichment analysis for switch genes. Panel a) draws a pie chart of enriched KEGG pathways among switch genes. The 
number of switch genes annotated to each KEGG category is shown inside the cognate slice. Panel b) draws the histogram of top enriched KEGG pathways 
sorted by significance (-log10 of adjusted p-values). Only KEGG pathways with an adjusted p-value lower than 0.05 are shown. Panel c) draws the KEGG cell 
cycle pathway (hsa04110), where the 24 switch genes annotated for this category are highlighted in yellow. In particular, these include cyclins and cyclin-
dependent kinases and result mostly involved in the G2/M phase of the cell cycle. Cyclin B is a mitotic cyclin which binds to the cyclin kinase Cdk1. This 
complex is called Maturation Promoting Factor or Mitosis Promoting Factor (MPF). Panel d) shows the activity of this complex that rises through the cell 
cycle until mitosis (G2/M transition), where it has a drastic fall due to degradation of cyclin B, while Cdk1 is constitutively present. 
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Abstract— Abnormal aggregation of disease-specific proteins 
has been recognized as closely related to the onset of several 
neurodegenerative disorders. However, molecular reasons 
underneath the misfolding process and the protein aggregation 
pathway have not been entirely clarified yet. This is the case of 
the misfolding process of Ataxin-3, a poly-glutammine protein 
responsible for the neurodegenerative disease Spinocerebellar 
Ataxia Type 3. In this connection, computational approaches 
represent a powerful tool to describe molecular features of 
protein folding and protein-protein interactions with atomistic 
detail. An investigation focused on the JD dimerization 
mechanism will be presented here, suggesting possible 
aminoacids involved in the first step of Ataxin-3 aggregation. 
Moreover, enhanced sampling techniques, such as 
Metadynamics and Replica Exchange Molecular Dynamics, 
have been employed to characterize the thermodynamic stability 
and folding kinetics of Josephin Domain. Following 
experimental validation, these results can be considered as a 
basis for a future design of Ataxin-3 aggregation inhibitors that 
will require several key conformations identified in the present 
study as molecular targets for ligand binding.  
Keywords—Molecular Modelling, Neurodegenerative Disease, 

Spinocerebellar Ataxia, Molecular Dynamics. 

I. INTRODUCTION 
The worldwide significant increase in the life expectancy has 
recently drawn the attention of the scientific community to 
pathologies of the elderly population, such as 
neurodegenerative diseases. In this connection, the 
polyglutamine (polyQ) disorders represent the most common 
form of inherited neurodegenerative disease. The main 
molecular feature characterizing all polyQ expansion diseases 
is related to an abnormal length of the glutamine tract in the 
codified protein, resulting from an unstable expansion of a 
cytosine–adenine–guanine (CAG) repeat in the causative 
gene. The present work is focused on the Ataxin 3 (At3), a 42 
kDa intracellular protein responsible for the Spinocerebellar 
Ataxia type 3, also known as Machado Joseph Disease. 
Ataxin-3 consists of an N-terminal Josephin Domain (JD), 
and an unstructured flexible C-terminus, which contains the 
polyQ tract. Several experimental studies have indicated a 
double-step process for At3 fibrillogenesis, composed by an 
initial phase JD-mediated but polyQ-independent, followed 
by a polyQ-dependent step [1]. For these reasons, the JD 
have gained considerable scientific attention in the past. A 
first research line focused on investigating the protein 
residues involved in the JD's dimerization mechanism and, 
more in general, the aggregation pathway. As a second 

research line, a number of investigations have been carried 
out to describe the JD conformational states in solution. In 
detail, several JD models solved by NMR are available in 
literature (PDB entry 2JRI [2], 1YZB [3], 2AGA [4] and 
2DOS [5]), demonstrating the existence of different structural 
conformations. Motivated by the still open debate in 
literature we have employed classical and enhanced 
Molecular Dynamics to shed light on i) JD dimerization 
mechanism and ii) JD conformational properties in solution. 
Our results suggest the JD aggregation as a multi-step 
process, characterized by an initial JD-JD binding mainly 
driven by Arg-101. Finally, we provide a thermodynamic and 
kinetic description of the JD transition pathway from the 
open-like to a closed-like conformation. Approaching this 
problem from an energetic point of view is of great 
importance especially in case of amyloidogenic proteins, 
given the intimate interconnection between the functional 
energy landscape and misfolding/aggregation risk. 

II. MATERIALS AND METHODS 

A. Classical Molecular Dynamics and Mode Analysis 
Classical Molecular Dynamics was employed to study i) JD 
conformational properties in solution and ii) the JD 
dimerization mechanism. In addressing these issues, we set 
up two different molecular systems: i) the single JD in 
explicitly modelled water, the so-called JDWat, ii) two JDs in 
explicitly modelled water, the so-called JD-JD. Ten replicas 
of the molecular system, characterized by different JD-JD 
starting orientation, were generated and simulated for 150 ns. 
The 1YZB model [3] of JD was selected as the starting point 
for the present work. AMBER99-ILDN force-field [6]-[8] 
and water TIP3P model [9] were chosen to describe the 
system’s topology. GROMACS 4.6 package was employed 
for all MD simulations and data analysis [10]. Alanine 
mutation simulations have been also carried out to verify the 
role of residues identified as mainly involved in JD protein-
protein interaction. Principal Component Analysis (PCA) 
was applied to classical MD trajectories in case of JDWat 

simulation to elucidate large-scale and low-frequency modes, 
respectively, yielding collective motions leading to the JD 
conformational changes.  

B. Metadynamics 
The free energy landscape representing the JD folding 
pathway was investigated by means of Metadynamics [11]. 
The first eigenvector derived from the PCA was used as CV 
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for a well-tempered Metadynamics simulation of 500 ns 
starting from the open-like 1YZB model [12]. To perform 
Metadynamics simulations, a Gaussian width of 0.1 was 
used. Along the simulation, the initially prescribed Gaussian 
deposition rate value of 0.2 kJ/mol·ps was used and it 
gradually decreased on the basis of an adaptive scheme, with 
a bias factor of 20 [13]-[14]. The estimation of the free 
energy profile was performed by employing the reweighted-
histogram procedure [15]-[16], taking into account three 
collective variables: the projection along the first PCA 
eigenvector, the JD’s Radius of Gyration (RG), the hairpin 
angle and the alphaRMSD variable. 

C. Replica Exchange Molecular Dynamics 
Replica Exchange Molecular Dynamics (REMD) [17] was 
carried out to obtain a kinetic estimation of the JD monomer 
conformational transitions. In detail, 128 replicas were 
simulated for temperatures ranging from 300 K to 602 K. 
Temperatures are distributed following the exponential 
spacing law [18]-[19]. The resulting exchange probability 
was 0.35. The exchange attempt time interval was set to 2 ps. 
Each replica was simulated for 50 ns, obtaining a cumulative 
simulation time of 6.4 µs. In order to obtain a reliable 
estimate of the JD folding rates, the kinetic description 
developed by van der Spoel et al [20] was applied to the 
REMD trajectories. 

III. RESULTS AND DISCUSSION 

A. JD dimerization mechanism  
The MD trajectories of the JD-JD system allow to identify 
residues mainly responsible for the dimerization process. In 
detail, the JD-JD residues’ contact probability plot (Fig.  1) 
demonstrates that Arg101 is the residue most frequently 
involved in the JD-JD dimerization interface. This result is in 
close agreement with a very recent work [21] demonstrating 
Arg101/Arg103 as mainly responsible for JD interaction with 
hydrophobic/hydrophilic substrates. To carefully test this 
hypothesis, we run again the same set of ten JD-JD 
simulations by replacing the native Arg101/Arg103 residues 
with Alanine. The mutations have a strong effect on the JD-
JD interaction propensity, providing a generalized reduction 
of the contact probability values. 

B. JD Free energy landscape 
The MD simulation of JD monomer in water environment 
was analyzed in order to study the JD conformational 
properties in solution. The RG calculated over the classical 
MD trajectories reveals the JD transition from half-open, 
characterized by RG of 1.7 nm, to a closed conformation, 
characterized by RG of 1.55 nm (Fig.  2a). To reduce the high-
dimensionality of the MD trajectory and to identify the 
dominant molecular phenomena related to the JD closure, 
PCA was applied. The first eigenvector derived from the 
PCA was used as CV for a well-tempered Metadynamics 
simulation. Analyzing the free energy profiles reported in Fig.  
2b, two energy wells of 36 kJ/mol and 4 kJ/mol, located at 
RG values of 1.55 nm and 1.78 nm, respectively, can be 
identified. Interestingly, the findings of our in silico study 
strongly suggest the closed conformation as the most likely 
for a Josephin Domain in solution, in agreement with models 
2AGA [4]. 

C. JD Folding kinetics estimation 
Analyzing the REMD trajectory at 310K, the JD 
conformational space can be divided into three main groups: 
open JD (O), closed JD (C) and intermediate state (I), 
containing both half-open and half-closed JD (Fig.  3). 
Analyzing the kinetics and thermodynamics results shown in 
Fig.  3, it is worth noticing that the closed JD arrangement 
represents the most energetically favorable configuration. In 
detail, transition between closed and intermediate states is 
characterize by deep energy barrier (EC-I = 36.7 kJ/mol), in 
close agreement with the computational results obtained by 
Metadynamics simulations  (Fig.  2b). The corresponding rate 
constant is τC-I=767.3 ns, explaining the reason behind the 
well established inability of the classical MD simulation in 
being able to explore the transition between closed and open 
JD (Fig.  2a) on a time scale of hundreds of nanoseconds [22]-
[23]. Finally, the estimation of the average JD closed fraction 
at 310 K (fc=0.993), provides further evidence for the closed 
arrangement as the most likely for a JD monomer in water 
environment. 

IV. CONCLUSION 
In the present work, a MD approach has been employed to 
investigate JD protein-protein interactions and folding 
dynamics. A clear identification of the most likely JD-JD 
interacting sites is here provided. Moreover, a decisive 
evidence of the thermodynamic stability of the JD closed-like 
conformation is obtained by an extensive computational 
investigation concerning the JD folding pathway. Further 
studies will help in elucidating the interconnection between 
JD conformational properties and aggregation propensity. 
The above mentioned investigations might be a key to 
successfully design novel therapeutic strategies targeting 
SCA3. 
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Fig.  1. The inter-monomer residue-residue distance is calculated for JD-JD (blue curve) by applying a distance cut-off of 0.28 nm. The last 50 ns of all 
simulations are considered for data sampling. Arg101 has been found to be the residue most frequently involved in the JD-JD dimerization interface. The same 
set of ten JD-JD simulations were performed by replacing the native Arg101/Arg103 residues with Alanine (red curve). The mutations have a strong effect on 
the JD-JD interaction propensity, providing a generalized reduction of the contact probability values. 
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Fig.  2. a) The time evolution of the JD Radius of Gyration along the Classical MD simulation revels the JD transition from half-open to a closed 
conformation, characterized by RG lower of 1.55. b) 2D color map of the JD free energy landscape as function of JD Radius of Gyration and Hairpin angle, 
calculated by the reweighting histogram approach on the Metadynamics outcome. The visual inspection of the JD conformation corresponding to the free 
energy minima is also reported (right). 
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Fig.  3. Visual inspection of the JD conformational arrangements corresponding to closed (C), intermediate (I) and open (O) state together with the estimated 
forward and backward rate constants for folding together with the activation energies at 310K. Moreover, the estimation of the average JD closed fraction at 
310 K (fc=0.993) is provided.  
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Abstract— The process of rRNA assembly in mammalian cells 
starts from the primary 47S transcript and, by a series of 
cleavages, leads to the production of three rRNAs: 18S, 28S and 
5.8S. During this process, the non-coding flanking regions are 
removed. We have applied a digital signal processing analysis to 
one of this non-coding region (Internal Transcribed Spacer 1) to 
find out the presence of putative regulatory sites. The results 
show that known cleavage sites are detected and also encourage 
suggestions about other possible regions of interests that might 
play a role as regulatory site or recognition site. 

Keywords—DSP, Antinotch filters, ribosomal RNA. 

I. INTRODUCTION 
IBOSOMES are complex structures, which are present 
within all prokaryotic and eukaryotic cells in plants and 

animals. They play a major role in genetic translation for 
protein synthesis, linking amino acids together according to 
the order specified by messenger RNA (mRNA) molecules. 
Ribosomes are composed of two major components: the small 
subunit (SSU) which reads the RNA, and the large subunit 
(LSU) which joins amino acids together to form a 
polypeptide chain. 

Ribosome biogenesis is a very complex process involving 
hundreds of molecular components. In eukaryotes, the 
process starts in the nucleolus where a precursor (47S pre-
rRNA) is synthetized and processed into mature 18S, 5.8S, 
and 28S rRNAs in multiple steps [1]. In 47S precursor 
ribosomal RNA the 18S, 5.8S, and 28S rRNA sequences are 
flanked by the 5’ and 3’ ETS, ITS1 and ITS2. During the 
processing, these parts of the sequence are removed to lead to 
the formation of LSU (28S and 5.8S) and SSU (18S). Recent 
findings have highlighted the role of specific cleavage sites in 
this region that are mandatory for the biogenesis of ribosome 
[2]. 

Many methods have been used in order to detect the 
regulatory sites of nucleotide sequence. The two major 
classes of widely applied computational methods are based on 
descriptive statistical analysis of short nucleotide motifs 
called ‘words’ and on Hidden Markov Models. The search is 
often influenced by the incidence of relative small changes in 
primary sequences. The availability of reliable primary 
sequence databases allows to screen the distributional 
properties of nucleotide words not only on specific genomic 
sequences but also on the whole genomes. The major problem 
in the ‘linguistic’ analysis of nucleotide sequences is 
correlating a significant nucleotide motif with a specific 
biological function, such as recognition site for transcription 
factors or for restriction enzymes or for post-transcriptional 

and epigenetic regulation led by other nucleic acids [3]. 
Another difficulty related to the nucleotide word analysis is 
the lack of structural information about them, which limits the 
possibility to apply structural bioinformatics tools to predict 
protein – nucleic acid interactions. In the last decade the role 
of non-coding RNA has emerged as critical in the adaptation 
of gene expression to endogenous and exogenous stress. 
These regulatory RNAs are capable to interact as well as 
mRNAs as DNAs. However, both approaches focus on 
elements that are known, whereas recent findings in genomics 
have shown that functionally unknown elements are also 
present. 

We propose a method based on a digital signal processing 
(DSP) analysis of ITS1 sequence using antinotch filters for 
the identification of embedded putative regulatory regions 
and/or of recognition sites. 

II. MATERIALS AND METHODS 

A. Sequence extraction 
Digital Signal Processing (DSP) has been widely applied in 

sequence analysis. Generally DSP is used for intron - exon 
discrimination and therefore for the identification of protein 
coding regions [4, 5]. We have applied a DSP technique to 
human ITS1 in order to identify and locate possible regions 
of interest which may be embedded in the sequence, even 
though ITS1 is a non-coding region. The sequence of the 
Human ribosomal DNA complete repeating unit can be found 
at the U.13369 entry in the NCBI nucleotide database 
(http://www.ncbi.nlm.nih.gov/nucleotide/). The ITS1 
sequence is located between position 5528 and position 6622. 
This sequence is stored in NCBI database as a DNA. 
However, in ribosome biogenesis the whole DNA sequence is 
translated in a pre-rRNA sequence (47S) and is processed 
afterwords. For this reason, we have translated the sequence 
from NCBI database in the corresponding ITS1’s mRNA 
sequence changing Timine bases with Uraciles.  

B. Sequence coding 
The application of DSP to a nucleotide sequence requires 

the transformation of the literal sequences in a numerical 
ones. Many methods have been proposed over the years [6], 
such as fixed mapping and physico-chemical property based 
mapping. In fixed mapping methods (Voss representation [7], 
tetrahedron method [8], integer representation [9] and 
complex representation [10]) the nucleosequences are 
transformed according to a series of arbitrary numerical 
sequences. Conversely, the latter methods (EIIP [11], atomic 
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number [12], paired numeric [13], DNA walk [14] and Z-
curve representations [15]) use biophysical and biochemical 
properties of DNA/RNA biomolecules to map the sequences. 
These methods are more meaningful than fixed mapping 
because they seem to be more robust and, mostly, they 
generate a signal that carries some biological information. 

Among these methods, we reckon that the Electro-Ionic 
Interaction Potential (EIIP) method is particularly promising 
because it is based on the average energy states of all valence 
electrons in each nucleotide. The EIIP for each nucleotide 
values are show in Table I. 

Using this transformation, we have encoded 4 input signals, 
(Ua(n), Ug(n), Uu(n), Uc(n)) one for each nucleobase, which 
has been pass through the filters described in section C. 

C. Antinotch filter 
An antinotch filter is a device that passes frequencies 

within a certain range and stops or attenuates frequencies 
outside that range (bandpass filter), providing high gain in the 
pass band region. An antinotch filter can be easily realized as 
an Infinite Impulse Response (IIR) filter and build from a 
second order allpass filter [16, 17]. The transfer function of 
the antinotch filter is  

 
2 2

-1 2 2

1 (1- )(1- )(z)
2 (1- 2 co )
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R zH
R z R z





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which has two poles at jRe   and two zeros at 1 . The 
stability condition of the filter is 1R  . We have 
chosen 0.992R  . 

D. First order FIR filter  
The four output from the antinotch filter have been filtered 

again through a Finite Impulse Response (FIR) filter with 
transfer function in Eq (2). 

   4 13
1 1 e jH z z

     (2) 
This filter suppresses the frequency component at 

4 / 3  . 
To obtain the final outputs Y(n), the four output of the FIR 

filter have been combined according to Eq. (3). 
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III. RESULTS AND DISCUSSION 

The signal obtained after filtering contains specific features 
of the human ITS1 sequence is shown in Fig. 2. The peaks 
may represent possible regions of interest in the sequence. 

Recent work [2] on pre-rRNA processing pathways in 
mammals (human and mouse), shows experimental findings 
about the known and putative cleavage sites in 47S pre-
rRNA. Specifically, ITS1 seems to contain three different 
cleavage site. These sites have been called E, C, and 2 and 
they are located in the sequence respectively at position 5551, 
between positions 6162 and 6177, and 6469 and 6476. In 
addition, two other unnamed sites have been reported 
(position 6617 and 6622).  

Taking into account these findings, it may be hypothesized 
that the peaks above may be related to the cleavage site E, C, 
2 and to the one at the 5’ end of ITS1. These findings would 
support the assumption that, the procedure highlights some 
other regions that could play a role as a regulatory sites or 
recognition sites for the binding of proteins / enzyme or small 
non-coding RNAs, such as mainly region 5800 – 6000 and 
possibly also region 6300 – 6400.  
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TABLE I 
 ELECTRO ION INTERACTION PSEUDO POTENTIALS OF NUCLEOTIDES 

Nucleotides EIIP values 

A 0.1260 

G 0.0806 

C 0.1340 

U 0.0562 
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Figure 1 Composition of 47s RNA: 18S RNA forms the LSU 

 
Figure 2. Output of genomic signal analisys process. In red positioning of cleavage site E, C, and 2 are reported 
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Abstract—In this paper, we describe a human posture 
classifier based on a neural network approach. The neural 
network processes the human joints produced by a skeleton 
tracker using the depth streams of an RGB-D sensor. It is able 
to recognize standing, sitting and lying postures. Using only the 
depth streams of the sensor, the system can work in poor light 
conditions and also guarantees the privacy of the person. The 
neural network is trained with a dataset produced with the 
Kinect NUI tracker, but it is also tested with a different human 
tracker (NiTE/OpenNI). In particular, the aim of this work is to 
analyse the behaviour of the neural network even when the 
position of the extracted joints is not reliable and the provided 
skeleton is confused. Real-time tests, conceived to reproduce 
realistic and challenging situations for the tracker, have been 
carried out covering the whole operative range of the sensor. 

Experimental results have shown an accuracy of 99.6% using 
the NiTE tracker for the tests.  

Keywords—human posture, depth camera, neural networks 

I. INTRODUCTION 
N THE recent years, the development of technologies 
strictly connected to humans increased exponentially. 

Nowadays, the advent of powerful mobile devices such as 
smart-phones and tablets are a reality, but in the near future 
smart home technologies will represent a huge market. 
Distributed environmental sensors, little robots, computers 
and wearable devices will share the home environment with 
us. These kinds of smart systems need to be aware of humans 
in order to effectively interacts with them to address several 
tasks such as behavioural and health monitoring. In the past, 
video surveillance systems have been proposed to address 
these issues, but some of their limitations include the light 
conditions and the lack of privacy. 

The recent emergence of cheap depth sensors, so-called 
RGB-D sensors (e.g. Microsoft Kinect, Asus Xtion), has 
made it feasible and economically sound to capture in real-
time not only colour images, but also depth maps with 
appropriate resolution and accuracy. A depth sensor can 
provide three-dimensional data structure as well as the 3D 
motion information of the subjects/objects in the scene, 
which has shown to be advantageous for human detection [1]. 
A monitoring system that uses only depth information is able 
to work in poor light conditions and provides privacy at the 
same time, which is a desirable feature for such kind of 
systems [2].  

Several works about human postures detection with the 
RGB-D sensors exploit the use of skeleton tracking 
algorithms for rapidly transforming persons depth 
information to spatial joints that represent the human figure 

[3]-[4]. Unfortunately, when these methods are used for real 
world applications the output is not always stable and 
reliable. The reasons that reduce their performance depend on 
several factors. Among these, we have the distance between 
the person and the sensor (Fig. 1), the occlusions that occur 
when people interacts with environmental objects (Fig. 2) 
and also sideways poses that hides some parts of the user that 
are not visible to the sensor.  

The aim of this work is to develop a system, based on 
depth cameras, which is able to classify three human 
postures, including standing, sitting, and lying positions that 
can work in real conditions. In order to do that, we need to 
deal with the aforementioned problems that afflict the 
skeleton tracker methods. Therefore, an artificial Neural 
Network (NN) model is adopted to rely on its generalization 
ability and its robustness against noisy and missed data. As 
opposed to other similar works [5]-[6], real-time tests, 
conceived to reproduce realistic and challenging situations 
for the tracker, covering the whole operative range of the 
sensor, have been carried out. During these experiments, the 
NN has been continuously fed with all the available joints 
generated by the skeleton tracker in order to analyse its 
robustness against unreliable and uncertain joints. 

II. SYSTEM 
The proposed human posture detection relies on a skeleton 

tracker algorithm that is able to extract the joints of a person 
from the depth map. Two types of trackers have been used: 
Microsoft NUI (with the Kinect) and NiTE/OpenNI (using 
the Xtion Pro). These software tools are similar and provide 
the 3D position of the skeleton joints combined with an 
additional confidence value for each of them. This datum can 
assume three values: “tracked” when the algorithm is 
confident, “inferred” when it applies some heuristics to adjust 
the position, and “untracked” with uncertainty. Nevertheless, 
the “untracked” joints are anyway part of the whole skeleton 
and they have been used to analyse the robustness of the NN 
against noisy and uncertain values. 

A.  Dataset 
The samples used to train the NN have been taken from the 

MSRDailyActivity3D dataset [7]. It is built with the Kinect 
NUI and contains 10 subjects performing various activities at 
the distance of about 2 m. For each frame of the video 
sequence, the position of 20 skeleton joints is stored in a text 
file. A total of 120 samples has been taken from these text 
files to build a set containing subjects in sitting, standing and 
lying position, equally subdivided. 

I 
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 B.  NN Architecture 

The structure of the NN has three layers, with 60 input 
neurons (3 coordinates for each 20 joints, as provided by the 
MSRDailyActivity3D dataset) and 3 output neurons, whose 
values range from 0 to 1 according to the posture. The 
neurons number of the hidden layer has been minimized 
using the cross-validation technique, in order to keep the 
amount of free variables, namely the associated weights, as 
small as possible [8], decreasing also the need of a large 
training set. As a result, an amount of 42 hidden units has 
been found as sufficient value. The sigmoid function and the 
iRPROP algorithm [9] have been used as activation function 
and learning phase respectively. 

C.  Training, Validation and Testing Sets 
The dataset has been randomly divided into a training set, 

to adjust the weights of the NN, a validation set, to minimize 
the over-fitting, and a testing set to confirm the predictive 
power of the network. These sets are divided in 63, 21 and 36 
samples respectively. Since the data are recorded at a fixed 
distance of about 2 m from the sensor, the joints have been 
normalized with the Euclidean norm to ensure depth 
invariant. The True Positive Rate (TPR) on the test set is 
100%, since the data are free of excessive noise. 

III. REAL TIME TESTS 
To understand the real performance of the network, real-

time experiments have been set up both with the Kinect NUI 
and the NiTE tracker. Although these two software behave in 
a similar way, they have a significant difference. The first 
one represents the human skeleton with 20 joints, while the  
latter uses only 15 joints. Therefore, to work with our trained 
NN, the input is preprocessed to fill the missed joints with the 
closest available, as depicted in the Fig. 3. 

A.  Experimental Setup 
The output of the NN is “standing”, “sitting”, and “lying” 

according to the value of the output neuron that is closest to 
1. To analyze the results, the outputs are compared with the 
actual posture of the person, but the intermediate poses 
between postures (i.e. when the user is sitting down or 
standing up) are discarded. The experiment has been 
conducted in a real living room with a sofa. The sensors 
(Kinect and Xtion) have been placed at 1 m from the ground 
facing the sofa. A person, starting from the left, goes to the 
sofa, sits for a while, lies down, and then gets up again and 
goes away. The experiments have been carried out with 6 
persons (3 male and 3 female) at 3 different distances (3.5, 
2.5 and 1.5 m). This setup is intended to address the 
aforementioned human trackers problems about the distance 
and the melting issue between human and objects.  All the 
tests run at 25 fps and the total number of analyzed frame are 
5214. 

B.  Results 
The NN output with the Kinect NUI proves to be extremely 

robust and reliable, achieving a 100% for all the three 
postures. The output with the NiTE skeleton tracker is less 
reliable and it is summarized with the confusion matrix of the 

Tab. I. We have to point out that these human trackers have 
been developed for natural interaction and gaming, and the 
players must stand in front of the sensor. Given that, the lying 
posture is expected to be the most challenging posture to 
classify. The TPR is 97.2% and it is worth to know that the 
actual lying posture can be misclassified only as sitting 
(FNR=2.8%), and that neither standing (also when the user is 
sideways) nor sitting is classified as lying. The overall 
accuracy for the three output is 99.6%. 

 

 

II. CONCLUSION 
The NN, trained with a Kinect dataset, demonstrates to 

well generalize also when it is fed with data produced by a 
different tracker (NiTE). Another important aspect to 
underline is that the misclassification for lying postures 
happens during postures transitions and that does not involve 
standing and sitting. The proposed system runs in real-time 
and, since it is based only on depth streams, it guarantees the 
privacy of the person and it is able to work also in poor light 
conditions. 

These results make it feasible to develop solutions for 
smart environment involving depth cameras, such as falling 
event detectors. Smart homes of the future can have multiple 
depth cameras covering areas with high risk of fall, such for 
example bathroom and bedroom. 
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TABLE I 
CONFUSION MATRIX (NITE) ON 5214 FRAMES 

 standing sitting lying accuracy 

standing 100% 0% 0% 100% 
sitting 0% 100% 0% 99.5% 
lying 0% 2.8% 97.2% 99.5% 
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Fig. 1.  Examples of worst skeleton detection. The 
person is far from the sensor and at least two joints 
are missed. 

Fig. 2.  Examples of worst skeleton detection. The user 
is lying on a sofa and the skeleton is fused with it. 

Fig. 3.  Difference between skeleton representation. 
The Kinect NUI (left) uses 20 joints, while the NiTE 
SDK (right) only 15. The missing joints are replaced 
with the closest. 
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Abstract—Transcription factors (TFs) play an essential role in 
regulating gene expression and in determining cell fate. 
Dysregulation of TFs interactions within gene-regulatory 
networks has been shown to cause malignancy. Focusing on 
chronic myeloid leukemia (CML), the study of the 
transcriptional relations is essential to exploit the activation of 
disease-specific gene programs. Using a genome-wide approach 
(ChIP-sequencing), we propose an integrated network 
framework to characterize the direct transcriptional effectors 
and the structure of this interactome, to potentially identify 
leukemic TFs signatures.  
This project is also a part of the initiative “Rete Ematologica 
Lombarda (REL) biotechnology cluster” for the implementation 
of genomic analysis and the development of new treatments for 
hematological diseases, with focus on myeloid neoplasms.  
Keywords—Transcription factors, ChIP-sequencing, Bayesian 
Network, leukemia 

I. INTRODUCTION 
ukariotyc gene expression is the result of highly 
regulated networks at various molecular levels. Principal 

actors of these mechanisms are transcription factors (TFs), 
which bind specific DNA sequences to either activate or 
repress gene transcription. Exerting a spatial and temporal 
control on the expression of their targets, they modulate all 
complex biological process, such as cell differentiation, 
proliferation, and apoptosis, appearing fundamental for the 
cell fate [1].  
The hematopoietic system provides a typical example of this 
concept: TFs activity is essential for the differentiation of 
blood stem cells, and perturbations of these transcriptional 
programs lead to an uncontrolled proliferation of immature 
blood cell lineages. Changing in transcription factors 
regulation, due to TF overexpression or mutations, has been 
regarded as the initiating lesion in leukemia [2]. Despite their 
importance, the specific function and downstream targets of 
transcription factor oncogenes are not completely known. 
Traditionally, medical research has focused on the study of a 
specific known mutated TF or small fraction of crucial TFs to 
elucidate their roles in biological processes [3-4]. This 
reductionist approach tends to isolate these molecules from 
the cellular environment in which they synergistically 
interact and may be not sufficient to investigate the 
transcriptional patterns underlying the considered disease. 
Advances in next-generation sequencing (NGS) technologies, 
and in particular the chromatin immuno-precipitation coupled 
with massively parallel sequencing (ChIP-Seq) method 
allowed to deeply investigate the molecular interactions of 
the transcriptional machinery [5]. This technique has enabled 
the high-throughput detection of transcription factor binding 
sites along the genome, and the ENCODE project [6] is 

actually the most complete compendium of these type of 
data. Using ENCODE ChIP-seq data, it is possible to 
integrate these genome-wide binding profiles, and resume the 
transcriptional state of a cell with a network description and 
analysis. Through a network-based approach, this 
interactome can be represented as a graph, in which nodes are 
the entities building up the system (i.e. TFs and genes) and 
edges correspond to the effective molecular regulation among 
them. Thus, the analysis of such networks enables to study 
the properties of the system that emerge from interactions of 
its individual components. Integrating this information with 
other sources of knowledge, i.e. gene expression profiles, 
could help to identify regulatory modules underlying the 
aberrant expression pattern of oncogenes. 
In this study, we propose an integrated network method, to 
evaluate the roles of transcription factors, and infer their 
regulatory activities on the expression of their target genes. 
As a case study, we choose a specific pathological context, 
the chronic myeloid leukemia (CML), a myeloproliferative 
disorder caused by the oncogenic BCR-ABL gene fusion, 
whose transcriptional mechanisms have not yet been deeply 
investigated.  
The framework consists in two main steps; the first one 
allows to build a causal network linking TFs and genes, using 
the ENCODE ChIP-seq data for CML. The obtained 
transcriptional regulatory network (TRN) is then integrated 
with gene expression profiles of chronic myeloid leukemia 
patients, available on the Gene Expression Omnibus 
repository [7]. The second step enables to make inference on 
TFs activities, and their potential effect on the gene 
expression, so the TRN is considered as a Bayesian Network 
and two different inference approaches, ‘bottom-up’ and 
‘top-down’, are combined. 

II. METHODS 
TFs ChIP-sequencing alignment data for the chronic myeloid 
leukemia cell line (i.e. K562) were retrieved from the 
ENCODE data portal.  
Only the TFs experiments with two or more biological 
replicates were considered and then filtered for the 
availability of BAM files and their relative control files. 
Thus, 65 TF-ChIP-seq experiments were analyzed and 
normalized using MACS 1.4.2 algorithm as a peak caller to 
identify TFs binding sites (peaks), which intersect the 
promoter of a target gene. Peaks were annotated to the human 
assembly (hg19) and then quantitatively weighted using a 
scoring method described in [8], taking into account the 
distance of each peak from a certain gene promoter and the 
intensity of the peak itself in that genomic region. This 
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procedure allows building a transcriptional regulatory 
network, characterized by directed edges from the 65 TFs to 
their targets (i.e. 20,811 genes). Since TFs are encoded by 
genes, when a TF binds the promoter region of another TF, in 
the network we also find connections between a TF to 
another TF. All network relationships were weighted, using 
the peak score as a strength index of the binding.  
A Bayesian Network was defined based on the TRN 
structure. Each node that represents a TF or a gene is 
modelled as a binary variable (up/down), indicating if the 
node is up regulated or down regulated in the considered 
configuration. Each arc denotes a probabilistic influence of a 
TF on its target, and the type of this influence can be either 
activation or repression of the target expression.  
The arc probabilities were obtained by properly rescaling the 
binding scores between 0 and 1, and by using the noisy-OR 
gate [9].  
Since ChIP-seq does not provide any information about the 
TF effect, i.e. if the TF acts as a transcriptional activator or 
repressor, we exploited the ENCODE RNA sequencing data 
obtained from shRNA knockdown (KD) experiments on 
K562 transcription factors: silencing a specific TF allows to 
analyze the expression change of its target genes.  
The available KD experiments cover only a small number of 
the TFs included in TRN. To overcome this limitation, the 
proposed method explores different combinations for the 
edges with an unknown effect given an experimental 
evidence of all the nodes. To evaluate the performance of 
each combination, a scoring index was applied to measure the 
accuracy of probabilistic predictions. It was defined as a sum 
of two Brier scores, one computed setting the evidence on the 
gene nodes and predicting the values for TF nodes (bottom-
up approach), and the second calculated using the evidence 
on TF nodes, and estimating the states of the gene nodes (top-
down approach).  
The search algorithm for the best TF effects configuration 
starts with the condition of all activations for the unknown 
arcs. Then, it tries to substitute one activation at a time with 
an inhibition, and evaluates each result using the scoring 
index, described above. The inhibition associated to the best 
score is therefore considered as a known effect and definitely 
included in the model. The algorithm proceeds in the same 
way iteratively with the remaining unknown connections. 
The process stops when the scoring index does not improve 
the previous step performance. 

III. RESULTS 
Given the high complexity of the transcriptional regulatory 
network for the CML obtained from the ChIP-seq data, we 
extracted a sub network, characterized by 63 nodes: 58 gene 
nodes, 3 TFs with unknown effect and 2 TFs with an 
associated KD experiment, and 188 interactions, as shown in 
the Figure 1. 
To set the binary states for each node, we performed a 
differential analysis on a cohort composed of 76 CML 
patients and 74 healthy subjects. These gene expression 
profiles (GSE13159) were retrieved from Gene Expression 
Omnibus repository.  

The initial scoring index when all the unknown relationships 
between TF and their target genes were set to activations was 
1.04. After 37 iterations, the search algorithm stopped to a 
0.81 scoring value, as illustrated in the figure 2.  
The estimated best TFs effect combination consists of 87 
inhibitions (36 known from the KD data), and 101 activations 
(44 known from the KD data).  

IV. CONCLUSION 
This preliminary work with the final aim to characterize the 
transcriptional regulations in a disease context, i.e. the 
chronic myeloid leukemia, indicates the possibility of 
integrating different sources of knowledge, coming from 
NGS technologies (ChIP-seq and RNA-seq) and standard 
gene expression microarray data, with a network approach. 
These initial results suggest that the method can capture part 
of the molecular mechanisms underlying transcription 
process but further analysis are needed, e.g. using an 
independent validation dataset and a wider network, to 
include as much information as possible.  
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Fig. 1  The extracted sub network from the CML transcriptional regulatory network characterized by 5 transcription 
factors (diamond light orange nodes) and 58 target genes (ellipse violet nodes) and the 188 edges among them are 
represented by directed arrows.  

Fig. 2  Behavior of the scoring index as the iterations number of the search algorithm 
increases. The algorithm stops when there is no improvement of the performance. 
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Abstract— End stage uremic patients were around 3,000,000 
worldwide and continue to increase, involving high percentages 
of elderly, predisposed to comorbidities. More than 2,000,000 of 
them were undergoing dialysis, with a huge socio economic 
impact. Dialysis is a procedure to remove waste products and 
excess fluid from the blood. It helps to keep the body in balance 
when the kidneys fail. Many different physical and 
mathematical models have been proposed to replicate static and 
dynamic phenomena related with dialysis in order to better 
understand them, but only few test bench were proposed and 
most of them are not automatically controlled. Here is presented 
an experimental setup for the automatic composition of a blood-
like fluid used in a multi-compartmental physical simulation 
(mCPS) of the mass exchange phenomena during dialysis. The 
setup can be connected to the Dialysis Data Infrastructure (DDI) 
and the Dialysis MatLIB (DM), a database of clinical data 
acquired during dialysis treatments performed in 4 different 
dialysis units between Italy and Switzerland, in the framework 
of the Italy-Switzerland cooperation project INTERREG 
DialysIS. The dataset currently contains data recorded during 
1018 dialysis sessions, referred to 145 patients. 

The proposed setup offered a mechatronic simulator that 
could reproduce the ionic exchanges during the dialysis also 
with a dynamic control 
    
Keywords—Dialysis, physical simulator, data analysis, 

hypotension. 

I. INTRODUCTION 
ialysis is a widely applied therapy for the treatment of 
acute and chronic renal failure, when kidney 

transplantation is not an available option. 
This therapy is often associated with several issues, which 

require to be focused on, from both a clinical and an 
engineering point of view. 

A wrong assessment of the possible response of the patient 
to the treatment could easily lead to serious electrolyte and 
pressure imbalances, implying cardio-circulatory 
consequences and altering the efficiency of the mass and 
fluid exchanges with negative impact on the whole body [1].  

Many different models have been proposed to replicate 
static and dynamic phenomena, such as solute kinetics or 
pressure variations, during the dialysis [2][3]. They are 
usually based on mathematical equations and computational 
simulations of mass exchanges between body compartments. 

However, there are few examples of test benchs or physical 
simulators respectively aimed at reproducing fluid and mass 
exchange at the filter or among the body compartments of a 
patient undergoing dialysis. 

Physical simulators, could help health care providers in the 

optimization of the clinical settings of a specific session. 
Furthermore they could help to avoid the long and complex 
process of setting up a clinical trial, especially in the earliest 
phases of a study. 

An interesting and innovative approach could stand in 
combining computational models with physical simulators. 

To reach this result it is necessary to automatically control 
the existing physical simulators with fitted algorithms to 
modulate the values of selected variables such as the 
concentration of specific solutes, the pH or the hydraulic 
pressure. These algorithms could be designed to reproduce 
clinical propile, so as to get more realistic simulations.  

This work proposes an experimental setup for the 
automatic composition of a blood-like fluid used in a multi-
compartmental physical model of the mass exchange 
phenomena during  dialysis. The automatization implements 
a set of features to allow dynamic control of solute 
concentrations. It  also allows the connection to the Dialysis 
Data Infrastructure (DDI) and the Dialysis MatLIB (DM), a 
comprehensive data structure of clinical data.  

The DDI and DM have been developed in the framework 
of the Italy-Switzerland cooperation project INTERREG 
DialysIS, and currently contain data acquired during 1018 
dialysis sessions, referred to 145 patients. 

The database has been also used to develop predictive 
indexes of intra-dialysis hypotension events, based on a 
multivariate statistical analysis[6]. 

II. MATERIALS AND METHODS 

A. Dialysis Data Infrastructure 
Clinical data have been acquired from 4 dialysis units 

between Lombardy and Switzerland (Dialysis Unit of 
Regional Hospital of Lugano, Switzerland; Nephrology and 
Dialysis Unit, A. Manzoni Hospital Lecco, Italy Nephlogy 
Unit of the Sant’Anna Hospital Como; Italy Nephrology and 
Dialysis Unit of the Circolo Hospital and Macchi Foundation 
Varese, Italy). A common platform, called DialysIS Data 
Infrastructure (DDI) has been developed to gather the 
heterogeneous information coming both from HIS (Hospital 
Information System), hemogas analyser, bioimpedance-
meters and real–time acquisitions from dialysis machines [4]. 

The DialysIS Data Infrastructure has been designed to be a 
flexible tool allowing the sharing of clinical data among 
clinicians and researchers. 

Accounting for their peculiar formats, it gives the 
possibility to separately handle the data coming from a 
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specific dialysis unit, through  customized operations.  
The DDI also allows the extraction of patient's specific data 

in order to perform personalized analysis. 
Data are stored both in a MySQL® database a Matlab® 

table variables collection, designed to be interfaced with 
external applications. 

B. Dialysis Matlib  
Dialysis MATlib is a customized library, implemented in 
Matlab® in order to convert, harmonize and query the raw 
data coming from the clinical units. 
Getting as input a .CVS file, the functions of the Dialysis 
MATlib library perform the extraction, cleaning and 
standardization of the input source data. Thanks to the 
Dialysis MATlib was possible to gather in a standard format 
all the information coming from the dialysis units. 

Dialysis MATlib get the aim exploiting the features of the 
relational tables and their conversion into the Matlab table 
type variables. The table data type indeed, allows storing 
variables that are either string or numbers in a unique rows 
and column-oriented structure [5]. Through a dot notation is 
therefore possible to easily access to table rows and column, 
making data manipulation more simple and direct. 
Furthermore using the vector and matrix transformations, that 
are typical of the Matlab® environment, errors correction, 
standardization and data format conversion can be massively 
performed using just coding language, instead of complex 
SQL queries. 

Dialysis MATlib is structured in macro-actions that cover 
all the data workflows on the DDI as in Figure 1. 

C. The automatic control of the physical model 
A first modular automatization mechanism has been 

applied to a multi-compartimental physical simulator 
(mCPS).  The simulator considers the intra and extravascular 
compartments of a patient as different pools.  

It models the mass exchanges between the body 
compartments during the dialysis theraphy.  

The automatization of mCPS at this step was particularly 
focused on the composition of the fluids used in the mCPS to 
mime blood and interstitial fluids. The basic module is 
composed by a sensors-control actuators system as in Figure 
2. A couple of Ion Selective Electrodes (ISE) produced by 
Vernier® (Beaverton, Oregon), ISE series (Ion Selective 
Electrodes), has been used to monitor the solute 
concentrations. A pH sensor produced by FLS R FIP division 
R (Genoa,Italy) PH200 model C was used to monitor pH and 
a Edwar TrueWave P700 pressure transducer to estimate the 
total volume of fluid to be conditioned.  

The sensors were connected to a CY8CKIT-050 PSoC® 
5LP board produced by Cypress (San Jose, CA USA) and 
used as control elements.  

The board allows an easily firmware programming and 
incorporates either digital and analog memories as well 
peripherals on a single chip. 
  The actuators for the infusion of corrective solutions in the 
system were syringe pumps produced by New Era Pump 
Systems R (Farmingdale, New York), model NE-500. These 
pumps were equipped with a programmable internal 
microcontroller and a non-volatile memory, that enables to 
execute preset routine. 

D. Firmware and Testing  
The implemented firmware provides connection between 

sensors, actuators and software, and contains the algorithms 
for fluid conditioning control. The control mechanisms 
exploited the retroactive measure of the ionic concentration 
and of pH, to drive the syringe pumps, infusing the correct 
volumes. 

The full system was tested on static and dynamic 
conditions, trying to stabilize and vary, according to pre-set 
trends, the concentration of the solutes in a container. 

A LabView® interface has been also developed to allow 
the user to manually set the desired parameters and to work 
as a monitor of the system status. The interface also allows to 
connect the setup to the Dialysis Data Infrastrusture. The 
connection will allow the system to reproduce the initial 
composition of the compartments, on the basis of real clinical 
data.  

III. RESULTS AND CONCLUSION 
The proposed setup offered a mechatronic simulator that 
could reproduce the ionic exchanges during the dialysis also 
with a dynamic control. The system can also interact with a 
database containing clinical data, that could give a terms for 
comparison of the results and for the realistic set up of the 
controlling parameters. Going through further step of 
automation, it will possible to obtain a useful tool to 
investigate the patient response during the dialysis therapy.   
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Fig. 1.  Dialysis Data Infrastructure and Dialysis MATlib 
 

 
Fig. 2.  Simulator experimental setup 
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Abstract—The use of computational approaches in the study 
of the interface between biological species and inorganic 
materials is a rational route to design hybrid nanostructures.  
In this work we proposed classical and steered molecular 
dynamics to focus on the interaction between peptides and gold 
surface in order to promote surface bio-activation. 

Keywords—bioactivation, steered molecular dynamics, 
molecular dynamics, peptides. 

I. INTRODUCTION 
esearchers have developed different approaches to 
promote the material surface bio-activation: physical 

methods, based on adsorption or self-assembly processes, and 
chemical methods, requiring covalent surface modification 
[1]. Physical methods have used proteins from the 
extracellular matrix (ECM) or their small derived bioactive 
peptides merely adsorbed on biomaterial surfaces dealing 
with unpredictable, non-specific and potentially unstable 
interactions both with the cells and the material surface. 
Furthermore, in the last decade different amino-acid 
sequences have been screened for specific and strong 
adsorption against inorganic or synthetic materials [2]. 
Studying the mechanisms of interaction at the interfaces 
thank to molecular simulations in the context of the 
measurements, in an integrated approach, provides a 
complete vision of the interaction [3]. In a previous work, we 
proposed to use amino-acid sequences composed by two 
domains: a part combinatorially selected to bind to a given 
material and a bioactive part able to stimulate cell-adhesion 
[4]-[5]. Toward the applicability of this method it is 
fundamental to understand if the parts composing the two 
domains are still able to work together as bi-functional 
linkers, preserving a stable and specific interaction toward 
the biomaterial surface and keeping, at the same time, a 
suitable signal molecule display. We evaluated whether two-
domain peptide ligands were able to create a mechanically 
stable interface, by preserving a sufficiently strong 
interaction of the anchoring part on the material after the 
pulling actions occurring during the cytoskeleton assembly 
[5]. Molecular simulations and experimental results 
discriminate the ability of ligands to preserve an anchoring 
domain strongly adsorbed on the material. In particular, 
ligands preserving a strong anchoring domain show 
enhancement in the cell polarization process and alignment. 

As a result, we have demonstrated how the mechanical 
resistance of ligands, upon integrin engagement, affects cell 
response [5].   

n this work, we  proposed the use of a more suitable 
computational approach, able to in silico discriminate the 

ligand mechanical resistance after adsorption. (Fig.1) We 
applied a steered molecular dynamics methodology [6] to 
specifically designed two-domain peptides using parameters 
able to describe the bio-inorganic interface [7].  
 

II. CONCLUSION 
We evaluate the ligand adsorption resistance and estimate 

the in silico rupture forces of two-domain peptides. We set 
the optimal parameters and protocol to study specifically 
designed peptide ligands, composed by an anchoring domain 
and a cell binding motif at the gold-water interface.  
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Fig. 1. A graphical representation of the Steered Molecular Dynamics approach proposed in the current work. 
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Abstract – Human papillomaviruses (HPV) are small DNA 
viruses. They infect epithelial cells and cause a variety of lesions 
ranging from common warts to cervical neoplasia and cancer. 

HPV life cycle is tightly linked to the infected cell 
differentiation program and its evolution is strictly joined to the 
switch between the early and the late viral polycistronic 
promoters. 

We present a novel mathematical model condensing the 
available biologic knowledge on the early promoter regulation. 
The model includes the main regulation by E2 viral protein as 
well as a recent discovered co-regulation function mediated by 
the viral E1 protein. Dynamical predictions and parametric 
sensitivity analysis (PSA) revealed the importance of both E2 
and E1 regulation to correctly predict the temporal behaviour of 
the early promoter switching off. 

Keywords – HPV, gene, regulation, modeling 

I. INTRODUCTION 
HPV are primarily epithelial specific viruses [1], with a 

life cycle strictly linked to the differentiation stage of the 
infected keratinocytes, and capable to induce, in their high 
risk form, cervical cancer. Of paramount importance, 
especially in the first phases of the infection, is the early 
promoter. This latter is policystronic, hence producing a pre-
mRNA subjected to splicing and alternative splicing yielding 
the single early transcripts. The “regulation core” of the early 
promoter is represented by E1 and E2 gene regulation. These 
latter genes are essential for the viral DNA replication, while 
E2 besides acting in cooperation with E1 for the viral 
replication represents the main transcriptional regulator of the 
early promoter. In particular, the feedback on the early 
promoter shows both a transactivation and a strong repression 
function when E2 is present in low and high concentrations, 
respectively [2]. Recently, it has been discovered that E1 viral 
protein, whose mRNA is increased during the keratinocytes 
differentiation program, accounts for both a positive 
regulation of  E2 transcripts and protein stabilization [3]. This 
regulation of  E1 is interesting since it could allow E2 to reach 
its typical differentiation levels, when the late promoter is 
activated, in order to optimize the viral DNA replication. 

II. METHODS 

A. Model 
The main mechanisms of HR-HPV early gene circuit are 

summarized in Fig.1: 

1. The early promoter controls the primary polycistronic 
transcript x. mRNAs encoding all the early genes are 
produced by splicing of x. 

2. The spliced mRNA E2 (mE2) encodes for E2 protein. 
3. The spliced mRNA E1 (mE1) encodes for E1 protein. 
4. E2 protein is the main regulator of the early promoter. 

It generates a slight positive feedback effect when 
present in low concentration, a negative feedback 
effect when present in high concentration. 

5. E1 acts with a positive regulation enhancing the mE2 
transcript and with a negative regulation on E2 
degradation, hence increasing its stability [3]. 

B. Model Equations 
Model equations, based on mass action, are: 

xkESx sx −= )2(!  (1) 

1)(1 11 mExktkEm mss δ−=!  (2) 

2)(2 22 mExktkEm mss δ−=!  (3) 

111 11 EmEE pδβ −=!  (4) 

2)1(22 22 EEmEE pδβ −=!  (5) 

where the state variables are the concentrations [nM] of: the 
primary transcript x, mRNAs mE1, mE2 and proteins E1, E2. 
 Sx refers for the transcription of x enhanced by low values 
of E2 concentration and repressed by elevated E2 
concentration [2] (Fig. 2A) according to (7). 
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k1s represents the splicing flux for the mE1 transcript (Fig. 2B) 
and is modeled as a time variant forcing function (8), tightly 
bounded to the host cell differentiation program as reported in 
[10].  
 

hqq

q

s tt
t
tak <
+

+ ,
33

3

3

3min
1 λ

 
 

=)(1 tk s     (8) 

 

( ) hq
h

q

q

tt
tt

a
>

−+
,

44

4

4

44

λ
λ  

 

 

 k2s accounts for the splicing flux for the mE2 transcript (9) 
and it is positively regulated by E1 according to [3] (Fig. 2C). 
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 δ2p is the degradation of E2 (10) which is negatively 
regulated by E1 according to [3] (Fig. 2D). 
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β1 and β2 are the rate constants for E1 and E2 protein 
translation assumed to be linearly related to the cognate 
mRNAs, see (4-5). 
δim and δip are degradations of transcripts and proteins (see 

(2-6)), assumed to be first order processes with the only 
exception of δ2p, see (10). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C. Parametric Sensitivity Analysis (PSA) 
Nominal values for all model parameters are summarized 

in Table I together with references used to fix/infer these 
values. Based on them, model equations implemented in 
MATLAB are simulated to assess the relative role of E1 and 
E2 regulation. Moreover, normalized sensitivity coefficients, 
Si,j, were calculated:  
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where xi is the i-th state variabl and pj is the j-th model 
parameter. Finally, integrated sensitivy coefficients, int

, jiS , were 
evaluated 
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where [t0,t] is the time interval of interest. 

III. RESULTS 
The dynamic behaviour of state variables with and without 

E1 co-regulation is shown in Fig. 3. In both cases the initial 
phase is very fast and all transcripts reach a steady state nearly 
6 hours post infection, consistently with [5]. Both E1 effect to 
enhance E2 transcript and to knock down E2 degradation are 
necessary for turning off the early promoter primary transcript 
observed 8-12 days post infections [4]. 
Parametric sensitivity analysis (PSA) [7] shows the dominance 
of the parameters belonging to the negative feedback (Fig.4), 
but high sensitivities were shown also for the parameters 
acting in E1-coregulation. This is consistent with the 
beginning of the positive regulation of E1 during the 
differentiation program. 

IV. CONCLUSIONS 
The proposed quantitative/qualitative model represents a 

first attempt to collect and summarize the biological 
knowledge spread in many literature works on the early HPV 
promoter. The model addresses the main mechanisms of the 
circuit involving the early promoter, two key transcripts mE1 
and mE2 and two feedback controls exerted by the translated 
proteins E1 and E2. 
In particular, our results, in agreement with recent 
experimental findings [3], have confirmed the role of E1 co-
regulation function for the switching off of the early 
promoter. Moreover, PSA shows the dominance of the 
parameters belonging to E2 negative feedback  but high 
sensitivities are evaluated for the E1 co-regulation, as well. 

The proposed model incorporates the available knowledge 
but required numerous simplifying assumptions thus, 
hopefully, its validity will be further investigated on 
experimental time series data. 
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TABLE I 
MODEL PARAMETERS 

Parameters Value Unit of measure References 

Sb 10 [nM/min] Assumed 

ks 0.0693 [1/min] [6]  

a1 1.6 [nM/min] [2]  

E2th 5 [nM] [2]  

λ1 2.83 [nM] [2] 

q1 2 [-] [2]  

a2 11.21 [nM/min] [2]  

λ2 2 [nM] [2]  

q2 2 [-] [2]  

a3 12.34 [-] [4] 

λ3 3.76*1e4 [min] [4] 

q3 4 [-] [4] 

a4 0.38 [-] [4] 

λ4 5*1e3 [min] [4] 

q4 2 [-] [4] 

th 12 [days] [4]  

f1 10 [-] [3] 
min
1sk  9*1e-3 [-] [4] 
min
2 sk  9*1e-3 [-] [4] 

λ5 9 [nM] [4]  

σ1 0.7 [nM] [4]  

λ6 13 [nM] [3]  

σ2 0.7 [nM] [3]  
min
2δ  0.0019 [1/min] [3] 

f2 4 [-] [3] 

δ1m 2.9*1e-2 [1/min] [4] ,[5] 

δ2m 2.9*1e-2 [1/min] [3]  

δ1p 5.7*1e-3 [1/min] Assumed 

β1 1.5*1e-2 [1/min] Assumed 

β2 2*1e-2 [1/min] Assumed 
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Fig.1 The model of HPV gene circuit. Solid arrows represent fluxes, dashed 
arrows controls. In blue the primary transcript, in green the transcripts (and 
their respective proteins) of early non-oncogenes and in red the early 
oncogenes. 
 
 

 
 
Fig.2 First panel: Syntesis of the primary transcript regulated by E2 (7). 
Second panel: Rate constant for mE1 splicing regulated by cellular 
differentiation (8). Third panel: E2 degradation  mediates by E1 
concentration (9). Fourth panel: Rate constant for mE2 splicing 
positively regulated by E1 concentration (10). 
 

 
Fig.4 Integrated sensitivity coefficients (eq. 11 and 12) of the state variables 
with respect to the main parameters that account for the negative and positive 
feedback effect. 
 
 
 

      

 
 

Fig.3 Model state variables with and without E1 regulation during  cellular 
differentiation. First panel: Early promoter (1). Second panel: mE2 
transcript (3). Third panel: E2 protein (5). Fourth panel: mE1 transcript 
(2). 
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Abstract—Neurodegenerative disorders are characterised by 
the progressive disruption of specific neuronal population partly 
due to the formation of abnormal protein aggregates that 
interfere with normal cell functions. In Parkinson's disease, the 
role of abnormal α-synuclein protein aggregates in causing the 
disease is well established. Mutations in α-synuclein are known 
to cause familial Parkinson's disease. A quantitative 
understanding of the dynamics of α-synuclein protein 
aggregation in wild type and mutant form is however lacking. 
Here, we explore the feasibility of using a microfluidics-based 
platform for automatic control of protein expression from a 
galactose-inducible promoter in yeast, to model and study the 
human α-synuclein protein. 

 
 
Keywords—Synthetic biology, Modelling, Dynamics and 

control, Gene expression. 

I. INTRODUCTION 
EURODEGENERATIVE disorders are associated to 

the formation of abnormal protein aggregates that 
interfere with the normal functions of neurons, causing the 
progressive disruption of the neuronal population. The 
dysfunction of α-synuclein (α-syn) protein is involved in 
Parkinson's disease (PD) and related neurodegenerative 
disorders [1]. Mutations in α-syn protein are also associated 
with rare forms of early-onset familial PD [2]. The human α-
synuclein biology has been extensively characterised [1]. A 
yeast model expressing wild type and mutant human α-syn 
protein has been used to qualitatively study its aggregation 
properties [2]. However, α-synuclein overexpression is toxic 
also for yeast cells, thus making it difficult to study, if its 
expression is not carefully controlled. Indeed, a quantitative 
study of the aggregation dynamics of the α-syn protein is still 
lacking.  

Automatic control of gene expression can be used to 
precisely regulate the expression level of a protein in a 
population of cells [3]. Several successful attempts have been 
described in literature to assess the feasibility of such 
technology using fluorescent reporter proteins [4], [5], [6], 
[7], [8], [9], [10]. 

Here, we explore the feasibility of using a microfluidics-
based platform for automatic gene expression control, which 
we recently developed [3], to control the expression of the 
human α-synuclein protein in yeast cells. The aim is to attain 
a quantitative understanding of the dynamics of α-syn 
protein's aggregation, by carefully regulating its expression 
and following its dynamics in real-time. Driving the 

expression of α-syn protein at different values, we can assess 
quantitatively the dynamics that lead to the formation of 
protein aggregates.  

II. AN EXPERIMENTAL TESTBED TO STUDY THE DYNAMICS OF 
THE ALPHA-SYNUCLEIN PROTEIN 

The toxicity of the α-syn protein has been characterised in 
several cell-based and organism-based models [1]. A yeast 
strain overexpressing normal and mutant α-syn protein fused 
to a green fluorescent reporter protein (α-syn-GFP) under the 
galactose responsive promoter has been successfully used to 
dissect molecular pathways involved in α-syn biology [2]. 
The overexpression of the human α-syn-GFP protein in yeast 
cells mimics the situation of the aging neurons when the 
capacity of the quality-control (QC) system to cope with 
accumulating misfolded proteins is exceeded [2]. One copy 
of the α-syn-GFP construct is not able to saturate the QC 
system of the yeast. However, when inserting multiple copies 
of the α-syn-GFP construct inside the yeast, the α-syn protein 
causes the formation of the protein aggregates that are toxic 
for yeast cells. Thus, the toxicity of the α-syn protein can be 
studied using yeast strains carrying multiple copies of the 
galactose-inducible α-syn-GFP construct. However, as soon 
as the promoter is activated by growing these cells in 
galactose enriched medium, α-syn toxicity causes cell death 
thus preventing a thorough investigation and quantification of 
aggregation dynamics.  

Automatic control of the galactose-inducible promoter can 
overcome this limitation and enable quantitative analysis of 
α-syn-GFP dynamics in yeast strains carrying the multiple 
copies of the α-syn-GFP construct. Specifically, as depicted 
in Fig.1, automatic control of gene expression from the 
galactose-inducible promoter can be used to increase α-syn-
GFP expression at discrete steps starting from a fully 
repressed promoter (glucose) thus enabling precise 
quantification and comparison of the aggregation dynamics 
of α-syn-GFP wild type and mutant forms. 

In this work, we proposed a pilot study on the strain 
carrying the galactose-inducible α-syn-GFP construct (A53T 
mutant form) in single copy, in order to assess the feasibility 
of controlling its expression at discrete steps in yeast cells. 

III. RESULTS 

A. Control strategy 
To assess the dynamics of the α-syn-GFP protein, i.e. to 

Control of gene expression for the study of 
neurodegenerative disorders 
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control the value of the protein at different levels, we 
implemented a Model Predictive Control (MPC) strategy, 
which we successfully used to control the galactose-inducible 
promoter in yeasts [3]. 

The MPC algorithm is a feedback optimisation-based 
technique, which uses a mathematical model of the system 
being controlled to predict the future values of the control 
error and to find the best value of the control input that 
minimises it [11]. 

B. Modelling 
The MPC strategy needs a dynamical model of the system 

being controlled to compute the control input. Thus, we 
derived a two-dimensional time-discrete state-space linear 
dynamical model of the α-synA53T-GFP strain carrying the 
galactose-inducible promoter (single copy). To this end, a 
system identification experiment was performed on the α-
synA53T-GFP yeast strain, as depicted in Fig. 2. Cells were 
kept in galactose enriched medium in order to fully activate 
the galactose promoter. The identification experiment was 
carried out for 40 hours, and galactose and glucose enriched 
media were alternatively provided to cells for 480 minutes 
(Fig. 2). The average fluorescence of the cell population is 
then quantified at each sampling time and taken as the system 
output (Fig. 2}, Upper Panel; black line). 

A state-space identification technique was used to fit the 
model parameters to the data set obtained from the 
identification experiment (Fig. 2) [12]. 

C. Numerical simulations and experimental results 
As we would like to increase the protein expression at 

discrete steps, we chose two reference signals: (i) a 
descending staircase function where each step lasts 750 min, 
beginning at 75% of the calibration phase average 
fluorescence, then stepping down to 50% and then 25%; and 
(ii) an ascending staircase function where the first and the 
second step last 750 min, and the third 500 min, beginning at 
25% of the high steady state fluorescence value computed 
during the calibration phase, then stepping up to 50% and 
then 75%.  

Numerical simulations of the control experiments 
confirmed the ability of the controller to follow the desired 
time-varying reference signals (Fig. 3a-b).  

We thus decided to perform the control experiments in 
vivo, whose results are shown in Fig. 3c-d. Before each 
control experiment started, cells were inoculated in proper 
enriched medium to induce, or repress, the expression of the 
α-syn-GFP construct, depending on the reference signal. The 
experimental results confirmed the numerical simulations, 
demonstrating the ability of the methodology to study the 
dynamics of the expression of a protein in a quantitative way. 

IV. CONCLUSION 
Automatic control of gene expression is a key technology 

in synthetic biology and, so far, is enough mature to be 
applied to real test case to assess quantitatively the dynamics 
of gene expression. By means of the yeast model for the 
study of the Parkinson's disease, we demonstrated that a 
quantitative study of the neurodegenerative disorders is 

possible using the automatic control of gene expression 
through a microfluidics-based real-time platform. 
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Figure 1. Proof of concept.            Figure 2. Identification experiment. 
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Figure 3. Numerical simulations (a-b) and experimental results (c-d). 
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Abstract— Real-time automatic regulation of gene expression 
is a key technology for synthetic biology enabling, for example, 
synthetic circuit’s components to operate in an optimal range. 
We show that it is possible to regulate the expression of a 
reporter protein from the tetracycline-inducible promoter in a 
population of mammalian cells using principles from automatic 
control engineering. 
Keywords—control engineering, gene expression, mammalian 

cells, microfluidics. 

I. INTRODUCTION 
ONTROL engineering can be applied to biological systems 
to steer cellular processes towards a desired behaviour.  

Automatic control of gene expression in living cells is 
paramount importance to characterize both endogenous gene 
regulatory networks and synthetic circuits. In addition, such a 
technology can be used to maintain the expression of 
synthetic circuit components in an optimal range in order to 
ensure reliable performance. 

Although the automatic control of gene expression in 
lesser eukaryotes has been achieved and in the last years 
some interesting results have already been presented [1]-[4], 
the application of control engineering to mammalian systems 
is still at its infancy. The transcriptional dynamics of 
mammalian cells are lesser than those of yeast cells and for 
this reason the time scale involved in the gene expression 
control is longer. Moreover, the mammalian cells need to 
more stringent requirements to successfully be maintained in 
viable terms during the all control experiment. 

Recently, in [5] we demonstrated that it is possible to force 
a population of mammalian cells harboring the tetracycline-
inducible promoter to express a predetermined level of a 
protein of interest by automatically administering to the cells 
pulses of tetracycline whose duration is computed in real 
time by a control algorithm. 

A. Control Platform and Experimental Model 
In [5], the control platform was set up to monitor 

fluorescent protein levels in real time and to provide the cells 
with precise concentrations of an inducer molecule. The Fig.1 
outlines the working principles of the used experimental 
platform: the control scheme, in the form of a Finite State 
Automaton, is implemented in a computer, which actuates a 
fluorescence microscope capturing at 15 min intervals images 
both in the bright field (BF) and in fluorescence of the 
mammalian cells that grow in a microfluidic device within a 
temperature- and CO2-controlled environment. An image 
segmentation pipeline is able to locate cells using BF images 
and to return an average measure of reporter protein 

fluorescence within the cells at population level at each time 
point. The control algorithm, then, compares the measured 
fluorescence with the desired level and computes the new 
control input to be supplied to the cells. Since we assumed 
that only either medium with tetracycline at its maximum 
concentration or medium without Tetracycline can be given 
to the cells, the control input is a binary signal. Computer-
controlled stepper motors is programmed to translate the 
binary control input in heights of syringes filled with 
untreated and tetracycline-treated medium. Relative 
differences between the free surfaces of the two fluids will 
generate a hydrostatic pressure that will drive the flow of 
either medium through capillaries directly to the microfluidic 
device. Once the input has been applied to the cells, a new 
iteration starts.  
In [5] as a test bed for assessing the feasibility of automatic 
control of gene expression in mammalian cells we chose the 
Tet-OFF system driving the expression of a destabilized 
fluorescent reporter protein [6] in a monoclonal cell 
population (Chinese hamster ovary cells). If cells grow in 
standard growth medium the reporter protein is maximally 
expressed. Upon addition of Tetracycline to the culture 
medium, the expression of reporter protein is prevented. 
Therefore the system can be described as a single input-
single output (SISO) dynamical system in which the input is 
represented by the presence or absence of Tetracycline in the 
growth medium and the output is the measured average level 
of reporter protein in the cell population. 
We tested two output control strategy based on Relay and 
Proportional-Integral controller (PI). Since we decided to use 
a binary control input, that is, either no inducer (i.e., just 
culture medium) or a single predetermined concentration of 
the inducer molecule, in the PI based control strategy we 
applied a pulse width modulation (PWM) coding scheme 
that, at each sampling time converts the control input to a 
pulse of tetracycline whose duration is proportional to the 
control input value. The results of the in silico and in vitro set 
point control experiments are reported in Fig.2. 

II. FROM SWITCHED TO CONTINUOUS CONTROL INPUT  
In the pilot study made in [5], we decided to use a binary 

control input, that is, either no inducer (i.e., just culture 
medium) or a single predetermined concentration of inducer 
molecule. However, in principle, the difference in hydrostatic 
pressure between the two syringes can be used to provide any 
desired concentration of the inducer molecule by mixing the 
two fluids by properly adjusting the heights of the two 
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syringes. Small errors in positioning the syringes, which may 
be caused by the mechanical inaccuracies of motors, pulleys 
and belts supporting them, may accumulate over time leading 
to large discrepancies between the desired concentration of 
the molecule in the microfluidic cell chamber and its actual 
value. In order to overcome this problem and to pass from 
switched to continuous control input in order to improve the 
control performance of gene expression, here we present a 
controller that makes the actual concentration of input 
molecule equal to the desired concentration calculated by the 
gene expression controller by regulating the steps number of 
each motor. Specifically a certain number of motor steps 
number corresponds to an intermediate position of the 
syringes, between the highest and lowest, that finally 
produces an automatic dilution of inducer molecule 
concentration thank to the presence of a Dial-A-Wave mixer 
channel in the microfluidic device [7]. Thus gene expression 
control platform presented in Fig.1 is endowed with a new 
controller as Fig.3a shows. To measure the concentration of 
the inducer molecule, a fluorescent dye is added to the 
syringes containing tetracycline. The fluorescence of the dye 
is imaged by the microscope at regular sampling time of 1 
minute and converted to a quantitative value via an image 
processing algorithm.  

First with a black box identification approach (Fig.3b), a 
mathematical model that describes the relationship between 
the motor’s steps number and the concentration of 
Tetracycline in the microfluidic chambers is identified [8] 
(Eq.1).   

xy
uxx

946.4
0506.02234.0

=
+−=!

    
(1) 

Then, in order to regulate the actual concentration of 
tetracycline in the microfluidic device, we present a Model 
Predictive Control (MPC) based control strategy. However 
the autofluorescence of dye (no modelled by the 
mathematical model) interferes with detection of specific 
fluorescent signal. But it can be regarded as a constant 
disturbance and an integral action is combined to the MPC 
control strategy (Fig.3c) in order to ensure a zero control 
error.  

Fig. 4 shows the results of  in silico PI control experiments 
when a continuous control input is provided to the cells 
(control platform showed in Fig. 3a). In Fig.4, the 
simulations reveal how the continuous control input improves 
the performance of gene expression control respect to the 
switched control input. In the case of continuous PI controller 
the amplitude of oscillations of the fluorescent protein (y) 
around the set point (r) tends to diminish over time faster 
than in the case of switched PI controller. The performance 
indices of the control strategies and the energy of the control 
input signal are reported in the table I. 

 
 
 
 
 
 

 

III. CONCLUSION 
In [5] we presented a microfluidics-based feedback control 

strategy to quantitatively regulate gene expression from a 
tetracycline-inducible promoter in mammalian cells by 
automatically administering to the cells pulses of tetracycline. 
Moreover in this work we present an extended control 
platform able to administer to the cells all intermediate levels 
of the inducer molecule and we show how the performance of 
the control experiments improves in presence of a continuous 
control input. 

The ability to express a protein of interest at different levels 
or in a time-varying fashion from the same promoter would 
be a unique tool for several applications, including studying 
the effects of gene dosage in disease, probing the function of 
endogenous regulatory networks, and for synthetic biology 
applications. Moreover the opportunity to give to the cells all 
intermediate levels of a molecule allows us to perform 
automatic dose-response studies.   
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TABLE I 
PERFORMANCE INDICES 

 Switched PI control 
strategy  

Continuous PI control 
strategy 

ISE 91.0210 73.3049 

IAE 372.6114 281.8001 

ITAE 2.6114E04 1.0191E04 

Input signal 
Energy 1.4382E03 1.0801E03 

Performance indices and energy of control input signal calculated over the 
control time interval: Integral Square Error (ISE), Integral Absolute Error 
(IAE), Integral Time Absolute Error (ITAE). 
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Fig.1. Experimental platform. The cells are in a microfluidic device under a microscope that takes images every 15 
minutes. The control error ( ), is minimized by a control algorithm that computes the necessary amount of 
inducer molecule (u)  to be administered to the cells and then moves the motorized syringes filled with untreated and 
tetracycline-treated medium. 

Fig.2. Results of (a, b) in silico and (c, d) in vitro set point relay and PI-PWM control experiments.. The set-point control 
task (cyan line) is equal to 50% of the initial fluorescence exhibited by cells in the absence of tetracycline during the 
calibration phase of 180 min. The red lines represent the respective tetracycline input (a, b) simulated and (c, d) provided 
to cells and the green lines represent the (a, b) simulated and (c, d) measured mean fluorescence of the imaged fields. 

Fig.3. (a) Experimental platform endowed with a controller for the regulation of inducer molecule. A new image 
processing block is added to calculate the fluorescence value of the dye. (b) Black box identification. The solid line in 
the upper panel represents the output of the state space model identified with prediction error minimization algorithm 
and the dashed line is dye fluorescence measured during the experiment. The bottom panel shows the input represented 
by the motor steps number. The ideal input is used both to identify and to validate the model obtained. (c) Block scheme 
of MPC based control strategy for the regulation of Tetracycline concentration. u is the actual concentration of 
Tetracycline and ud is the desired concentration calculated by control algorithm of gene expression. 

Fig.4.Comparison between the results of in silico and set point PI control experiments by using (a) switched and (b) 
continuous tetracycline input signal. The set-point control task (cyan line) is equal to 50% of the initial fluorescence 
exhibited by cells in the absence of tetracycline during the calibration phase of 180 min. The red lines represent the 
respective tetracycline input simulated (u) and the green lines represent the simulated mean fluorescence (y). 
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Abstract— Due to the relative easy synthesis and commercial 
availability, nanovectors based on self-assembling units are 
among the most utilized non-viral vectors for gene/drug 
transfer. Contextually, recent advances in molecular simulations 
and computer architectures allow for accurate predictions of 
many structural, energetic, and eventual self-assembly features 
of these nanocarriers per se and in complex with their genetic 
cargoes. In the present work, we aim at reviewing our own 
efforts in the field of computer-assisted design, synthesis, in vitro 
and in vivo activity of these (nano)biomaterials. 

Keywords—Nanovectors, gene/drug delivery, computer-
assisted design, in vitro/in vivo activity 

I. INTRODUCTION 
ITH the conclusion of the human-genome sequencing 
project, the medical research community has an 

unparalleled opportunity to understand and cure diseases on a 
genetic level. However, translating this genomic information 
into drug therapies is still a major challenge facing 
researchers in the field – up to the preclinical stage – as well 
as pharmaceutical companies for the later stages of 
development. Providing support for the concept that drug 
modulation of a given target is likely to produce a therapeutic 
response in patients is a key step in this progression from 
“gene to screen”. The main limitations are knowing which 
gene products are functionally involved in the pathology of a 
disease (target validation) and the druggability of the gene 
products by natural and/or synthetic compounds. Targeted 
drug therapy and, even more so, gene therapy (which holds 
enormous potential for therapeutic intervention in a broad 
range of genetic diseases including viral pathologies, gene-
related disorders, and cancer), have been recognized as 
alternative approaches to overcome the drawbacks of 
“standard” therapies. In particular, gene therapy aims at 
delivering DNA, RNA or antisense sequences that alter gene 
expression within a specific cell population, thereby 
manipulating cellular processes and responses. 
Notwithstanding the wide range of nucleic acid-based 
therapeutics that are currently emerging as powerful, new 
drug entries for gene-related diseases and for lead validation, 
in the drug discovery process, there are still significant 
obstacles to be overcome before these types of therapeutics 
can be exploited in the clinical settings. 

Perhaps, foremost among these is the issue of delivery. 
Injected nanoscale drug delivery systems, or nanovectors, are 
ideal candidates to provide breakthrough solutions to the 
time-honored problem of optimizing therapeutic index for a 
treatment. Even modest amounts of progress towards this 
goal have historically engendered substantial benefits across 
multiple fields of medicine, with the translatability from, for 

example, a subfield of oncology to a field as distant as the 
treatment of infectious diseases being granted by the fact that 
the progresses had a single common denominator in the 
underlying technological platform [1]. 

Under this perspective, in this work we will review some of 
our most recent efforts in our own efforts in the field of 
computer-assisted design, synthesis, in vitro and in vivo 
activity of nanovectors for drug/gene delivery [2]-[9], with 
particular focus on two new nanocarriers generated by 
spontaneous self-assembling of small, biocompatible, 
dendron-based amphiphiles. 

II. RESULTS AND DISCUSSION 

A. Anticancer drug nanomicelles formed by self-assembling 
amphiphilic dendrimer overcome drug resistance in cancer 
cell [2]. 

Drug resistance and toxicity constitute challenging hurdles 
for cancer therapy. The application of nanotechnology for 
anticancer drug delivery is expected to address these issues 
and bring new hope for cancer treatment. In this context, we 
established an original nanomicellar drug delivery system 
based on an amphiphilic dendrimer (AmDM), which could 
generate supramolecular micelles to effectively encapsulate 
the anticancer drug doxorubicin (DOX) with high drug-
loading capacity (>40%) (Fig. 1). The resulting AmDM/DOX 
nanomicelles were able to enhance drug potency and contrast 
doxorubicin resistance in breast cancer models by 
significantly enhancing cellular uptake while considerably 
decreasing efflux of the drug (Figs. 2 and 3). In addition, the 
AmDM/DOX nanoparticles abolished significantly the 
toxicity related to the free drug. Collectively, our studies 
demonstrate that the drug delivery system based on 
nanomicelles formed with the self-assembling amphiphilic 
dendrimer constitutes a promising and effective drug carrier 
in cancer therapy. 

B. A chameleon self-assembled nanovector for efficient 
siRNA delivery [3] 

Small interfering RNA (siRNA) delivery remains a major 
challenge in RNAi-based therapy. Through the combined 
action of in silico/experimental efforts, we designed and 
produced for the first time an amphiphilic dendrimer AD able 
to self-assemble into adaptive supramolecular assemblies 
upon interaction with siRNA (Fig. 4). The resulting 
nanovectors can effectively deliver siRNAs to various cell 
lines, including human primary and stem cells, thereby 
outperforming the currently available non-viral vectors (Fig. 
5). Most importantly, however, AD-mediated gene silencing 

Synthesis and activity of computer-designed 
nanovectors for gene and drug delivery 

E. Laurini1, D. Marson1, P. Posocco1,2, M. Fermeglia and S. Pricl1,2 

1 Molecular Simulations Engineering (MOSE) Laboratory – DEA, University of Trieste, Trieste, Italy 
2 INSTM, Research Unit MOSE – DEA, University of Trieste, Trieste, Italy 

W 



108

BIOLOGIA COMPUTAZIONALE
GNB2016, June 20th-22nd 2016, Naples, Italy 2 

was successfully achieved also in vivo, as shown in Fig. 6. 

C. Degradable self-assembling dendrons for gene delivery: 
experimental and theoretical insights into the barriers to 
cellular uptake [9] 

In this work, we used a combined experimental and 
theoretical approach to gain unique insight into gene 
delivery. Specifically, we reported the synthesis and 
investigation of a new family of second-generation dendrons 
with four triamine surface ligands capable of binding to 
DNA, degradable aliphatic-ester dendritic scaffolds, and 
hydrophobic units at their focal points. According to our 
results, dendron self-assembly significantly enhanced DNA 
binding as monitored by a range of experimental methods 
and confirmed by multiscale modeling. 

Cellular uptake studies indicated that some of these 
dendrons were highly effective at transporting DNA into cells 
(ca. 10 times better than poly(ethyleneimine), PEI, a 
prototypical polymeric standard employed for these 
experiments). Yet, levels of transgene expression were 
relatively low (ca. 10% of PEI). This indicated that these 
dendrons could not navigate all of the intracellular barriers to 
gene delivery. The addition of chloroquine indicated that 
endosomal escape was not the limiting factor in this case, 
whereas further experimental and theoretical work 
established that gene delivery could be correlated with the 
ability of the dendron assemblies to release DNA. 

Mass spectrometric assays demonstrated that the dendrons, 
as intended, did degrade under biologically relevant 
conditions over a period of hours. Multiscale modeling of 
degraded dendron structures suggested that complete dendron 
degradation was required for DNA release. Importantly, in 
the presence of the lower pH associated with endosomes, or 
when bound to DNA, complete degradation of these 
dendrons became ineffective on the transfection time scale. 

 Therefore, we proposed this could explain the poor 
transfection performance of these dendrons. As such, this 
paper demonstrated that taking this kind of multidisciplinary 
approach could yield a fundamental insight into the way in 
which dendrons can navigate barriers to cellular uptake. 
Lessons learned from this work will inform future dendron 
design for enhanced gene delivery. 

III. CONCLUSIONS 
The extensive series of examples illustrated and discussed 

above - taken from our own experience in the field - 
emphasize the role and potentiality of multiscale molecular 
modeling and simulations in the pre-and post-development of 
nanodevices for gene delivery. Accurate and reliable 
computer-assisted design can be performed more easily than 
experiments. In silico evaluation can take into account the 
molecular specificity of the problem and dramatically reduce 
the time and cost required to formulate a new device and 
therapeutic intervention, and eventually translate it into the 
clinical setting. In nanomedicine, the need for accurate 
multiscale molecular simulations is even more pressing. 
Despite its rapid growth and extraordinary potential, the field 
is still in its infancy, is highly interdisciplinary, and aims at 
solving problems of extraordinary and unprecedented 

complexity. 
With such a scenario, multiscale molecular modeling could 

dictate the success of nanomedicine and make the difference 
between several years of unfruitful research and the 
development of new, revolutionary therapeutic strategies 
readily available to the public. 
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Fig. 1. AmDM self-assembled nanomicelles as a drug delivery platform. (A) 
Formation of empty AmDM nanomicelles and DOX-encapsulated 
AmDM/DOX nanomicelles. (B) Molecular structure of the computer-assisted 
designed amphiphilic dendrimer AmDM [2]. 
 

 
Fig. 2. (A) TEM image and (B) DLS analysis of AmDM nanomicelles. (C) 
Computer prediction of AmDM micelles morphology. Micellar hydrophilic 
shell and hydrophobic core are highlighted as purple and pink sticks, 
respectively. Solvent is depicted as light blue field. (D) Density distributions 
of AmDM hydrophobic core (pink dots) and hydrophilic shell (purple dots) 
segments as a function of distance from the center of the micelle. (E) TEM 
image and (F) DLS analysis of AmDM/DOX nanomicelles. (G) Computer 
prediction of AmDM/DOX micelles moprhology: AmDM micelles and 
solvent represented as in D; DOX shown as green spheres. (H) Density 
distributions of AmDM hydrophobic core (pink dots), hydrophilic shell 
(purple dots) segments, and DOX (green dots) as a function of distance from 
the center of the micelle. (I) Fluorescent imaging of biodistribution of 
AmDM nanomicelles loaded with a near-infrared fluorescent dye, DiR, 48 h 
postadministration via i.v. injection in NSG mice bearing MCF-7R tumors. 
(J) Drug penetration of AmDM/DOX nanomicelles into 3D-cultured MCF-
7R tumor spheroids imaged with a two-photon microscope. (K) Time course 
of DOX released from AmDM/DOX micelles at pH 5.0 and pH 7.4 at 37 °C 
[2]. 
 

 
Fig. 3. Comparison of the antiproliferative activity of free DOX, commercial 
DOX nanodrug Caelyx, and AmDM/DOX nanomicelles on (A) drug-
sensitive breast cancer MCF-7S cells and (B) drug-resistant breast cancer 
MCF-7R cells was measured using an MTT assay. The cellular uptake in (C) 
MCF-7S and (D) MCF-7R cells was quantified using flow cytometry after 
treatment with DOX and AmDM/DOX, respectively. (E) The cellular uptake 
was imaged using confocal microscope following treatment with free DOX 
and AmDM/DOX in MCF-7R cells. (Scale bar: 10 µm) [2]. 

 

 
Fig. 4. The computer-aided designed amphiphilic dendron AD self-assembles 
into vesicle-like dendrimersomes which undergo structural rearrangement 
into smaller, spherical micelles to interact with siRNA. (A) DLS analysis and 
(B,C) TEM imaging of dendrimersomes formed by AD in water. (D) DLS 
analysis and (E,F) TEM imaging of the siRNA/AD complexes. Computer 
modeling predictions showing nanostructures formed by AD alone (H), a 
section plane (G) and in presence of siRNA (I). The hydrophilic units are 
portrayed in light green, the hydrophobic units in dark green, and siRNAs as 
orange sticks. Light grey spheres are used to portray some representative 
water molecules [3]. 
 

 
Fig. 5. AD-mediated siRNA delivery in human prostate cancer PC-3 cells, 
human CCRF-CEM T-cells, human primary cells (PBMC-CD4+) and 
hematopoitic stem cells (CD34+). Gene silencing of Heat shock protein 27 
(Hsp27) at (A) mRNA and (B) protein levels in PC-3 cells treated with 20 
nM siRNA and AD at N/P ratio 10. Down-regulation of CD4 at (C) mRNA 
and (D) protein expression on CEM cells treated with 50 nM dsiRNA and 
AD at N/P ratio 5. Knockdown of Tat/Rev mRNA expression on (E) PBMC-
CD4+ cells and (F) CD34+ stem cells with 50 nM dsiRNA and AD at N/P 
ratio of 5. Oligofectamine (oligo) and Trans IT-TKO (TKO) were used as 
controls. *, **, ***, and ****, differ from control (p ≤ 0.05, p ≤ 0.01, p ≤ 
0.001, and p ≤ 0.0001, respectively) by Student’s t test [3]. 
 

 
Fig. 6. Evaluation of in vivo siRNA delivery using prostate cancer PC-3 
xenograft mice following treatment with Hsp27 siRNA/AD and the controls 
of PBS, AD alone, siRNA alone and scrambled siRNA/AD, respectively (3 
mg/kg siRNA and AD at a N/P ratio of 5, injection twice a week for 5 
weeks). (A) Effective gene silencing of Hsp27 at protein levels was 
measured using qRT-PCR and western blot, respectively. (B) Inhibition on 
tumor growth assessed by measuring tumor size. * and **, differ from 
control (p ≤ 0.05 and p ≤ 0.01, respectively) by Student’s t test [3]. 
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Abstract—Endocrine cells of the pituitary gland secrete a 
number of hormones, and the amount of hormone released by a 
cell is controlled in large part by the cell’s electrical activity and 
subsequent Ca2+ influx. Typical electrical behaviors of pituitary 
cells include continuous spiking and so-called pseudo-plateau 
bursting. It has been shown that the amplitude of Ca2+ 
fluctuations is greater in bursting cells, leading to the hypothesis 
that bursting cells release more hormone than spiking cells. In 
this work, we apply computer simulations to test this hypothesis. 
We use experimental recordings of electrical activity as input to 
mathematical models of Ca2+ channel activity, buffered Ca2+ 
diffusion, and Ca2+-driven exocytosis. To compare the efficacy of 
spiking and bursting on the same cell, we pharmacologically 
block the large conductance potassium (BK) current from a 
bursting cell, or add a BK current to a spiking cell via dynamic 
clamp. We find that bursting is generally at least as effective as 
spiking at evoking hormone release, and is often considerably 
more effective, even when normalizing to Ca2+ influx. Our 
hybrid experimental/modeling approach confirms that adding a 
BK-type K+ current, which is typically associated with decreased 
cell activity and reduced secretion, can actually produce an 
increase in hormone secretion. 
Keywords—Ca2+ diffusion, exocytosis model, pituitary cells. 

I. INTRODUCTION 
ndocrine pituitary cells (i.e., melanotrophs, lactotrophs, 

somatotrophs, thyrotrophs, corticotrophs, and 
gonatotrophs) secrete a wide number of hormones in 
response to hypothalamus stimulus [1].  Hormones secreted 
by pituitary gland act on other endocrine cells and other 
tissues including the brain to regulate physiological and 
behavioral aspects of growth, metabolism, water balance, and 
reproduction [2]. The pituitary cells express different ion 
channels and are electrically excitable.  In particular, 
electrical activity induces an intracellular Ca2+ elevation 
causing hormone secretion. The two typical electrical patters 
observed in these cells are continuous spiking – typically 
observed in luteinizing hormone-secreting gonadotrophs 
under basal conditions – and a form of bursting known as 
pseudo-plateau bursting often observed in prolactin-secreting 
lactotrophs, growth hormone-releasing somatotrophs, and 
ACTH-secreting corticotrophs, where the burst duration is at 
most a few seconds and the spikes that ride on the elevated 
voltage plateau are very small [3], [4].  Simultaneously 
measurement of electrical activity, Ca2+ and release from a 
single cell should be performed in order experimentally test 
this hypothesis, 

however it is barely realizable on single cell.  In this work, a 
hybrid experimental/modeling approach has been exploited to 
explore the hypothesis that bursting cells release more 
hormone than spiking cells. We used direct measurement of 
both the spontaneous electrical activity and the induced 
spiking or bursting pattern with BK channels blocker and 
dynamic clamp,  in the same cell. We built a mathematical 
model of stochastic Ca2+ channel activity, Ca2+ diffusion and 
binding to buffer, and finally Ca2+-driven exocytosis and each 
of the voltage traces is fed into these models. 

II. METHODS 

A. Experimental and Dynamic Clamp 
The inputs to our mathematical models are voltage time 
courses recorded from a mouse gonadotroph or from a 
GH4C1 lacto-somatotroph cell. GH4C1 cells were 
maintained in culture conditions in supplemented F10 
medium (Sigma-Aldrich, St-Louis, MO) according to 
established procedures [5]. Primary pituitary cells were 
obtained from diestrous female rats (Sprague Dawley, aged 
3-6 months) using enzymatic dispersion of pituitary 
fragments [6]. Animal procedures were approved by the 
Florida State University Animal Care and Use Committee. 
BK channels were blocked by bath application of 100 nM 
iberiotoxin (Tocris) in order to obtain continuous spiking 
patterns, and traces of fast pseudo-plateau bursting were 
obtained by adding a BK-type current to a spiking cell with 
the dynamic clamp.  

B. Geometry, stochastic current and diffusion 
To model data from pituitary cells we represented a single 
cell by a sphere with a diameter of 13 µm [7]. Ca2+ diffusion 
was computed in a conical region with base radius of 1.5 µm 
(Fig. 1), a radius obtained by dividing the sphere surface into 
75 circular areas, one for each channel. This radius 
corresponds to an inter-channel distance of ~3 µm, in 
agreement with [8]. The single channel conductance was set 
to 20 pS [9]. the Ca2+ current source was located at the base 
center of the conical region. We implemented no-flux 
boundary conditions for Ca2+ and buffers on the sides of the 
cone. For the single Ca2+ channel, we assumed three states 
with kinetic mechanism described by [10]: 
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where the states are closed (C), open (O), and blocked or 
inactivated (B). The stochastic channel dynamics was 
simulated as realizations of the discrete-state continuous-time 
Markov chain. In all simulations we assumed the presence of 
a single immobile endogenous Ca2+ buffer, in agreement with 
Kits et al. [11], The reaction-diffusion equations for the Ca2+ 
concentration and for the free unbound buffers are taken from 
[12] (Fig. 2 shows an example of simulation results). 

C. Exocytosis Model 
We used a 4-pool model (Fig. 3), which is similar to a model 
of exocytosis in melanotroph cells [11] in all simulations. 
Granule release is triggered by local Ca2+ levels (Cloc), as 
indicated in Fig. 3, while resupply is dependent on the bulk 
calcium concentration Ci, which is computed as the 
submembrane Ca2+ concentration at the distance of 1.5 µm 
from the channel. In order to reflect secretion experiments, 
all pool are initially empty.  

III. RESULTS 

A. Converting spiking to bursting 

 Adding a BK-type K+ current to a spiking gonadotroph can 
change its behaviour into bursting, as shown in Fig. 4i. 
Figure 4 also shows the average of Ca2+ profiles at distances 
of 30, 200, and 1500 nm from the Ca2+ channel obtained by 
the Ca2+ diffusion model driven by either the spiking voltage 
pattern (left) or the bursting pattern (right). We located the 
exocytosis machinery at different distances from the Ca2+ 
channel and use the Ca2+ concentration at that location to 
drive the exocytosis model. Figure 5 shows the average 
number of fused granules over time at different distances and 
over the total charge entry (Q). We observed that when the 
release site is 100 nm far from the channel the secretion level 
will be the same with both spiking and bursting, however, the 
advantage of bursting over spiking is amplified when the 
release site is situated further from the channel, at 300 nm or 
500 nm. 

B. Converting bursting to spiking 
We used recordings from a GH4 cell line, starting from  the 
spontaneous bursting lacto-somatroph GH4C1 cell (Fig. 6 left 
column), then converting it to a spiking cell by the addition 
of the BK channel blocker iberiotoxin (middle column), and 
finally converting the spiking cell back to a bursting cell 
using dynamic clamp to inject a model BK current (right 
column). For each case we calculated the Ca2+ concentration 
at varying distances from the single stochastic channel, as in 
prior simulations, and we used the computed Ca2+ 
concentration to simulate exocytosis, locating the release 
sites at different distances from the Ca2+ channel, Fig. 7. In 
this case we noticed that exocytosis coupled to bursting is 
less superior to spiking after normalizing to Q compared to 
the gonadotroph results, and this result can be ascribed to the 
increased frequency of the spiking traces compared to 
spontaneous spiking behaviour of gonadothrophs.   

IV. CONCLUSION 
We found that bursting is typically more effective at 

evoking secretion than is continuous spiking. When bursting 
is induced in a spiking gonadotroph by injecting a BK-type 

K+ current with dynamic clamp, the burst pattern is  generally 
at least as effective as continuous spiking at evoking 
hormone release, and is often considerably more effective. 
The superiority of bursting over spiking is due to the fact that 
bursting brings more Ca2+ into the cell, thus augmenting both 
local and global Ca2+ levels, which in turn increases resupply 
of secretory granules and exocytosis. However, we further 
observed that when spiking frequency is higher, this 
difference between spiking and bursting in evoking 
exocytosis is considerably reduced.     
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Fig. 1 Spherical cell model used in simulations. Ca2+ diffusion and 
buffering are simulated in a conical region of the sphere. The channel is 
located at the center of the cone base on the surface of the sphere. The 
base radius in the single channel case is 1.5 µm 
 
 

 

 
 
Fig. 5. Single channel exocytosis simulation results. Top panels (i) 
show the number of fused granules as a function of time (solid line 
bursting and dashed line spiking). Bottom panels  (ii) show the 
cumulative number of fused granules during 5 seconds of simulation as 
function of the cumulative calcium entry Q. (A) granules located at 30 
nm, (B) 100 nm, (C) 200 nm, (D) 300 nm, or (E) 500 nm  from the 
channel. 
 
 

 
Fig. 6. Ca2+ concentration at different distances from a stochastic Ca2+ 
channel on the surface of a conical region (average of 10 independent 
trials). The Ca2+ channel is placed at the center of the cone base with 
radius 1.5 µm. (A) Bursting profile in control condition. (B) Spiking 
profile in the presence of the BK channel blocker iberiotoxin. (C) 
Bursting profile in the presence of iberiotoxin and when BK current is 
injected back using the dynamic clamp. Sub panels show the 
experimentally recorded voltage profile (i), and simulated Ca2+ 
concentrations at 30 nm (ii), 200 nm (iii), or 1500 nm (iv) from the 
channel. 
 
 
  

 
 
Fig. 7. Single channel exocytosis simulation for dynamic clamp-
induced bursting. Top panels (i) show the number of fused granules as a 
function of time, evoked by a spiking voltage trace (gray curves), 
spontaneous bursting (black dashed curve), and bursting induced by 
dynamic clamp in the presence of iberiotoxin (black solid curves). 
Bottom panels  (ii) show the cumulative number of fused granules 
during 5 seconds of simulation as a function of the cumulative Ca2+ 
entry Q. (A) granules located at 30 nm, (B) 100 nm, (C) 200 nm, (D) 
300 nm, or (E) 500 nm  from the channel.    

 
Fig 3. Kinetic scheme of the exocytosis model. The pool N0 consists of 
granules primed for fusion and its resupply depends on the bulk 
cytosolic Ca2+ concentration Ci. Fusion occurs upon Ca2+ binding 
controlled by the local concentration of Ca2+, Cloc. The pools N1, N2, N3 
correspond to the three Ca2+ bound states, and u1 is the fusion rate.    
 

 
Fig. 2 A) Submembrane Ca2+ diffusion and buffering simulation at the 
base of the cone.  B) Submembrane Ca2+ concentrations (color coded, in 
µM) as a function of time and the distance to the channel (d) during 
spiking electrical activity. C) Ca2+ concentration at 500 nm from the 
channel as function of time  
 

 

Fig. 4. Ca2+ concentration at different distances from a single stochastic 
Ca2+ channel on the surface of a conical region (average of 10 
independent trials). The Ca2+ channel is placed at the center of the cone 
base with radius 1.5 µm. The Ca2+ concentration is determined using a 
mathematical model, in response to actual spiking (A) and bursting (B) 
voltage traces from a gonadotroph. The switch to bursting was obtained 
by injecting a model BK-current into a spiking cell using the dynamic 
clamp technique. 
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Abstract—Synthetic Biology is a branch of Bioengineering 
ranging over several aspects of life science; one of its aims is to 
develop new functionalities in living cells through manipulation 
of their DNA. Implementing synthetic genetic circuits, often 
inspired by electronic devices and control theory, is one of its 
aims to enable the predictable engineering of novel solutions in 
several application fields. Here, a study for a synthetic negative 
feedback control system is studied, aiming to optimize a 
mathematical model that predicts the dynamic behaviour of the 
system in vivo. 

Keywords—Synthetic biology, mathematical modelling, gene 
regulation, negative feedback. 

I. INTRODUCTION 
VEN sharing the same basics of molecular biology and 
genetics, synthetic biology differs from biotechnology 

and genetic engineering by the introduction of typical 
engineering concepts such as standardization, abstraction and 
modularity. This approach allows the implementation of 
synthetic genetic circuits exploiting the rational design 
advantages, i.e., bottom-up design form individually 
characterized genetic parts [1]-[2], in order to optimize the 
production of relevant bio-products such as drugs, biofuels 
and biomaterials in living cells. 

Mathematical modelling is indispensable to support the 
design process aiding to manage the intrinsic complexity of 
biological systems. Therefore, it is possible to improve the 
predictability of synthetic gene circuits by a typical 
engineering design workflow. In order to evaluate whether 
any configuration of the system meets the specifications 
needed before physically implementing it, model systems can 
be used as testbed to evaluate the predictability of a model-
based bottom-up design of biological systems. Importantly, 
unexpected conditions and relations influencing intended 
behaviours may be found through comparison between model 
predictions and ad hoc experiments. 

Among different engineering-inspired system architectures, 
negative feedback control systems have been studied by 
synthetic biologists because of the importance of dynamically 
controlling and balancing fluxes in gene networks, in order to 
optimize production rates and possible toxic levels of a 
desired molecule produced by an engineered living cell. 

This study aims to debug and deepen the knowledge on a 
previous work of our group [3], implementing a close-loop 
synthetic gene controller, which regulates the production of 
the signalling molecule 3-oxo-hexanohyl-homoserine lactone 
(HSL) in E.coli bacteria through a synthetic circuit developed 
following a rigorous bottom-up approach, using parts all 

from the Registry of Standard Biological Parts [4]. 

II. MATERIALS AND METHODS 

A. Genetic circuit description 
The system was designed and implemented in E.coli 

MG1655-Z1 strain, based on the quorum sensing mechanism 
of some naturally-occurring bacteria (e.g., V. fischeri). The 
regulated PTetR promoter, inducible by anhydrotetracycline 
(aTc), is placed upstream of the luxI gene, in order to tune the 
production of the diffusible signalling molecule HSL, while 
the AiiA enzyme from Bacillus sp. 240B1 is responsible for 
its enzymatic degradation. Its coding sequence is placed 
downstream of the PLux promoter, which acts as a sensor for 
HSL concentration (Fig. 1). The production and degradation 
process leads to a steady-state HSL level. A mathematical 
model of the genetic controller was derived in order to obtain 
predictions based on the parameters estimated separately 
from the individual sub-parts considered. 

B. Mathematical model description 
The genetic controller was modelled by the following 

ordinary differential equations (ODEs) system (Eq.1), 
describing the continuous culture (or chemostat) 
experimental set-up: 

  (1) 

The system includes 19 parameters: first, OD600 (i.e. 
absorbance at 600 nm) enables the measurement of cellular 
concentration in the liquid culture, which is set by tuning the 
dilution rate (D) in the culture chamber. The state variables 
SLuxI and SAiiAdescribe the synthesis rate of the two enzymes 
under PTetR and PLux promoters, respectively; the steady-state 
synthesis rates are modelled by Hill equations with 
parameters αPX, δPX, kPX and ηPX, for the generic PX 
promoter, while the activation dynamics is described by the 
pole rPX. Enzyme activities were also modelled as Hill 
functions, depending on 3 parameters for each enzyme kY,max, 
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kM,Y and ηY for the generic enzyme Y while γHSL describes the 
spontaneous HSL degradation rate, considered negligible in 
this experimental setup [5]. Parameters were estimated 
previously, from ad hoc assembled circuits [3]-[6]. 

C. Validation in chemostat experimental setup 
The Minifor bioreactor (Lambda) was used to incubate the 

tested liquid cultures and maintain their absorbance to a fixed 
value, preventing the reaching of saturation phase. Briefly, 
~30 mL cultures were grown in a 0.4-l vessel and peristaltic 
pumps were used to inject sterile broth and withdraw cultured 
broth to obtain a dilution D equal to the cell growth rate, µ, to 
implement a continuous culture at a user-defined OD600 
value. This configuration is called chemostat. OD600 and HSL 
concentration were measured as described previously [5]-[6] 
over time in different experiments in which OD600 was set to 
diverse levels. 

III. RESULTS 

A. Improvements in parameter identification 
Since the previously described predictions overestimated 

the experimental data, different interventions were carried out 
to improve the model prediction performance. First, a new 
estimation of the PLux-related parameters (i.e., the promoter 
driving the expression of the degradation enzyme, see Fig. 1) 
was carried out in cells bearing a second plasmid including 
the luxI expression system, in order to characterize the 
promoter in a condition similar to the one of the final circuit. 
This analysis brought to a new set of parameters that are used 
to simulate the output of the final circuit. Other experiments 
showed that neither enzymes activity nor other parts of the 
circuit seemed to be influenced by this two-plasmid 
condition. Second, additional experiments were carried out to 
properly characterize the AiiA enzyme Hill function. In 
particular, since the PTetR promoter (used to drive aiiA in ithe 
enzyme characterization phase) causes a steep switch 
between the low and high enzymatic activity, seven new 
genetic constructs were assembled with aiiA under the 
control of pre-characterized constitutive promoters with 
graded strength, spanning a range of AiiA levels that was 
hard to accurately cover with PtetR. 

Finally, ad hoc error models were selected in this work 
(i.e., one for each pool of experiments related to the 
identification of a specific group of parameters), relying on 
the experimentally observed variance distributions, and they 
were used to implement weighted least squares for parameter 
estimation. Taken together, these interventions enabled a 
significant improvement of model predictive capabilities (see 
below). 

 

B. Improvements of chemostat experiments predictions 
Comparison between model predictions and experimental 

data revealed the need for a modification of the mathematical 
model attempting to explain experimental oscillations in cell 
concentration and dilution rate. In fact, while the chemostat is 
implemented to keep OD600 around a fixed value, dilution 
rate is adjusted at each time point to compensate OD600 
variations. These features also affect HSL levels. Hence, to 
describe the OD600 behaviour, ruling out the equivalence 

hypothesis between dilution coefficient D and per-cell 
growth rate m of Eq. 1, another equation was added to the 
model: a numerical evaluation of dilution coefficient 
evolution, described by the discrete time equation Eq.2., was 
carried out, by considering the proper OD600 time series for 
each experiment:      
             (2) 
 

Representative results achieved are shown in Fig 2. 

C.  “In silico” study of system perturbations 
After proving the predictive capabilities of the identified 

model, the system was analysed in silico to study the effect of 
disturbances and the robustness of the feedback control 
scheme. Impulsive and step disturbances on HSL 
concentration levels were taken into account: time to go back 
to the steady-state were calculated for several levels of cell 
concentrations and impulse extents while differences between 
HSL levels (i.e., after and before step disturbance 
administration) were evaluated, again for different levels of 
cell concentration and disturbance extents. The open-loop 
configuration [3]-[6], in which the feedback control was not 
present (i.e., AiiA enzyme not synthetized), was always used 
as a term of comparison to demonstrate the usefulness of the 
implemented control scheme when using a close-loop 
regulatory network. 

CONCLUSION 
This study lays the foundations for efficiently designing 

feedback controllers through synthetic genetic circuits in 
living cells. Moreover, in this work, the importance of 
rational design via bottom-up approach and mathematical 
modelling is highlighted, as well as a model refinement 
process for debugging purposes. 

Predictions showed to be in accordance with the 
experimental data, overcoming the previously obtained 
partial predictive ability [3]-[6]. Finally, the in silico analysis 
of system response to impulsive and step disturbances 
revealed a greater predicted robustness of the close-loop 
scheme compared to the open-loop, hence the in vivo 
evaluation of this aspect are currently being studied. 

Therefore, according to the obtained results, extending the 
use of this genetic circuit control scheme and design pipeline 
in all cases that aim to control a molecular concentration in 
living cells, seems to be a feasible step in biological 
engineering. 
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Fig. 2. Prediction of HSL dynamic in chemostat culture experiments. Two representative experiments are shown here, in which 
an average OD600 of 0.21 and 0.35 respectively was kept for the close-loop circuit. Predictions in HSL level (solid lines) can been 
seen to capture the experimental behavior of the measured data (circles), also as a function of the oscillatory behavior of the 
OD600 time series (circles and dashed lines).    

 
Fig. 1. Schematic representation of the negative feedback circuit.TetR repressor is constitutively produced by tetR gene. PTetR 
promoter (inducible by aTc) is placed upstream of luxI coding sequence, tuning its transcription rate. Once translated, LuxI 
enzyme produces HSL that, together with LuxR transcription factor constitutively expressed by PLac promoter, up-regulates the 
transcriptional output of PLux promoter. This, in turn, is placed upstream of the aiiA coding sequence, which encodes for a 
lactonase, an enzyme able to degrade HSL. This mechanism, properly tuned, is expected to regulate the concentration of 3OC6-
HSL in E. coli cultures. 
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In this work, we experimentally demonstrate a novel 
biosensing platform consisting of a Lab on Fiber (LOF) device 
integrated with functionalized microgels (MGs). In presence of 
molecular binding events, MGs layer undergoes a volume 
transition and thus a change in its 'equivalent' RI. Such a RI 
change is than transduced as a shift of the resonant features in 
the LOF device reflection spectrum. In order to evaluate the 
performances of the developed device, in this work we have 
focused the attention on a well-assessed case study such as the 
glucose sensing. Specifically we have found that, in response to 
glucose binding at millimolar concentration, a large blue shift 
(~27nm) of the reflectance resonant feature occurs. Our results 
pave the way for new technological routes aimed to develop 
advanced label free fiber optic nanoprobes. 
 
Keywords: microgel, lab on fiber, biosensors  

 
Rapid and sensitive detection of chemical and biological 

nalytes becomes increasingly important in areas such as 
medical diagnostics and environmental monitoring. Fusing 
together the world of nanotechnologies with optical fibers is 
leading to continuously develop novel advanced optical 
probes with enhanced functionalities, especially exploitable 
for sensing applications [1,2]. At the same time, Microgels 
(MGs) are increasingly receiving attention by the photonics 
community as direct sensing materials for environmentally 
responsive systems. MGs are colloidal stable hydrogel 
particles that can be synthesized to respond to environment 
changes, such as temperature, pH, and ionic strength [3-5]. In 
the specific case of biosensing application, the 
physicochemical change of a MGs is related to a protein, 
oligonucleotide, or ligand-binding event.  

In this context, we propose a first prototype of Lab-on-
Fiber biosensor based on MG system. The developed device 
essentially consists of a MG layer baked by a gold 
nanostructure, directly fabricated on the tip of a single mode 
optical fiber, by means of a process based on gold deposition 
followed by focused ion beam milling (Figure 1.a). The 50 
nm thick metallic nanostructure consists of a square lattice of 
holes (with sub-wavelength period a=700nm and radius 
r=210nm) supporting plasmonic resonance, highly sensitive 
to local modifications of the surrounding environment such 
as MG layer. 

To demonstrate the capability of the proposed device for 
biosensing application, a glucose sensing MG has been 
synthetized by incorporating boronic acid moieties into the 
gel matrix. The interaction between glucose and boronic acid 

rules the driving forces for gel swelling so that the MG layer 
undergoes a volume transition and thus a change in its 
'equivalent' RI. Such a RI change is than transduced as a shift 
of the resonant features in the LOF device reflection 
spectrum. Specifically we have found that, in response to 
glucose binding at millimolar concentration, a large blue shift 
(~27nm) of the reflectance resonant feature occurs (Figure 
1.b). These impressive results reveal that MG swelling effect, 
provides a successful amplification (on the spectral shift) 
with respect to the local RI changes that a small molecule 
(such as the glucose one) would have induced if bound at the 
sensor surface by a proper ligand (as in the case of a standard 
label-free approach). 

The developed optical fiber probe represents an interesting 
prototype of microgel photonics technology, able to work 
both as biosensor but also exploitable as active tunable 
plasmonic device.	This intriguing biosensing paradigm paves 
the way for developing advanced label free fiber optic 
nanoprobes with improved detection capability, especially in 
the case of small molecules. Finally, it is important to remark 
that the versatility offered by the MG platform, allows to 
extend the application of our device to the detection of many 
different analytes of relevant biological interest. 
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Fig 1  .a) Schematic of the Lab-on-Fiber biosensor based on MG system; b) Sensorgram at different glucose concentrations 
ranging from 0 to 16mM. Inset shows the sensorgram of the negative control. 
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Abstract—In this work organosulfur compounds (i.e. Garlic 
oil-soluble allyl sulfur compounds (GaOs) and diallyl disulfide 
(DADS)) loaded poly(lactic) acid (PLA) fibers were produced by 
electrospinning technique in order to be used as promising 
platform for tissue engineering application. The morphology 
was analysed by observation at scanning electron microscopy 
(SEM), and the mechanical properties were evaluated by 
uniaxial tensile tests. Finally, the potentiality of the produced 
systems to be used as substrates for the tissue regeneration was 
evaluated by preliminary in vitro cell tests using human 
progenitor cardiac cells (hCPCs). 

Keywords—poly(lactic acid) fibers, garlic extracts, mechanical 
properties, cytotoxicity. 

I. INTRODUCTION 
issue engineering is considered as a promising and 
emerging alternative to the current clinical treatments for 

damaged tissues and organs restoration. To achieve the tissue 
engineering purpose, the design of a proper substrate 
("scaffold") suitable to act as a temporary matrix for cell 
proliferation, extracellular matrix deposition, bone in-growth 
and neo-vascularization, is pivotal. In particular, recently a 
lot of attention is devoted to the device of 'bioinspired 
materials', materials able to resemble the composition, the 
morphology, the mechanical and biological features of 
natural tissues. 

The electrospinning is a user friendly, versatile and low-
cost technique , able to process different kinds of materials in 
fibers with diameters ranging from nanometers to microns 
and large surface area-to-volume ratio [1-4]. It has recently 
emerged as a very promising approach, due to its ability to 
generate structures which resemble those of the tissue 
extracellular matrix and to entrap biomolecules, allowing 
their controlled release. Moreover, since the electrospinning 
occurs at ambient conditions, it is very suitable to encapsulate 
and stabilize thermally labile substances.  

Thus, in this context, organosulfur compounds (OSCs) 
loaded poly(lactic) acid (PLA) fibrous mats were produced 
by electrospinning technique. Garlic oil-soluble allyl sulfur 
compounds (GaOs) and diallyl disulfide (DADS) were 
selected in order to provide antimicrobial properties and 
improved biological responsiveness. In fact, it is well known 
that the beneficial health properties of garlic have to be 
ascribed to the presence of organosulfur compounds (OSCs) 
that provide antimicrobial, antioxidant [5,6] and anti-
inflammatory properties [7], heart protection and chemo-
sensitization features, including the in vitro inhibition of 
tumor cell proliferation through the apoptosis induction [7]. 
Their outstanding features can be associated to their ability to 

release H2S, one of three natural gas transmitters, able to 
promote some specific enzymatic activities and to act as a 
reducing element, preventing free radicals formation. 

The morphology of the obtained fibers was investigated by 
observation at scanning electron microscopy (FEG-SEM), the 
mechanical properties by uniaxial tensile tests, the ability of 
the OSCs loaded PLA fibers to release H2S by methylene 
blue (MB) assay. Finally, the cytotoxycity and the 
potentiality of the produced systems to be used as scaffold for 
tissue repair was assessed by analysis of the in vitro cell 
viability of human Lin- Sca1+ progenitor cardiac cells 
(hCPCs). 

II. MATERIALS AND METHODS 
OSCs (5 %vol with respect to the used solvents) and PLA 

(15 % wt/V with respect to the used solvents) based solutions 
were prepared by dissolving proper amounts of PLA pellets 
and OSCs in a solvent mixture CHCl3:DMF (67:33, in 
volume ratio). 

Prepared solutions were poured in a glass syringe (Socorex, 
Switzerland) equipped with a 18 G needle, fixed in a digitally 
controlled syringe pump (KD Scientific, MA, USA) and 
electrospun in air at room temperature, setting an applied 
voltage of 12 kV, a flow rate of 0.5 ml/h and a needle-target 
distance of 15 cm. As a reference sample, neat PLA mat was 
also produced following the same experimental procedure.  

The morphology of the electrospun mats was investigated 
by means of scanning electron microscopy (SEM, Leo Supra 
35). The average fiber diameter was calculated considering 
around 50 randomly selected fibers from SEM micrographs 
(ImageJ, NIH). Mechanical properties of PLA based 
electrospun mats were investigated by uniaxial tensile tests 
performed on dog-bone specimens (width 4.8 mm, length 
22.25 mm), at 1.2 mm/min to rupture by an 
electromechanical machine equipped with a 50 N load cell 
(Lloyd LRX), following ASTM D1708 and ASTM D882 for 
elastic modulus calculation. Four specimens were considered 
for each electrospun matrix. The H2S release was estimated 
for both GaOS and DADS loaded PLA fibers by methylene 
blue (MB) assay [8,9]. The biological responsiveness of the 
produced systems was investigated by in vitro  cell viability 
of hCPCs, up to 7 days, using MTT 
(methylthiazolyldiphenyl-tetrazolium bromide) assay [10]. 
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RESULTS AND DISCUSSION 
Uniform, defect-free randomly oriented fibers were 

obtained in all cases (Fig. 1). The addition of DADS led to 
bigger fibers (average value of 1.21µm vs 0.71 µm and 0.65 
µm for PLA and PLA-GaOS respectively), whereas the 
PLA/GaOS fibers seemed very similar to neat PLA. 

A remarkably significant increment of the mechanical 
properties, in terms of Young modulus (E) and σmax (Table I), 
was recorded in the case of organosulfur compounds loaded 
PLA fibers, suggesting an interaction between the S 
containing compounds and the PLA chains, in agreement 
with differential scanning calorimetry (DSC) data (not 
shown) that evidenced an increased crystallinity degree in the 
case of organosulfur compounds loaded fibers.  

In order to evaluate the potential application of the 
produced systems as platforms for tissue regeneration, 
preliminary cytotoxicity test were carried out, seeding human 
cardiac progenitor cells (hCPCs). Not citotoxicity of all the 
produced fibrous mats was demonstrated and a good cell 
adhesion and cell proliferation were revealed, particularly in 
the case of fibers loaded with DADS (Fig. 2), whereas the 
PLA/GaOS sample showed a behaviour comparable to that of 
PLA. This increment of the cell proliferation was ascribed to 
the higher DADS concentration which allowed an increased 
production of H2S, as evidenced by the H2S assay results 
(Fig. 3).  

 

 
  

III. CONCLUSIONS 
Homogeneous and defect-free garlic oil-soluble allyl sulfur 
compounds and diallyl disulfide loaded PLA fibers were 
successfully pursued by electrospinning technique. 
The presence of the OSCs allowed to obtain a significant 
increment of the mechanical properties. 
Preliminary in vitro cell test with hCPCs evidenced not 
cytotoxicity of the produced systems and a remarkable 
enhanced cell viability in the case of fibers loaded with 
DADS, suggesting its ability to induce and promote cell 
proliferation through the production and release of H2S. 
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TABLE I 
MECHANICALPROPERTIES OF THE PRODUCED PLA BASED FIBROUS MATS 

Sample σmax (MPa) E (MPa) 
      

PLA 1.1±0.1 28±1       

PLA/DADS 2.4±0.2 65 ± 18 
      

PLA/GaOS 2.7±0.3 52 ±6       
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Fig. 1.  SEM micrographs of PLA, PLA/DADS and PLA/GaOS fibrous mats. 
 
 
 

 
 
Fig. 2.  MTT assay results for PLA, PLA/DADS and PLA/GaOS fibrous mats. 
 

 
 
Fig. 3.  H2S assay results for PLA; PLA/DADS and PLA/GaOS fibrous mats. 
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Abstract— A new engineered method, based on a class of 
encoded beads for high sensitive fluorescence detection of 
nucleic acids is developed. In medical field, is emerging a new 
class of circulated biomarkers, such as miRNAs, that are related 
to several diseases like as cancer, viral and neurodegenerative 
pathologies. Direct detection of miRNAs in body fluids is 
particularly challenging and demands high sensitivity, 
specificity, and multiplexing capabilities. The conjugation of 
fluorescent probe onto polymeric microgels allows for sensitive 
detection of miRNA sequences with a dynamic range of 10-9-10-

15M. The combination of an innovative detection assay based on 
micro-particles and new class of promising biomarkers 
represents an attractive alternative to conventional sensitive 
DNA detection technologies that rely on amplification methods. 

  
Keywords—miRNA, detection, assay, microgel. 

I. INTRODUCTION 
ICRORNAs are a class of short non-coding single-
stranded RNA molecules consisting in  20-25 

nucleotides, that regulate gene expression acting at the post-
transcriptional level [1]-[2]. MicroRNAs are involved in a 
wide range of biological processes such as cell cycle control, 
apoptosis and several developmental and physiological 
processes including stem cell differentiation, hematopoiesis, 
hypoxia, cardiac and skeletal muscle development, 
neurogenesis, insulin secretion, cholesterol metabolism, 
immune responses, viral replication, myopathies, 
cardiovascular disease , diabetes and metabolic pathologies 
[3]. Due to their immense regulatory power, variation of 
microRNAs concentration can be utilized as potential 
biomarkers for the diagnosis and prognosis of a variety of 
diseases such as cancer [4]-[5], neurological disorders [6], 
neurodegenerative pathologies as Alzheimer [7].  

Many methodologies have been adapted for detect 
microRNAs expression, such as Northern blotting,  
microarray, polymerase chain reaction (PCR, RT-qPCR), 
oligonucleotide probes (molecular beacons, double strands 
probes), electrochemical, thermodynamic and enzymatic 
techniques [8]. In particular, RT-qPCR is the standard 
method for oligonucleotide detection because shows high 
sensitivity and high-throughput ability. However, extraction, 
amplification, and calibration steps are always necessary and 
time-consuming, while amplification may compromise the 
assay accuracy [9]. 

In recent years, the use of encoded beads has received 

considerable attention for the multiplexed detection of 
nucleic acids, offering high flexibility, easy probe-set 
modification, efficient mixing steps, and high degrees of 
reproducibility. 
The combination of microgels beads with appropriate DNA 
probes proved antifouling properties and multiplex ability in 
miRNA identification, with outstanding performance. 

We developed fluorescent probes bound to optically 
encoded microgel molecular network for the detection of 
oligonucleotide targets, by double strand displacement assay 
[10]-[11].  The results, here reported, show that the use of 
microgel platform corresponds to a 105 fold enhancement in 
sensitivity (2.6 fM) compared to the same probe no 
conjugated (172 pM). 
 

II. METHODS  

A. Reagents and Chemicals 
 

Poly(ethylene glycol) dimethacrylate average Mn 550 
(PEGDMA), Acrylic acid (AAc), Potassium persulfate 
(KPS), Fluoresceine O-methacrylate, 1-ethyl-3-(3-
dimethylaminopropyl) carbodiimide (EDC) and Polyvinyl 
alcohol 40-88 (PVA), Dimethyl Sulfoxide (DMSO), Sodium 
Hydroxide and MES were all purchased from Sigma-Aldrich 
and used as received. The dye Methacryloxyethyl 
thiocarbonyl rhodamine B was obtained from Polyscience 
Inc. Tris buffer 1M, pH 8 was supplied by Applichem 
GmbH. DNA and RNA oligonucleotides were purchased 
from Diatech Pharmacogenetics srl with HPLC purification 
(Table I). Human serum was supplied by Lonza. PureZOL 
RNA Isolation Reagent, Bio-Rad iScript™ Reverse 
Transcription, Supermix for RT-qPCR Bio-Rad, iTaq™ 
Universal Probes Supermix Bio-Rad were all purchased from 
Biorad. Taqman Micro RNA assays was purchased from 
Applied Biosystem. 
 

B. Microgel synthesis and surface functionalization 
 

The Multifunctional microgels were obtained through a 
multistep procedure combining free-radical precipitation 
polymerization and seeding polymerization [12].  

The encoding was obtained by combining different 

Microgel Assay for miRNA analysis 
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amounts of Rh and Fluo in the feeding solutions and noted as 
RxFy. 

DNA-tail-Cy5 sequences were covalently immobilized to 
the microparticles surface by carbodiimide coupling. The 
amount of immobilized DNA-tail-Cy5 was calculated from 
the difference between the initially added and the free DNA-
tail-Cy5 using confocal microscopy (excitation wavelength 
633 nm, emission range 650-720 nm). 

 

C. Quenching , miRNA displacement assay and encoded 
specificity 

An appropriate amount of DNA-tail-Cy5 coupled 
microgels was mixed 1:1 ratio to the Quencher DNA probe 
and incubated overnight. The duplex quenched microgels 
were mixed to a solution containing the RNA target and the 
recovery fluorescence was recorded and quantified by 
confocal laser scanning microscope Leica SP5.  

Three different encoded core double/shell microgels were 
used in order to indentify the three different miRNA. 

III. RESULTS AND DISCUSSION 
 
Based on the target sequence (22nt), we designed a 

quencher strand fully complementary to the target and 
internally modified with a fluorescence quencher-Black Hole 
Quencher (BHQ2) and small nucleotide tail (11-12nt) labelled 
with Cy5 at the 5’ end, modified with an ammine group on 
the 3’ position for the following covalent immobilization on 
microgels. 

When Cy5 and BHQ come in close proximity, fluorescence 
quenching occurs. In presence of the target, the quencher and 
the target hybridize so that the Cy5 and BHQ are no longer in 
close proximity and, therefore, Cy5 fluorescence emission is 
recovered. The length of the tail was optimized to obtain an 
appropriate difference in free energy (about 20 kcal mol−1) 
between the tail-quencher and the target-quencher duplex. 
The strand displacement mechanism, is therefore, driven by 
the free energy released from the fully complementary target-
quencher duplex. In order to validate the microgels in 
detection applications, the miR21 sequence was chosen as a 
miRNA target. In Figure 1 is reported the scheme showing 
the detection system. The fluorescence recovery for the 
miR21 was measured on the microgels in a dynamic range of 
10-9 -10-15 M with a LOD of 2.6 fM. 

The selective detection of a triplex miRNA panel 
represented by miR21, miR210 and miR196a-5p was 
achieved by conjugating the corresponding DNA tail Cy5 
probes on three different encoded microgels. The quenched 
microgels were mixed and incubated with a solution 
containing synthetic miR21 and mir196a-5p targets (3× 109 
copies of each). The Cy5 fluorescence recovery occurred 
only on miR21 and 196a-5p specifically encoded microgels. 
The ratio Fluorescein/Rhodamine indeed correlates with the 
specific code corresponding to miR21 and 196a-5p.  

In order to compare our results with a gold standard 
technique, we measured the endogenous content of miR21 in 
healthy human serum extract by the microgels as well as by 
RT-qPCR. The concentration of endogenous miRNA 

obtained from the different technique are in fully agreement,  
with an improved precision for microgel assay [13]. 

The microgel assay allows the direct detection of single 
strand RNA (miRNA) with a limit of detection in order of 
fM, without the need for intermediate steps of extraction and 
amplification and with capability of performing a 
multiplexed assay for a panel of three targets. 

IV. CONCLUSION 
Current diagnostic techniques for cancer and other diseases 

are often invasive and costly, thus preventing their adoption 
for a larger use and limiting the possibility of detecting 
pathologies at early stages. Circulating microRNA have 
emerged as promising biomarkers; they can be detect from 
biological fluids tools offering the possibility of a low cost 
minimally invasive diagnostic procedure. With this respect, 
we designed and realized a simply and sensitive displacement 
assay in order to detect multiplex diagnostic biomarkers by 
using fluorescent microscopy in miniaturized system. 
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TABLE I 
 

miRNA Sequence 
(5’-3’) ΔG (Kcal/mol) 

miR-21 DNA-
tail-Cy5 

Cy5-
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NH2 

QFhyb 11.2 

mir-21 
Quencher 

TCAACATCAGTBHQ
TGATAAGCTA QThyb 24.8 

hsa-mir-21 
(22nt) 

UAGCUUAUCAGAAC
UGAUGUUGA Δdisplacement13.6 

miR-210 
DNA-tail-
Cy5 

Cy5-
ACAGCGGCTGA-
NH2 

QFhyb13.9 

mir-210 
Quencher 

TCAGCCGCTGBHQ
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after Tail-Quencher de-hybridization and Target-Quencher hybridization 
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Fig. 1.  Microgel based assay set up. a) Conceptual scheme showing 
detection mechanism. The fluorescence of DNA tail Cy5 is previously 
quenched by a partial hybridization with DNA quencher sequence. In 
presence of targets, the quencher DNA is thermodynamically driven to 
hybridize the target, which displaces the DNA tail Cy5, leading to a 
fluorescence recovery. The presence of the target is detected by the 
Cy5 fluorescence recovery after the displacement assay. The 
rhodamine B emission at l=560 nm and fluoresceine emission at l =510 
nm ratio identify the encoded microgel. b) Sketch of encoded microgel 
assay for miRNA fluorescence quantification 
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Abstract—The rapid endothelialisation of the stent surface is 
a critical factor to ensure healing of the vessel wall, avoiding 
restenosis and thrombosis.  

Innovative bioabsorbable polymers were surface 
functionalized with a mixture of selective pegylated pepetide 
and polyethylene glycol. Physico-chemical characterization 
confirmed the successful biochemical functionalisation and in 
vitro tests demonstrated that the selective coating effectively 
improved the surface endothelialisation. 

Keywords—Bioabsorbable stent, endothelialisation, surface 
functionalisation, plasma treatment. 

I. INTRODUCTION 
The main causes of cardiovascular stent failure are restenosis 
and very late thrombosis. The rapid endothelialisation of the 
stent surface is a critical factor to ensure healing of the vessel 
wall, preventing both thrombosis and restenosis [1,2]. The 
combination of antifouling molecules with extracellular 
matrix proteins is a promising strategy to design 
antithrombogenic surfaces able to promote fast 
endothelialization [3,4]. Pan et al. [5] sequentially 
immobilized poly(ethyelene glycole) (PEG) and collagen I on 
the titanium surface, improving both blood compatibility and 
endothelialisation. 
In particular, REDV peptide was proven to selectively 
promote the adhesion of endothelial cells (ECs) against 
platelets and smooth muscle cells (SMCs) [6,7]. 
Biomolecules could be covalently attached to the polymer 
surface by employing different functional groups. Since 
functional groups usually are not present on synthetic 
polymer surface, they can be introduced by chemical or 
physical treatments. Through plasma treatment, surface 
chemistry can be modified in a controlled way without 
affecting the bulk material properties [8]. In this work 
different ratios between PEGylated-REDV and PEG were 
investigated in order to find the optimal coating to achieve a 
fast EC adhesion avoiding unspecific protein attachment. 
Two different chain lengths of PEG were used: PEG6 and 
PEG12. 

II. MATERIALS AND METHODS 

A. Materials  
PEGylated REDV was provided by Biomatik, according to 

our specification, in particular it is formed by 6 PEG 

monomer repetitions (Chempep Inc.), with a −NH! terminal 
group. PEG oligomers were purchased from Chempep Inc. 
with two different chain lengths: m-PEG6-NH2 (295.4 Da, 
PEG6) with 6 monomer repetitions and m-PEG12-NH2 (559.7 
Da, PEG12) with 12 monomer repetitions. Pure acrylic acid, 
99% (AAc), liquid monomer, 1-(3-dimethylaminopropyl)-3-
ethylcarbodiimide (EDC) and N-hydroxysuccinimide (NHS) 
were purchased by Sigma. All used reagents were purchased 
from Sigma-Aldrich, Milan, Italy. All solvents were of 
analytical grade and used without further purification. 

B. Methods 
A two-step plasma treatment was performed on different 

polymeric films. Polymerized acrylic acid (PAAc) coating 
was obtained in a Plasma Enhanced CVD reactor (RF = 
13.56 MHz). Ar was used for substrate etching before PAAc 
deposition, for 5 min, with a flow of 20 sccm and an applied 
power RF = 50 W. Acrylic acid vapors were diluted in argon 
(flow= 20 sccm), polymerization was performed by a pulsed 
plasma discharge applying a discharge RF power of 200W, a 
duty cycle of 10% for 10 min [9]. After plasma treatment, 
polymeric films were rinsed two times with bidistilled water 
and then dried at room temperature. Plasma treated samples 
were dipped into a EDC/NHS solution (ratio 4:1, pH 5.5) for 
1 hour at 4°C and then rinsed for two times with bistilled 
water. Subsequently activated polymeric films were dipped in 
PBS solution (100 µg/mL) containing different molar ratios 
between PEGylated-REDV and PEG (100/0, 80/20 and 
70/30) for 20 h at room temperature. Finally functionalized 
films were rinsed two times and dried at room temperature.  

Physico-chemical characterization was performed to 
confirm the successful of functionalisation process. In vitro 
cell tests were carried out to evaluate how the biochemical 
coating affected cell adhesion and blood biocompatibility. 

III. RESULTS AND DISCUSSION 
A poly(acrylic) acid (PAAc) coating was polymerised on the 
surface of different polymeric substrates in order to expose 
carboxyl groups with the aim to covalently graft 
biomolecules. After plasma treatment, polymeric films 
showed lower contact angle values compared to the untreated 
films; moreover ATR-FTIR spectra showed the appearance 
of characteristic peaks of PAAc. Colorimetric quantification 
through Toluidine Blue dye demonstrated successful grafting 
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stents to promote fast endothelialisation  

, I Carmagnola1, V Chiono1, S Pacharra2, J Salber2, S McMahon3, Wenxin Wang4, C Lovell5, P 
Basnett6, B Lukasiewicz6, R Nigmatullin6, I Roy6, G Ciardelli1 

1 Department of Mechanical and Aerospace Engineering, Politecnico di Torino, Torino 
2 Zentrum für klinische Forschung, Ruhr-Universität Bochum, University Hospital Knappschaftskrankenhaus Bochum 

3 Vornia Biomaterials Ltd, Lab C, Synergy Centre, IT Tallaght and Charles Institute of Dermatology, UCD, Dublin  
4 Institute of Technology, Vornia Biomaterials Ltd, Dublin 

5 Lucideon Ltd, Stoke-on-Trent 
6 Department of Life Science, University of Westminster, London 



GNB 2016

127

GNB2016, June 20th-22nd 2016, Naples, Italy 2 

of AAc monomers on the polymers surface as there was 
evidence of increased amount of carboxylic groups on the 
polymer surface. Physico-chemical characterization showed 
that PAAc coating could be successfully deposited via 
plasma treatment on different polymeric materials. 
Different molar ratios between PEGylated REDV and PEG, 
by using PEG6 and PEG12, were tested to find out the optimal 
coating. The contact angle analysis highlighted how all tested 
coating caused an increase of water wettability. In particular 
the PEGylated REDV/PEG12 70/30 coating showed the 
lowest contact angle value (~ 70°). Moreover the ATR-FTIR 
spectra confirmed the PEGylated REDV and PEG presence 
on the surface of polymeric films. 
The PEGylated REDV functionalisation resulted in high 
endothelial cell adhesion accompanied by adequate cell 
spreading (Fig. 1). The chemical modification with 
PEGylated REDV also led to an elevation in platelet 
adhesion and activation while the unmodified polymers had 
low platelet adhesion. However, as a healthy endothelial cell 
layer is considered to be the ideal anti-hemolytic, anti-
thrombotic and anti-coagulant surface, the complete and fast 
endothelialisation of a medical device is the best way to 
prevent any thrombotic or inflammatory reactions. 

IV. CONCLUSION 
In this work, a selective coating able to quickly promote a 
surface endothelialisation on polymeric stents was developed. 
In particular acrylic acid coating allowed to expose -COOH 
groups able to graft biomolecules; PEGylated-REDV and 
PEG were successful grafted on the polymeric substrates. 
The presence of the REDV peptide increased the EC 
adhesion on the materials; the fast formation of a healthy 
endothelial cell layer could enhance the hemocompatibility of 
these polymeric materials in vivo. 
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Fig. 1.  (a) Scheme of functionalization steps and final main properties of functionalized surface; fluorescence microscopy images of endothelial cells cultured 
on different synthetic polymers (b) and on PEGylated functionalized synthetic polymers (c).  
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Abstract— This work is focused on the fabrication and 
characterization of 3D scaffolds as a promising option for 
revascularization of ischemic tissues. To overcome the 
limitations of cells therapy, we propose the design of bio-
engineered scaffolds able to ensure a precise homing of cells in 
the area of implantation. Two classes of scaffolds were 
developed and compared: hydrogel (HG) and hybrid (HB). 
While HG are fabricated with the traditional method of Soft-
Lithography, HB are achieved by the combination of 
microfabrication techniques as Pressure Assisted Microsyringe2 
(PAM2) and electrospinning and by the composition of different 
biomaterials. 

The scaffolds were characterized, cellularized with 
Adventitial Progenitor Cells (APCs) isolated from saphenous 
veins and implanted in mice model of critical limb ischemia (LI). 
The effect of the procedure was studied by blood flow recovery 
assay and perivascular angiogenesis assays. 
Keywords— Composite scaffolds, rapid prototyping, 

electrospinning, arteriogenesis.. 

I. INTRODUCTION 
Peripheral artery disease (PAD) is a common pathological 

condition that affects up to 15% of people older than 55 years 
[1]. Critical limb ischemia (CLI), the most severe 
manifestation of PAD, causes poor quality of life and 
requires foot amputation in 25% of cases within one year 
from the diagnosis. The reported amputation and mortality 
rates exceed 50% in CLI patients that are unsuitable for 
surgical or endovascular revascularization [2]. Considering 
these unfavourable outcomes, new therapeutic approaches are 
urgently needed. In this context Tissue Engineering (TE) has 
started to be considered like a possible solution. The 
fabrication of cell-engineered scaffolds for TE allow cells 
grow and proliferate to recreate a tissue and to be implanted 
around the occluded artery may obviate these limitations.  

This work proposes a novel bio-engineered scaffolds 
providing a temporary artificial extracellular matrix (ECM) 
to support cell engraftment and guide the formation of a well-
aligned arterial collateralization. The present study comprises 
3 main work-packages: (1) design and fabrication of two 
classes of 3D scaffolds, (2) in vitro testing of cellularized 
scaffolds functionalized with human adventitial progenitor 
cells (APCs), and (3) in vivo perivascular transplantation of 
cellularized scaffolds in a mouse model of limb ischemia. 

We named the two classes of microfabricated scaffolds 
hydrogel (HG) and hybrid (HB) respectively.  

As a cellular source for scaffold functionalization, we used 
APCs isolated/expanded from remnants of saphenous vein of 
coronary artery bypass graft surgery [3], [4]. In models of 

limb and myocardial ischemia, transplantation of APCs 
promotes vascularization through the release of angiocrine 
factors and chemokines that recruit endothelial cells, pro-
angiogenic mononuclear cells, and resident progenitor cells 
[5]-[8]. Following successful seeding of APCs, the 
functionalized scaffolds were tested in in vitro assays and 
then implanted around the femoral artery of mice undergoing 
operative limb ischemia. Results of in vivo studies indicate 
the feasibility and therapeutic efficacy of the proposed 
approach. 

II. MATERIALS AND METHODS 

A. Scaffolds fabrication 
The HG scaffolds were made by gelatin (GL) (Sigma 

Aldrich), a natural polymer. They were fabricated by Soft-
Lithography, obtaining scaffolds with specific surface pattern 
consisting in 200 micrometer wide channels. Soft-
Lithography exploits the lithographic process as a starting 
point for the construction of non-rigid structures that can 
reach the resolution at the scale of ̴10 micrometer. Two 
crosslinking agents, γ-glycidoxypropyltrimethoxysilane 
(GPTMS) [9] and Genipin (GP) [10] (Challenge Bioproducts 
Ltd., Taichung, Taiwan), were used to increase scaffold 
durability. 

The HB scaffolds were manufactured with a bottom-up 
approach in order to mimic the hierarchical organization of 
biological tissue. Macrometric 3D structure was made by 
synthetic polymer polycaprolactone (PCL) (Sigma Aldrich). 
To evaluate the influence of pattern on cells functional 
properties we decided to design the PCL structure with two 
geometries: (i) channels and (ii) woodpile. Woodpile and 
channel-shaped PCL scaffolds were fabricated using Pressure 
Assisted Micro-syringe Square (PAM2) [11] CAD/CAM 
system, which is a modular microfabrication system that 
allows to precisely dictating the internal architecture of a 3D 
structure at the micro-scale level. The two structures have 
specific patterns: 

In vivo enhancement of arteriogenesis using 
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1) channels 150-200µm wide and 70µm high arranged in 
100µm-wide lines. The bottom part of the channel was 
composed by a grid layer, built also with the PAM2 
technique, with the aim at avoiding that the channel 
structures collapse at the time of detachment from the 
deposition plate;  

2) woodpiles composed by 6 layers of PCL interconnected 
pores with size of 200µm per side and 100µm-wide lines. 

The fabrication process was finely calibrated: the working 
parameters were the deposition plane velocity of 9 mm/s and 
extrusion pressure of 8 kPa [12], [13]. 

  This step was followed by deposition of gelatin (GL) 
nanofibers by electrospinning (Linari Engineering S.r.l., 
Italy) to increase the adhesive properties of the HB scaffolds. 
The electrospinning system uses a high voltage field to 
launch a jet of GL fibers onto the scaffold, forming a 
nanofiber network with adhesive features similar to those of 
the natural ECM. Also in this stage gelatin was crosslinked 
by the same two different crosslinking agents 

B. Scaffolds characterization 
Analysis of dimensions of fibers, porosity and detected 

defects was a key step for tuning and optimizing the 
electrospinning process. (figure ) 

The results of mechanical uniaxial tensile tests indicated 
that fabrication method has the capability to control features 
such as anisotropy, stiffness and elasticity and to reproduce 
the natural physical properties of living tissues. Results 
showed a clear difference in rigidity between HG and HB 
scaffolds, with this latter displaying a more suitable values 
for biological tissue. In fact, the topology of HB scaffolds 
allows them to be shaped in tubular structure for in vivo test, 
giving different mechanical properties in the circumferential 
and longitudinal directions, mimicking the in vivo 
biomechanical behaviour of natural vascular structure. 

C. Seeding of APCs onto scaffolds 
Cell experiments were carried out at Bristol Heart Institute, 

School of Clinical Sciences at the University of Bristol. 
Adventitial progenitor cells (APCs) cells, isolated/expanded 
from remnants of saphenous vein of coronary artery bypass 
graft surgery, were cultured on the different type of scaffold 
to perform the in vitro assessment like cells count, MTS and 
EdU assays. Data from in vitro assays indicated that HB 
scaffolds have higher performance than HG. Moreover, 
among HBs, channel-shaped/GPTMS-crosslinked scaffolds 
confer APCs with best alignment and survival/growth 
characteristics. 

D. Perivascular implantation of scaffolds 
Based on the in vitro results, the type of scaffold which 

showed the best properties was implanted with and without 
APCs around the femoral artery of mice with unilateral limb 
ischemia (LI). Experiments were performed in three groups 
of mice: (i) mice with only LI (control), (ii) empty scaffolds 
(iii) scaffold seeded with cells. The recovery of blood flow 
was assessed with Flowmetry laser Doppler. 

III. RESULTS AND CONCLUSION 
The comparison of in vitro results was fundamental to 

choose the type of scaffold which shows the best property. 
Data from in vitro assays indicated that HB scaffolds have 
higher performance than HG. Moreover, among HBs, 
channel-shaped/GPTMS-crosslinked scaffolds confer APCs 
with best alignment and survival/growth characteristics. 

Based on these results, channel-shaped/GPTMS-
crosslinked scaffolds with or without APCs were implanted 
around the femoral artery of mice with LI.  

Flowmetry assessment after in vivo implantation showed 
that the arteriogenic process is enhanced by perivascular 
implantation of cellularized scaffolds and, in a lesser extent, 
by the scaffolds themselves while the spontaneous recover is 
always lower, even if there is no statistical difference. 
Immunohistochemistry analysis was performed on the section 
of perivascular area with the aim at counting arterioles and 
infiltrating cells in the area of implantation. In the area of 
occluded femoral artery there was a remarkable increase in 
arterial collaterals in the space between the scaffold and the 
femoral artery, with this effect being significantly greater in 
mice implanted with cells-engineered scaffolds. Furthermore, 
the analysis of these sections, displayed that there is no 
evidence fibrotic tissue around the scaffold, which implies 
the absence of multinucleated cells and risk of 
immunogenicity. In summary, the described methodology 
using multiscale and multi-material scaffolds seeded with 
APCs may offer potential as a treatment for peripheral 
vascular disease and this approach is particularly attractive 
for use in patients in whom surgical revascularization is not 
amenable because of multiple or distal obstructions.   
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Figure 1: (a) 3D render showing the HG scaffold made by Soft-Lithography; (b-c): 3D render of channels and 

woodpile HB scaffold made by PAM2  

 
•  

 

 
Figure 2: (A) Bar graph of pore diameter distribution of the nanofibre mat chosen after the tuning process; (B) 

Scanning electron microscopy microphotograph of nanofibres mat obtained after tuning of working conditions; (C) 
Scanning electron microscopy microphotographs showing structures obtained by combination of PAM2 and 

electrospinning. 

•  
 

 
Figure 3: In vitro cellularization of scaffolds. (A) Representative fluorescent microscopy images of scaffolds seeded 
with APCs. Nuclei are stained blue with DAPI and cell bodies are labelled with Dil. Magnification image shows cells 
in the channels delimited by the wall (dotted line). Proliferating cells are stained pink by EdU. (B) Pictures show the 
maintaining of the APCs markers expression, PDGFR-β and NG-2, from T0, the day in which cells were seeded on 

scaffold, and T14, the day in which cells were analysed by cytochemistry. (C) APCs distribution in channel and 
woodpile scaffolds; Z stack reconstruction of confocal microscopy images from channel scaffolds (left) and woodpile 

scaffolds (right). 

•  
 

 
Figure 4: Perivascular implantation of scaffolds. (A) Blood flow recovery assessed by laser Doppler flowmetry. bar 

graph and immunohistochemistry of vascularization around the femoral artery. Nuclei stained blue by Dapi and 
vascular smooth muscle cells stained red by alpha-smooth muscle actin. Arrows indicate arterioles. S indicates the 

scaffold. *P<0.05 and ***P<0.001 vs. vehicle. #P<0.01 vs. scaffold alone. 
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Abstract - The in vitro expansion of human mesenchymal stem 
cells (hMSCs) is a crucial step to obtain the adequate number of 
cells required for tissue engineering applications. However, in 
vitro stemness maintenance needs to be controlled by giving cells 
the correct cues. We produced transparent and homogenous 
polyurethane (PU) films with reproducible properties, eligible 
for 2D cell cultures. The PU films surface was decorated with 
poly-(ε-lysine) dendrons exposing the YIGSR peptide sequence. 
Mass spectroscopy and ATR-FTIR analyses allowed confirming 
the successful synthesis of the dendrons. Films, previously 
treated by plasma, were activated by NHS/EDC chemistry and 
dipped in dendron solutions. Surface functionalization was 
assessed by static contact angle and ATR-FTIR. hMSCs were in 
vitro cultured for 7 days. Spheroidal aggregates were identified 
on functionalised films, thus confirming the successful 
functionalization and promotion of in vitro stemness 
maintenance. 

Keywords - polyurethane, surface functionalization, dendrons, 
stem cell, in vitro culture. 

I. INTRODUCTION 
HE surface functionalization of a biomaterial can be used 
to guide a specific and desired cell response. Human 

mesenchymal stem cells (hMSCs) gained great interest for 
their use in tissue repairing and regeneration [1], [2]. 
However, even though a relatively high number of cells is 
required for the desired application, a lower number of 
hMSCs can be isolated from an adult tissue. Therefore, the in 
vitro expansion of hMSCs is a necessary step, but 
(bio)chemical cues must be finely controlled during the in 
vitro culture to ensure the stemness maintenance [3]. The in 
vitro mimicking of the stem cell niche, including the presence 
of laminin glycoprotein, can be used to govern stem fate [4]. 

In this work, we propose to functionalise the surface of 2D 
polyurethane (PU) films with poly-(ε-lysine) dendrons 
exposing the lamimin mimicking YIGSR peptide sequence. 
These substrates are investigated to control in vitro expansion 
of hMSCs, thus preventing uncontrolled de-differentiation. 

II. MATERIALS AND METHODS 

A. Polyurethane film preparation 
The chemical formulation of the poly-ether-urethane films 

was previously set up [5]. The synthesis consisted in a one 
step bulk polymerization. Briefly, the reaction mixture was 
produced by stirring for 60 s Fe-AcetylAcetonate as catalyst, 
water as expanding agent, a poly-ether-polyol mixture ad hoc 
prepared, and methylene diphenyl diisocyanate (MDI) 
prepolymer. 

The reaction mixture was quickly spread on a flat glass 
substrate to produce the PU films (PU_notOPT). The spread 
mass and the water content were optimised (i.e., from 6 to 3.5 
g on a 20x20 cm2 and from 2 to 1% w/wpolyol, respectively) to 
obtain thinner and more transparent films (PU_OPT). After 
48 h, films were removed from the glass substrate, purified in 
ethanol for 48 h and let dry at room temperature. 

B. Dendron synthesis and characterization 
The dendron used to bio-functionalise the PU surface is 

composed by an arginine root (R) and three branching 
generations (G3) of poly-(ε-lysine) (K) (RG3K), terminally 
functionalised with the linear YIGSR amino acidic sequence 
(RG3KYIGSR). The dendron was synthesised by an optimised 
protocol [6]. Briefly, a divergent solid phase synthesis was 
performed by adding amino acids in sequence, following 
alternative coupling and de-protection steps. Dendrons were 
characterised by mass spectroscopy micrOTOF analysis and 
attenuated total reflectance Fourier Transform infrared 
spectroscopy (ATR-FT IR). 

C. Surface functionalization with dendrons 
PU_OPT films were treated by air plasma (PU_plasma) for 

5 min in a vacuum chamber (PT7150 Plasma Barrel Etcher, 
Polaron), operating at a gas pressure of 400 Pa and a radio 
frequency power of 60 W. PU_plasma films were put in a 4 
mM solution of 1-ethyl-3-(3-dimethylaminopropyl) 
carbodiimide (EDC) in 2-(N-morpholino)ethanesulfonic acid 
0.1 M buffer solution (MES), in presence of N-
hydroxysuccinimide 10 mM (NHS), washed twice in MES 
buffer solution and dipped in 0.1 M dendron solution to bind 
the dendrons to the PU surface (PU-RG3K). Alternatively, 
dendrons were firstly bound to poly-L-lysine (PLL 0.01% 
w/v in water, MW range 70 000 – 150 000) by preparing a 
1:1 volume solution of dendrons in EDC/NHS (0.1 mg/ml) 
and commercial PLL solution; PU_plasma samples were then 
dipped in PLL/dendron solution (PU-PLL/RG3K and PU-
PLL/RG3KYIGSR). 

D. Polyurethane film characterization 
PU films before (PU_notOPT) and after (PU_OPT) the 

optimisation process, after plasma treatment (PU_plasma) 
and after dendron binding (PU-RG3K and PU-PLL/RG3K) 
were characterised in terms of thickness, transparency (stereo 
optical microscopy), surface morphology (SEM) and 
roughness (laser profilometer), and tensile mechanical 
properties (DMA). 

Surface functionalization of polyurethane films 
with dendrons for stem cell culture 
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E. In vitro interaction of hMSCs with functionalised films 
In vitro tests were performed by seeding hMSCs (40.000 

cells/cm2) on PU samples (Ø = 10 mm, n = 4), sterilized by 
UV for 1 h. Cells were cultured for 7 days in mesenchymal 
stem cell basal medium – chemically defined, without foetal 
bovine serum, phenol red and antibiotics (MSCBM-CD, 
TheraPEAK, Lonza) and kept in Cell 150 Incubator (Hera) at 
37 °C and 5% PCO2. Cells seeded on tissue culture plastics 
(TCPS) were used as control. Cell morphology was evaluated 
by CellTracker staining (Life technologies) and observed by 
fluorescent microscopy (Nokia Eclipse TE2000-U). 

F. Statistical analysis 
Data normality was checked and statistical analysis 

performed by ANOVA (OriginPro, significance level 0.05). 
 

 

III. RESULTS 

A. PU film characterization 
The PU films physico-mechanical properties are shown in 

Table 1. The thickness of PU films decreased after the 
optimisation from 198.0 ± 43.6 µm (PU_notOPT) to 80.0 ± 
13.1 µm (PU_OPT) (p < 0.05). SEM (Fig. 1a-b) and optical 
microscope (Fig. 1c-d) images of PU_OPT showed a 
homogeneous, pore-free, regular surface and transparent 
films, eligible for 2D cell cultures, compared to the irregular 
surface with pores and low-transparent PU_notOPT. 

B. Dendron synthesis and characterization 
The complete de-protection of the terminal Fmoc-

protective groups of the amino acids was qualitatively 
assessed by the typical violet colour assumed by dendrons 
with ninhydrin assay. Mass spectroscopy showed the 
successful synthesis of the RG3K (Fig. 2). Detected peaks 
correspond to the theoretical weight of the dendron (MW = 
2096.79). Mass spectroscopy of RG3KYIGSR proved the 
functionalization of RG3K due to the absence of RG3K 
peaks. ATR-FTIR spectra of RG3K and RG3KYIGSR were 
compared to investigate the presence of YIGSR on the RG3K 
dendron. Typical peaks of amido acids (i.e., amide II band at 
1640 cm-1, C-O and C-N stretching at 1250 and 1200 cm-1) 
were detected in both structures, thus confirming the peptide 
structure of the two synthesised dendrons. Peaks 
characteristic of aromatic structures are exhibited both in the 
YIGSR and RG3KYIGSR spectra, due to the tyrosine residue 
(C-H aromatic stretching at 3100 cm-1, C=C stretching at 

1510 cm-1), thus confirming the functionalization of the 
RG3K dendron with the YIGSR peptide (data not shown). 

C. Functionalization assessment 
The tensile mechanical properties of PU films were not 

affected by the surface treatment: the elastic modulus and the 
stress at break proved to be not statistically different (p > 
0.05) before and after the functionalization treatment. The 
surface roughness of PU_plasma was higher then PU_OPT, 
both comparing Ra and Rz(ISO) values (p < 0.05) due to a 
possible etching effect of the plasma. Statistical difference (p 
< 0.05) was detected comparing the contact angle values of 
PU_OPT and PU_plasma (Fig. 3), with an increase in 
hydrophilicity (+31%) after the plasma treatment, thus 
confirming the PU surface activation. The increase in 
wettability of PU-RG3K and PU-PLL/RG3K, in comparison 
to the PU_OPT films, has to be directly referred to the 
presence of the peptide sequences composing the dendrons 
on the films surface. The decrease in wettability for PU-
RG3K and PU-PLL/RG3K in comparison to the PU_plasma 
can be referred to the interaction of the dendrons with the 
charges formed by the plasma treatment.  

D. In vitro cell investigation 
hMSCs cultured on adhesive TCPS (Fig. 4a) assumed a flat 

spindle-like morphology, indicative of fibroblast-like 
colonies associated with hMSCs de-differentiation. On the 
contrary, hMSCs on PU-RG3K and particularly on PU-
PLL/RG3KYIGSR (Fig. 4c) assumed a spherical morphology 
and clustered in aggregates. 

IV. CONCLUSION 
Transparent PU films were produced with reproducible 

properties, eligible for in vitro cell cultures. Poly-(ε-lysine) 
dendrons were functionalised with YIGSR sequence and used 
as decoration for the film surface. Cultured hMSCs assumed 
spheroid structure on the PU modified films, promoting in 
vitro stemness maintenance and allowing in vitro expansion 
for tissue engineering applications. 
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TABLE I 
POLYURETHANE FILMS PHYSICO-MECHANICAL PROPERTIES 

 PU_notOPT PU_OPT PU_plasma 

Physical properties 

Thickness [µm] 198.0 ± 43.6 80.0 ± 13.1 79.2 ± 22.4 

Ra [µm] 0.24  ± 0.02 0.19 ± 0.04 0.75 ± 0.09 

Rz(ISO) [µm] 1.50 ± 0.06 1.35 ± 0.37 4.22 ± 0.38 

Mechanical properties 

Young Modulus 
[MPa] 2.28 ± 0.40 2.09 ± 0.05 1.73 ± 0.17 

σbreak [MPa] 1.91 ± 0.99 3.00 ± 0.48 2.33 ± 0.14 

εbreak [%] 181 ± 32 354 ± 12 548 ±11 
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(a) (b) (c)  
Fig. 4.  hMSCs morphology (CellTracker) after 7 days of culture on (a) tissue culture plastics, (b) PU-RG3KYIGSR and (c) PU-

PLL/RG3KYIGSR (scale bar: 75 µm). 
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Fig. 3.  Static water contact angle values of PU_OPT films, PU_plasma treated 
films, PU-RG3K and PU-PLL/RG3K functionalised films. (*p < 0.05). Values 

are expressed as mean ± SD, n = 5 
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Fig. 2.  Mass spectroscopy micrOTOF spectra of RG3K. 

                                                    

(a) 

(c) (d) 

(b) 

 
Fig. 1.  Scanning electron microscopy (a - b, scale bar: 200 µm) and stereomicroscopy images (c – d, scale bar: 1mm) of (a - c) PU_notOPT films 

and (b - d) PU_OPT films, produced using the parameters optimised to obtain more homogeneous and transparent films. 
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Abstract— The architecture of the tissue microconstituents 
depends on the extracellular matrix assembly. Natural tissues 
usually display a collagen fibres matrix organized in specific 
spatial arrangements that provide the tissue with unique 
functionalities. Reproducing complex structure may be essential 
not only to engineer tissue able to resemble the natural function, 
but also to produce a complex natural platform useful for three 
dimensional cell mechanics studies. In this work we investigated 
the effect of different micro patterned substrates on the 
assembly of tissues. Stimulating MC3T3-E1 preosteoblasts to 
produce and assemble collagen rich matrix, we obtained 
ordered, multilayered tissues. Then, we investigated the cell 
derived matrix morphological feature. Our results demonstrate 
that by using micropatterned materials, tissue sheet displaying a 
structure with differential order can be generated. Therefore, 
contact guidance based strategies can be in principle used to 
modulate matrix microarchitecture.  

 
Keywords— Microtopography, cell derived matrices, 

mechanical properties, tissue architecture. 

I. INTRODUCTION 
HE unique architecture of biological tissues is dictated by 
the mutual organization of their microconstituents. The 

arrangement of these elements endow biological tissues with 
mechanical properties that perfectly withstand physiological 
loads. Signals in the form of biochemical, topographical or 
mechanical cues need to be presented to cells in order to 
control the processes of biosynthesis and protein spatial 
assembly [1]-[3]. In order to be effective, these signals must 
act on a cellular (micron scale) or sub-cellular (nano scale) 
level. A well-known approach to obtain in vitro ordered 
tissues is the cultivation of cells on planar surfaces that 
present on the cell-material surface topographical signals, in 
conditions such that cells are stimulated to secrete abundant 
extracellular matrix thus producing few tens of micron thick 
sheets [4].  

Typically, linear gratings are encoded on material surface 
in order to orient cells and matrix in a common direction 
[5],[6]. The resulting membrane displays aligned ECM fibres. 
Therefore, surface patterning can in principle affect spatial 
configuration of cells and ECM fibres in a tissue [7]. This 
notwithstanding, in order to have a tight control on the 3D 
arrangement of the tissue microconstituents it is necessary 
that the ordering effect of the patterned signal is transmitted 
throughout the thickness. However, while some authors 
demonstrated that the surface patterning induces a cell/matrix 
alignment and such an alignment is maintained within the 
sheet, other report different trends [7]-[9].  

A substantial body of knowledge has been developed on cell 
and tissues grown on linear patterns, but only limited pieces 
of information are available on the effects of different types 
of pattern on cell matrix deposition and organization. 

We hypothesize that peculiar patterns on material surfaces, 
e.g. non-linear pattern, define complex spatial assemblies of 
ECM components. Using these different assemblies of tissues 
is possible to obtain a well spatially organized cell derived 
matrix. 
Thus the aim of this work consists in exploiting the ordering 
effects of topographic patterns to generate cell-ECM 
assemblies in vitro, which possess a complex 3D collagen 
fibres architecture. We investigated how the pattern-induced 
order is transferred throughout tissue thickness, by means of 
multiphoton imaging. 

II.  MATERIALS AND METHODS  

A. Preparation of patterned substrates 
Linear and non-linear (zig-zag) patterned substrates were 

obtained by replica molding of polydimethylsiloxane 
(PDMS, Sylgard 184, Dow Corning) on SU-8 and Poly-
carbonate master respectively (Fig. 1). PDMS was prepared 
by mixing elastomer base and curing agent at 10:1 weight 
ratio. The solution was degassed, poured onto the master and 
then cured at 60°C for 2 h. Samples were then incubated with 
serum-supplemented culture medium overnight prior to cell 
culturing experiments. 

B. Cell culture 
MC3T3-E1 preosteoblasts (ATCC) were cultured in alpha 

MEM with deoxyribonucleosides, ribonucleosides and 2 mM 
L-glutamine, supplemented with 10% fetal bovine serum, 
penicillin (100 units ml-1), streptomycin (100 mg ml-1) 
(GIBCO) The culture medium was changed every two days. 
After 3 days of culture, cells were detached with 
trypsin/EDTA (0.25% w/v trypsin/0.02 mM EDTA) 
(GIBCO) and seeded on substrates at the density of 2x104 
cells·cm-2, and cultivated for 2 weeks in presence of 25 
µg/mL of ascorbic acid. 

C. Cell-collagen structure characterization 
Collagen rich sheets were fixed and stained with 

phalloidin-TRITC. Fixed samples were placed under a Leica 
TCS SP5 multiphoton confocal miscroscope (Leica 
Microsystems) in order to visualize actin and collagen fibres. 
Collagen fibres were visualized through second harmonic 

Assessing the role of material features on the 
structuring of cell derived matrix 

V. Coppola1,2, M. Ventre1,3, and P.A. Netti1,2,3 

1 D.I.C.Ma.P.I., University of Naples Federico II, P.le Tecchio 80, 80125 Naples, Italy 
2 Center for Advanced Biomaterials for Healthcare IIT@CRIB,LArgo Barsanti e Matteucci 53, 80125 Naples, Italy 

3 Interdisciplinary Research Centre on Biomaterials, University of Naples Federico II, P.le Tecchio 80, 80125 Naples, Italy 
 

T 



GNB 2016

137

GNB2016, June 20th-22nd 2016, Naples, Italy 2 

generation microscopy. Image analysis was performed by 
running OrientationJ plug-in. The plug-in measures the 
distribution of actin filaments or collagen fibres direction.  

 

III. RESULTS 
In order to verify how the presence of a pattern can induce 

an ordering effect on cell derived matrix assembly, we 
investigated high-density cell culture  

Cell population perceived the directional cues provided by 
both the type of patterns. Image analysis revealed that cells 
were oriented along the gratings direction, in particular, in 
the zig-zag pattern, cells retraced the two specific directions 
imposed. At 5 days, cells formed a bi-layered structure in 
which each layer displayed different cellular arrangements 
(data not shown). In order to assess how the directional cues 
were transferred through the structure thickness we 
performed image analysis of the confocal micrographs at 2 
weeks of culture by running OrientationJ plugin, which 
measures the distribution of both actin filaments and collagen 
fibres directions. The algorithm was applied in the basal 
plane, i.e. cells directly adhering to the pattern, and in the 
apical plane, i.e. cells in the plane more distant from the 
pattern. Cells on the basal plane were packed with a spindle-
like morphology that followed pattern directions. In fact, the 
alignment directions distribution was bimodal with peaks in 
close agreement with the pattern directions in the non-linear 
case, whereas was centred around the pattern direction in the 
linear one (Fig. 2). Conversely, cells and collagen of the 
apical plane displayed a macroscopic common direction of 
alignment even if local orientation differing from the 
macroscopic one can be observed (Fig.2). 

We then asked why such a mismatch in cell orientation 
between the apical and basal plane existed and why such a 
difference evolved in time. Owing to the cell contractility we 
hypothesized that the de novo synthesized collagen is one of 
the best candidates to modulate cellular orientation in the 
basal and apical plane. By visualizing collagen with SHG 
microscopy, we observed that collagen secreted by cells is 
aligned along the same direction of the actin filaments of the 
basal plane, i.e. in a wave-like configuration with a bimodal 
distribution of orientations (Fig. 2b). Instead, collagen close 
to the apical plane usually displayed a degree of alignment in 
the directions that corresponded with the predominant 
cellular orientation (Fig. 2). Afterwards, we investigated 
whether collagen orientation in the apical plane was the result 
of some kind of interactions driven by the different substrata. 
To verify this aspect, we cultivated MC3T3 in the same 
manner on flat substrates. In this case, cells and collagen of 
the basal plane were randomly distributed. Surprisingly, cells 
and apical collagen presented an elongated shape, and were 
coaligned, with a preferential orientation that is similar to the 
direction shown in the patterned cases. The distribution of 
cells and collagen orientation of linear, non-linear and flat 
were collected in scatterplots (Fig. 3). 

Taken together these data suggest that the establishment of 
the cell-matrix architecture in the apical plane follows 
mechanisms that are not exclusively dictated by the 

microstructural features of the basal plane. Possibly, cell 
remodelling, as well as the macro-geometrical cues of the 
substratum also plays a role in matrix alignment. 
Additionally, the amount of collagen secreted by cells in the 
two conditions was apparently not significantly different, this 
suggest that the topographic signal we exploited does not 
affect collagen production but only its spatial configuration. 

 

IV. CONCLUSIONS 
We showed that the cell sculpting tissues is the result of the 

complex interplay of different factors identified by the 
constrains that cells interact with. Recognizing these factors 
means modulate and engineer the spatial assembly of cell-
derived-matrix. Using zig-zag pattern, we obtained a 
complex collagen architecture that is varying trough the 
thickness in which the basal plane arrangement is strongly 
controlled by the pattern. We speculate that the interplay of 
matrix remodelling and the interaction between cells and 
sample’s edges could drive the apical plane assembly. This 
because of the geometrical shape of the samples which was 
the same in every case. Therefore, contact guidance based on 
non-linear patterns is effective in modulating tissue assembly, 
however cell/ECM interplay needs to be carefully unraveled 
in order to predict the final structure of growing tissues in 
vitro. 
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A)                                     B) 
Fig. 1.  AFM of the used patterns, linear (A) and non-linear (B). In the linear pattern groove and ridge are 700nm width, the depth is 250nm. In the non-
linear pattern, groove and ridge are 2µm width and the depth is 1 µm, wave period is 495 µm and the linear ramps are 255 µm. The two consecutive 
ramps are connected by a 20 µm straight channel. 
 
 

 
  

 
Fig. 2.  Tilescans of actin filaments (top) and collagen fibres (bottom) of tissues obtained with both linear (A) and non-linear (B) pattern. Tilescans were 
collected merging a 3x2 grid of single z-stacks. Bars are 100 µm. 

 
 

 
 
Fig. 3.  Orientation distribution scatterplots. Every plot is a comparison among the different type of tissues. We reported the distribution of both the basal 
(left) and the apical (right) planes of the actin filaments (top) as well as collagen fibres (bottom). 
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Abstract— We present a new strategy for the fabrication 
of artificial myo-structures with functional morphologies 
based on an innovative 3D bioprinting approach. This 
system is based on a microfluidic co-axial nozzles 
extruder that allowed for high-resolution 3D bioprinting 
of hydrogel fibers (≈100 µm) and high cell viability of 
muscle cells precursor (C2C12). 
To promote the differentiation of myoblast, we 
formulated a tailored bioink with a photocurable semi-
synthetic biopolymer, namely PEGylated fibrinogen, and 
we encapsulate cells in 3D scaffolds composed of aligned 
hydrogel fibers. 
After 3-5 days of culture, the encapsulated myoblast start 
migrating and fusing, forming multinucleated myotubes 
within the 3D bioprinted fibers. The development of 
myotubes structures was monitored up to 4 weeks. The 
obtained myotubes resulted to be highly aligned with an 
orientation parallel to the deposition direction of fibers. 
After 4 weeks, we checked the quality and differentiation 
status of obtained myotubes by means of fluorescence 
immunocytochemistry. The data revealed an enhanced 
differentiation of myoblast with the formation of long-
range multinucleated myotubes. The method represents a 
robust and valid candidate for the regeneration of 
muscular tissue. 

 
Keywords—Additive manufacturing, bioprinting, muscle 

regeneration, microfluidics 

I. INTRODUCTION 
In mammalians, skeletal myogenesis is a complex 
phenomenon that starts from the very first weeks of 
embryonic development. This process involves 
mononucleated fusiform cells – named myoblasts - that 
progressively fuse forming plurinucleated syncytia - named 
myotubes. As development proceeds, myotubes undergo to a 
maturation process in which they grow in dimension and the 
actin-myosin based contractile apparatus, neuromuscular 
junctions and myotendinous junctions are assembled [1]. 
Skeletal muscles can naturally self-repair relatively small 
damage resulting from tears, small lacerations, strains or 
toxin damage via a three-stages process that involves a 
demolition, repair and remodeling phase of myotubes. 
Although this beneficial natural mechanism, skeletal muscle 
cannot restore significant tissue lost that can arise after 
trauma, surgeries or degenerative diseases.  
Due to its biological and structural complexity, engineering 
an artificial muscle still represents a hurdle task. In the recent 
past, few methods have been developed to regenerate skeletal 

muscles tissue in vitro. In most of these studies, researchers 
primarily focused their efforts in obtaining highly oriented 
myotubes to mirror their natural organization present in 
muscle fascicles, by inducing either a mechanical - static or 
dynamic - or electrical pulse stimulation. These methods, 
although they demonstrated the possibility to obtain highly 
oriented myofibers, are limited with regards of creating 
multicellular organized structure that could better mimic the 
complexity of native muscles tissue. Furthermore, in most of 
the studies bulk hydrogels have been employed to 
encapsulate cells: this strategy may be on some extent 
detrimental for the formation of aligned myotubes, as it has 
been proved that muscle cells precursor may create a chaotic 
network of myotubes – similar to those obtained in 2D 
cultures – when cultured in bulk hydrogel [2]. 
For this reason, the development of new technologies and 
cell-based therapies to better regenerate in vitro and/or in vivo 
skeletal muscles is of utmost importance.  
Among the currently available technologies, 3D bioprinting 
has the potential to fabricate 3D highly customizable and 
highly organized structures that, in theory, could be used for 
whole-muscle reconstruction. This emerging biofabrication 
technology consists of the simultaneous deposition of cells 
and biomaterials, in a layer-by-layer fashion, to form 3D 
well-organized heterogeneous structures that can mirror 
physiologically and morphologically relevant complex 
architectures.  
Recently, we have developed an innovative 3D bioprinting 
method based on a coaxial microfluidic head enabling multi-
material and/or multi-cellular deposition within a single 
scaffold by extruding simultaneously different bioinks or by 
rapidly switching between one bioink and another [3,4].  
As muscular fibers have an highly aligned structural 
arrangement in vivo, the driving idea behind the presented 
work was that the simple geometrical confinement of muscle 
precursor cells into highly aligned 3D bioprinted hydrogel 
structures can lead to a better orientation of the arising 
myotubes, thus better mimicking the natural muscles 
morphology.  
With this in mind, we tested the aforementioned method in 
3D bioprinting muscle precursor cells – namely C2C12.  

II. MATERIALS AND METHODS 

A. Biofabrication 
The bioprinting apparatus consisted of a set motorized axes 
(miCos PLS, Physics Instruments) assembled in a gantry 
configuration, and featuring a coaxial microfluidic head 
(described elsewhere [3,4]) fed by  set of independently 

3D bioprinting of aligned hydrogel fibers for 
the fabrication of artificial myo-structures 

with a microfluidic printing head.  
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controlled precision syringe pumps. 
We developed an innovative semi-synthetic bioink made of 
photocurable PEGylated fibrinogen [5] and alginate (FMC 
biopolymers) compatible with our microfluidic co-axial 
printing head. A typical bioink composition was 8 mg/ml 
PEG-fibrinogen, 40 mg/mL alginate a 0.05 w/w irgacure 
2959 photoinitiator (Ciba Specialty Chemicals). The 
employment of photocurable polymers in tandem with 
alginate allows the formation of stable hydrogels after UV 
exposure that can undergo long culturing in vitro.  
Murine C2C12 were subconfluently cultured in DMEM (high 
glucose, EuroClone) supplemented with 10% FBS (Lonza), 2 
mM L-glutamine (Lonza), 1% pennicilin/streptomycin 
mixture (EuroClone). 
Cells were detached by mild trypsinization and resuspended 
in the bioink at a concentration as high as 30×106 cells/mL. 
A typical printing process consisted of the following steps. 
First, the formulated bioink was deposited in the form of Ca2+ 
ionically crosslinked hydrogel fibers to obtain a 3D multi-
layered construct. After printing, photocurable PEGylated 
fibrinogen contained in the microfibers was covalently 
crosslinked by exposition to cell-compatible UV irradiation 
(365nm). This process guarantees a high cell viability, a good 
bonding among fibers belonging to adjacent layers and 
determines the overall mechanical properties of the scaffolds.  
To mimic the skeletal muscle structure, we built all the 
scaffolds by depositing several layers of parallel hydrogel 
fibers.  
Hydrogel mats with the same biopolymer composition and 
cell concentration were obtained by conventional casting 
technique followed by UV cross-linking to be used as 
controls. 

B. Characterization 
Obtained constructs and controls were incubated in DMEM 
at 10% FBS supplementation up to 4 weeks and timely 
monitored under an inverted microscope. 
At selected timepoints, constructs were washed in PBS and 
processed for immunofluorescence analysis for myogenic 
markers, such as myosin heavy chain (MHC) and laminin. 
 

III. RESULTS AND DISCUSSION 
Figure 1 shows a schematic representation of the microfluidic 
head working principle. 
The bioprinting process led to the fabrication of highly 
aligned and closely packed fiber elements (ca. 100 µm in 
diameter) containing highly viable cells (viability >90% 
according to Live/Dead assay). Within few days, we 
observed a positive migration and differentiation of C2C12 
cells that started to spread and fuse, forming multinucleated 
myotubes within the 3D bioprinted fibers. Interestingly, we 
noticed that muscle precursor cells, before fusing with 
adjacent cells, elongates following the orientation of the 
deposition direction of fibers. This may found an explanation 
at the molecular level as polymeric chains, when extruded, 
tend to orientate along the flow/extrusion direction and cells 
may then sense an oriented surrounding matrix. 
After 4 weeks of culture, the formed myotubes reached a 
good differentiation status and started to deposit a 
physiological matrix, as confirmed by immunocytochemistry 

staining for myosin heavy chain (MHC) and laminin (Fig. 2).  
Conversely, control cast hydrogels did not show relevant cell 
orientation, and chaotic myostructure could be observed after 
4 weeks (Fig.2a,c) 

IV. CONCLUSION 
Our preliminary results show that the confinement of muscle 
cells precursor is beneficial for fabricating highly aligned 
networks of myotubes that present a more physiological 
structure. Moreover, as the presented method allows for 
multiple dispensations of cells with extremely small dead 
volumes, it represents an ideal candidate for creating more 
complex structures for muscles tissue engineering that will 
include in a single construct – for example – vascular 
network and neuromuscular and myotendinous junctions. 
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Fig. 1.  a) Schematic representation of a cross-sectional view of the coaxial nozzles system: 
calcium chloride flows in the external nozzle while the bioink is supplied through the inner one. 
Hydrogel fibers form immediately at the tip of the inner nozzle when the two solutions come into 
contact. b) 3D illustration of hydrogel fibers deposition through coaxial nozzles printing head.  

. 
 

 

 

Fig. 2.  a) C2C12 cells embedded in a bulk PEGylated fibrinogen hydrogel. b) 3D bioprinted 
C2C12 within PEGylated fibrinogen hydrogel fibers. c) Immunofluorescence micrograph showing 
chaotic myostructures formed in bulk (MHC in red, laminin in green). Nuclei are counterstained in 
blue. d) Highly aligned myotubes formed within 3D bioprinted fibers. 
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Abstract— Interfacial tissue engineering (ITE) aims to 
regenerate tissue through the mimicking of continuous 
biological, physical and chemical transitional gradients which 
exist in organs and biological tissues. The introduction of rapid 
prototyping manufacturing allows obtaining continuous 
gradient of mechanical, mass transport and morphological 
properties, however the possibility to additionally functionalize 
such structures by introducing appropriate biochemical signal 
gradients has not been reported. Thus, the goal of this study was 
to optimize a two-step functionalization method in which 1) a 
poly(ε-caprolactone) (PCL) surface was aminolysed with a 
continuous gradient of amine concentration and 2) a collagen 
gradient was created via carbodiimide reaction. Then, the 
method was extended to three-dimensional (3D) 
morphologically-controlled scaffold as first proof of concept in 
the design of 3D functionalized rapid-prototyped structures for 
ITE. 

Keywords— Interface tissue engineering, PCL, 
functionalization, collagen, rapid prototyping manufacturing  

I. INTRODUCTION 
ontinuous tissue interfaces exist throughout the human 
body, such as the bone-cartilage and muscle-tendon 
interfaces. Since tightly interconnected anatomical 

structures present significantly different characteristics at the 
macro, micro, and nanoscale in terms of structural, 
mechanical, physicochemical, and biological properties, 
when considering their regeneration via tissue engineering 
approaches, a graded scaffold constructs able to replicate 
some of the key properties of the tissues is a valid 
approach.Errore. L'origine riferimento non è stata trovata.-Errore. L'origine 

riferimento non è stata trovata.  In order to mimic the compartmental 
nature of tissue in organs, several biphasic, triphasic, and 
multilayered scaffolds have been developed. The main 
limitation is that they presented discrete physical and 
chemical gradients. Over the past years, great efforts have 
been devoted to the design of scaffolds with gradual change 
in morphological, mechanical, physico-chemical and 
biological performances.  
Among the tools introduced to create gradients, rapid 
prototyping technique allows obtaining 3D custom-made 
scaffolds with a finely continuous gradient of mechanical, 
mass transport and morphological properties. However, the 
possibility to functionalize such structures by introducing a 
continuous gradient of appropriate biochemical signals has 
not been investigated yet. Thus, the goal of this study was to 
optimize a two-step functionalization method in which 1) a 
poly(ε-caprolactone) (PCL) surface was aminolysed with a 
continuous gradient of amine concentration and 2) a collagen 

gradient was created via carbodiimide reaction. Then, the 
method was extended to 3D morphologically-controlled 
scaffold as first proof of concept in the design of 3D 
functionalized rapid-prototyped structures for ITE.  

II. MATERIALS AND METHODS 

A. PCL Surface preparation 
Substrate surfaces were manufactured through melting & 

molding technique using PCL (Mw = 65 kDa - Sigma-
Aldrich) pellets. Briefly, PCL pellets were heated at 80-100 
°C and the molten polymer was then poured into a mold 
where it was allowed to cool down. Standard disc shaped and 
sheets were obtained and used for surface functionalization. 

B. 3D rapid prototyped PCL scaffolds 
PCL pellets were processed in a 3D Bioplotter to 

manufacture scaffolds with a 0/0/90/90° lay-down pattern. 
Specifically, 3D scaffolds were built by extruding and 
depositing the fibers along specific directions according to 
the selected lay-down pattern. PCL pellets were placed in a 
micro-extruder heated to a temperature of 80°C placed on the 
mobile arm of a 3D plotter dispensing machine (3D 
discovery®, RegenHU Ltd). All scaffolds were produced 
using a pore size (PS) of 200 µm and layer thickness (ST) of 
220 µm. 

C. PCL Substrate functionalization: Aminolysis and 
Collagen Grafting 

The grafting of amino groups (NH2) onto the PCL surface 
through 1,6-hexanediamine was performed as described by 
Zhu Y. et al. 2012. [4]-[6] Briefly, aminolysis was achieved by 
immersing the substrates in a 0.43 M 1,6 
hexanediamine/isopropanol (DEA/IPA) solution at 37 °C. 
The NH2 density gradient along the length of the substrate 
was achieved through the control of the surface exposure 
time to the solution using a syringe pump system (Harvard 
Apparatus) with a lead screw for precise linear motion. The 
PCL substrate was attached to the lead screw at one 
extremity, and then 10 mm of the other extremity was 
immersed for 15 minutes into the reactive solution, after that, 
a second substrate region was dropped into the thermostatic 
bath for other 15 minutes. The process was repeated three 
times for a total of 45 minutes to obtain a substrate 
characterized by four different regions made of neat PCL, to 
the last one in contact with the DEA/IPA solution for 45 
minutes. The collagen grafting was achieved by modifying a 

Collagen gradient on 3D printed scaffolds for 
interface tissue engineering 
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protocol from Chang K.Y. et al. [8]. Briefly, the aminolysed 
substrates were soaked into a 4 mg/mL collagen type I (rat 
tail, Sigma-Aldrich) 0.5 M acetic acid solution at RT for 1 hr. 
Lyophilized samples were soaked in a 50 mM 2-(N-
morpholino) ethanesulfonic (MES, Sigma-Aldrich) in 70% 
ethanol (pH 5.4), 30 mM 1-ethyl-3-[3-dimethylaminopropyl] 
carbodiimide (EDC, Sigma-Aldrich) and N-
hydroxysulfosuccinimide (NHS, Sigma-Aldrich) at a molar 
ratio of 1:1. 

D. PCL Substrates characterization 
The amount of NH2 grafted onto PCL substrates was 

measured using a ninhydrin assay. Collagen density was 
quantified with a hydroxyproline assay. Confocal Laser 
scanning microscopy (CLSM) and fast green staining were 
also performed to image the NH2 and collagen density 
gradient, respectively. FTIR, static contact angle and cells 
adhesion and proliferation analyses were also carried out. 

E. Collagen gradient on 3D rapid prototyped PCL 
scaffolds: Characterization 

Micro-Computed tomography (µCT40, Scanco) was 
carried out to assess the scaffold interconnectivity, the 
effective strut diameter, the strut spacing, and the layer 
thickness, which influence the overall pore size and porosity. 
Furthermore, the gradient of amino groups was also observed 
using CLSM.  

III. RESULTS AND DISCUSSION 

A. PCL substrates characterization 
The aminolysis represents a really fast and efficient 

chemical procedure to covalently bound free NH2 groups 
along the polyester chains, through reaction with diamine 
species and formation of modified  and gradient chemical 
polyester surfaces. These amino groups can consecutively 
react with biomolecules containing carboxylic groups for 
surface functionalization. Results from the ninhydrin assay 
showed that the PCL surface can be modified with amine and 
NH2 concentrations ranging from 5*10-7 mol/cm2 after 15 
min of treatment, to 15*10-7 mol/cm2 after 45 min of 
treatment is achieved (Fig. 1). CLSM analyses were also 
performed in order to visualize the NH2 gradient after 
functionalization with a Rhodamine B probe. Surface spatial 
distribution of functional amine was assessed as well as the 
fluorescence intensity was also quantified. Results showed an 
8-fold increase of fluorescence intensity from the neat PCL to 
the region aminolysed for 45 min, correlating with the 
ninhydrin assay. Collagen was covalently immobilized on the 
PCL substrates using a carbodiimide reaction. Results from 
hydroxyproline assay revealed that, as the NH2 increases with 
the reaction time, also the amount of grafted collagen density 
increased from 0.08 to 0.71 µg/cm2 (Fig. 1).  FTIR spectra of 
collagen grafted PCL substrates showed vibrational bands 
specific to collagen after extensive washing. Furthermore, the 
positivity to the fast green staining confirmed the presence of 
collagen. Water contact angle of unmodified PCL surface 
was 76.5 ± 2.6° and dropped to 69.2 ± 1.5° after aminolysis 
without significant difference between the difference 

aminolysis time. After collagen functionalization the contact 
angle dropped below 40°, indicating a major change in the 
substrate surface hydrophilicity. Preliminary biological 
analyses showed that MG63 labeled cells were viable on all 
substrates and showed a trend toward better adhesion and 
faster proliferation on collagen functionalized PCL.  

B. 3D rapid prototyped PCL scaffolds characterization 
µCT and morphometric analysis showed that experimental 

PCL scaffold structural parameters had a narrow standard 
deviation and were close to the theoretical defined values. In 
particular, the strut diameter, 265.1 ± 35.0 µm was close to 
the inner diameter of the nozzle (330 µm). Although, the 
deposition speed influences the final struts diameter. The 
scaffolds were also characterized by a 100% 
interconnectivity, a porosity of 47% and a pore width of 
224.0 ± 4.0 µm. Finally, CLSM analysis on the 3D rapid-
prototyped scaffolds on which the gradient functionalization 
method was applied showed the successful production of a 
chemical gradient in a designed ITE construct.  

IV. CONCLUSION 
A method to create biomolecules gradient, i.e. collagen, on 

PCL substrate was established. The functionalization was 
extended to 3D rapid prototyped scaffolds, demonstrating for 
the possibility to manufacture combined structural and 
chemical gradients constructs for interface tissue engineering 
approaches. 
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Fig. 1.  Results from the ninhydrin and hydroxyproline assays reported as mean value ± standard deviation. 
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Abstract Hydrogels have emerged as versatile and viable 
platforms for sustained  drug release, targeted drug delivery, 
and tissue engineering due to their excellent biocompatibility, a 
microporous structure with tunable porosity and pore size, and 
dimensions spanning from human organs, cells to viruses. In 
addition, their mechanical and physical properties can be 
tailored to meet wide range of design requirements. 

In the present study the impact of initial pH value on in-situ 
formation of alginate-brushite hydrogel was evaluated via 
performing X-ray diffraction (XRD), fourier transform infrared 
spectroscopy (FTIR), scanning electron microscopy (SEM). It 
was revealed that the proper preparation conditions obtained as 
the pH was regulated in the range of 7-8. 

Keywords— Alginate, brushite, Hydrogel composite, in-situ 
synthetizes 

 

I. Introduction 
LGINATE is a natural, biocompatible, and 

biodegradable polymer which has been widely used in 
different biomedical applications [1]. Alginate is a promising 
biomaterial to applicate in tissue engineering and drug 
delivery because it has a structure similar to that of extra-
cellular matrix (ECM) and also it presents mucoadhesive 
characteristics and low immunogenicity [2] , [3]. However, 
alginate hydrogels have their own demerits including weak 
mechanical properties, high water content, large structural 
pores, and etc [4]. 

Numerus strategies have been proposed by scientists to 
overcome this limitations. These strategies includes 
increasing the number of crosslinks, and/or developing 
hydrogel composite to improve crosslinking and reduce 
subsequent swelling of hydrogel [4], [5]-[7].    

Calcium phosphate materials have been proposed to act as 
a reinforcement component with alginate matrix because of 
their broad advantages in tissue engineering and capability of 
carrying different drugs [8]-[10]. Among calcium phosphate 
materials, brushite seems to be more proper candidate due to 
its particular biodegradable behavior in physiological 
conditions. In addition, it has been studied in different 
biomedical application [11]. 

The aim of this study was to fabricate alginate-brushite 
hydrogel composite for their perspective use as drug delivery 
and tissue engineering systems. In this work the impacts of 
initial pH on formation of brushite crystals inside of an 
alginate matrix were taken into consideration. 

II. materials and methods 

A. Materials 
All the chemical reagents including Sodium alginate (Alg) 

from brown algae, calcium nitrate tetra hydrate 
[Ca(NO3).4H2O, 99%], diammonium hydrogen phosphate 
[(NH4)2HPO4, 98%],  hydrochloric acid (HCl) and, sodium 
hydroxide (NaOH) were supplied by Sigma-Aldrich. All 
reagents were used without any purification process. All the 
solutions were prepared using purified water obtain from 
Milli-Q system and had the resistance of 18.2 MΩ cm. 

B. Methods 
First an aqueous solution containing 0.1 M of di-

ammonium hydrogen phosphate and alginate 1% (w/v) was 
prepared. The obtained solution stirred for 2 h at room 
temperature to ensure that the solution would be 
homogenous. Then, this solution was dipped to the 
crosslinking solution containing 0.25 M of calcium nitrate.  
HCl and NaOH (0.1 M) were used to set the initial pH of 
both solution at different values ranging from 3-9 to 
investigate the impact of initial pH value on the formation of 
composite. The white beads formed immediately after 
dipping polymeric solution into the crosslinking solution and 
they were kept there for 24 hours. After that, the samples 
were centrifuged at 1000 rpm for 5 minutes and washed with 
water to remove excess Ca2+ and other impurities. This step 
was repeated four times. Finally the beads were dried at room 
temperature followed by putting them into an oven at 50 ˚C 
overnight. Samples are referred as C-X, where c stands for 
composite and X is the pH value. 

The phase composition of different samples was examined 
via Philips PW 1800 X-ray diffractometer with Cu-kα 
radiation source in the 2Ɵ range of 3˚ to 90˚ at 30 mA and 40 
kV. In order to characterize the brushite the resulting spectra 
of each sample was compared with that of ICCD standard 
number 9-0077. A Nicolet 380 Fourier transform infrared 
spectrometer (Thermo Fisher scientific Inc, USA) was used 
to obtain FT-IR spectra of each sample to evaluate the 
functional group of each bead. This test was carried out at 
room temperature and the spectra were obtained within the 
wavelength of 400 to 4000 cm-1. In addition, DTG was 
carried out TG-DTA Netzsch Gerätebau STA 409 (Germany) 
in nitrogen atmosphere at the heating rate of 10 ˚C.min-1 in 
the range of 25 ˚C to 450 ˚C. Finally, the surface morphology 
was evaluated using SEM (Hitachi S-2500). 

The effect of initial pH on in-situ synthesis of 
alginate-brushite hydrogel composite 
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III. results and discussion 
The FT-IR spectra of the each sample along with the 

spectrum of reference Ca-alginate are demonstrated in fig. 1. 
The main alginate bands were appeared at 1649 and 1425 cm-

1 related to the asymmetric and symmetric stretching mode of 
the carboxyl group. The complex envelop of bands at the 
frequencies ranging from 1000-1200 cm-1 are assigned to C-
O and C-C stretching modes of the carbohydrate chain. In 
addition, the C-H stretching mode peak can be seen at 2922 
cm-1 [12]. 

The two doublet of peaks at 3169, 3290 cm-1 and 3489, 
3547 cm-1 are the characteristic peaks of brushite and relates 
to the O-H stretching mode of structural water molecules 
[13]. The absorbed peak at 1649 cm-1 is the O-H-O bending 
mode [14]. The bands at 1138, 1059 and 987 cm-1 relate to 
phosphate group. Corresponding bands of P-O-H stretching mode 
and P-OH bending mode can be seen at 1217 and 872 cm-1, 
respectively [14]. Finally, the corresponding bands of P-O 
deformation mode of phosphate group can be detected at 667, 
577 and 526 cm-1 [13]. 

The significant impact of pH value on the formation of the 
brushite inside the alginate matrix is represented in Fig 1. As 
we can see the characteristic peaks of brushite are appeared 
in the samples prepared at pH of 6-8. Also, it is obvious that 
in the lower pH the spectra are very similar to that of Ca-
alginate. Brushite peaks in the sample prepared at pH 8 were 
more intense and the width of it were tighter than other 
composite samples. This can be as a result of phosphate band 
strengthening at pH 8. In addition, the characteristic bands of 
brushite almost disappeared in the sample prepared at pH 9. 
Besides, the alginate component can be affected by the 
formation of Na-alginate as the pH increase. The changes in 
in the region of 1650-1400 cm-1 of the spectrum can be 
explained by this phenomena. 

Fig 2 demonstrates the XRD spectra of the samples 
prepared at different pH. These spectra were compared with 
that of standard brushite JCPDS card (9-0077). AS we can 
see the samples prepared at the pH 3-5 are completely 
amorphous. On the other hand, the brushite crystals can be 
detected in the pH range of 6-8 and those samples prepared in 
the pH 7 and 8 had the best crystalline structure. These 
preparation conditions resulted in monoclinic crystalline 
structure with following crystallographic parameters: a= 
6.363 Å, b= 15.190 Å, c= 5.815 Å, α= γ= 90˚, and β= 118.5˚. 
Furthermore, as the pH reached to 9 reductions in the 
intensity of characteristics peaks, especially at 2Ɵ of 20.9˚, 
29.25˚, and 34.16˚, and incensement in the width of them 
were noticeable. We can evolve that the degree of 
crystallinity decrease at pH 9. 

 
The DTG resulting of alginate, brushite, and alginate-

brushite hydrogel composite are presented in Fig 3. 
According to the comparison between these spectra we can 
see that the main weight loss occurred in alginate-brushite 
composite within the range of 150-300 ˚C. As we compared 
this spectra with that of reference materials, none of them 
exhibited this kind of phenomena in this range of 
temperature. This peak complexity indicates that varieties of 

decomposition steps happened at the same time, including 
organic materials degradation via glycoside bonds breaking 
which resulted in formation of carbonaceous material, and 
also dehydration of brushite. Since this phenomena occurred 
at lower temperature in comparison with alginate, we can say 
that brushite has a catalytic effect on this. These results 
confirmed the existence of a specific interaction between 
both phases of composite. 

  

IV. conclusion 
The experimental results demonstrated the significant 

impact of the initial pH on formation of alginate-brushite 
composite. In addition, it was cleared that the most proper 
samples obtained at the pH 7-8. This hydrogel composite is 
highly potential candidate biomaterial in hard tissue 
regeneration especially in dental and periodontal local 
treatment.  
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Fig.1. FT-IR spectra of composite samples prepared at different pH 

 

 

Fig.2. XRD spectra of samples prepared at different pH 

 

Fig.3. DTG spectra of brushite, alginate, alginate-brushite composite 
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Abstract — Two categories of heart valve prostheses are 
currently available in clinics: mechanical and biological valves. 
The former show longer duration performance, on the other 
hand they induce high pressure drops during operation. The 
latter have preferable fluid dynamic performance but do not 
display high durability. The potential of Polymeric Heart Valves 
(PHVs) is to combine the haemodynamic properties of biological 
valves with the durability of mechanical valves. Our group has 
recently developed a new PHV made of a styrenic block co-
polymer obtained by compression moulding. Indeed, anisotropic 
mechanical properties of this material, mimicking the native 
tissue behaviour, can be obtained by compression and slow 
injection moulding. A computational tool was developed to 
optimize the PHV design and leaflet microstructure in order to 
reduce regions of stress concentration and increase the device 
lifetime. This work presents a hydrodynamic evaluation of the 
new PHV prototypes, which were manufactured by injection 
moulding based on the results obtained by the computational 
tool. The PHVs were tested under pulsatile flow conditions as 
prescribed by ISO 5840 Standard. Furthermore, continuous 
flow tests were performed to evaluate the velocity fields with the 
particle image velocimetry (PIV). 

 Keywords—Heart valve, styrenic block copolymer, pulse 
duplicator, particle image velocimetry. 

I. INTRODUCTION 
HE 
     aim of heart valve prostheses is to replicate the 

function of native heart valves. Within this contest, bio-
inspired polymeric heart valves (PHVs) are excellent 
candidate to mimic not only the shape, but also the structural 
and fluid dynamic properties of the native valve. Our group 
has recently developed a new PHV made of a styrenic block 
copolymer, a polymer characterised by a cylindrical 
morphology; in fact, the arrangement of the polymer micro 
domains can be optimized to enhance valve durability under 
physiological conditions. [1].  
To find the optimised polymer microstructure in the leaflet, a 
computational model was developed. The mechanical 
properties of the polymer, were determined experimentally, 
while suitable boundary conditions were set to simulate a 
physiological pressure load on the valve. This FE model  
allowed to find the optimised material micro-morphology by 
orienting the polymeric cylinders along the maximum stress 
directions. Starting from this results, PHVs prototypes were 
produced by slow injection moulding technique in order to 
orient the material microstructure by controlling the polymer 
flow during injection. The aim of this work is to characterise 
the performance of styrenic block-copolymer PHVs under 
pulsatile flow conditions; specifically, the hydrodynamic 
tests were performed at 22°C and 37°C to understand the 

possible effect of the temperature on the PHV behaviour. 
Further, the velocity fields induced by the new PHVs were 
compared with the velocity fields of one mechanical and one 
biological valves currently on the market by using PIV 
analyses. 

II. MATERIAL AND METHODS 
According to the results of the computational model, 8 PHVs 
prototypes were manufactured by injection moulding 
technique from poly (styrene-ethylene/propylene-styrene) 
block copolymer with 22% wt polystyrene fraction. 
Hydrodynamic tests were performed under pulsatile flow 
conditions as recommended by ISO5840 Standard. The 
experimental test bench used to evaluate PHVs’ performance 
in pulsatile flow conditions is shown in Fig. 1 
The pulse duplicator consists of the following elements: the 
driving system made of a piston pump; the ventricular 
element, simulating the left ventricle; the aortic valve 
housing; the Resistance-Compliance-Resistance (RCR) 
analogue to replicate the peripheral compliance and the 
resistance (aortic and peripheral) of the cardiovascular 
system; the reservoir simulating the left atrium and the mitral 
valve. The pumping system was controlled by a software that 
allows the user to set different flow rate waveforms or 
different frequencies.  
The PHVs were tested under different flow rates and 
backpressures, as required by the ISO5840 Standard. 
Transvalvular pressure drop was measured at a constant 
frequency (70 bpm) and variable flow rate (2 l/min, 3.5 l/min, 
5 l/min and 7 l/min). Regurgitation volume was determined 
by testing each valve at a mean flow rate of 5 l/min at three 
different frequencies (45 bpm, 70 bpm, 120 bpm). At each 
frequency three backpressures were tested (80 mmHg, 120 
mmHg, 160 mmHg). Each valve has been tested for at least 
15 cycles at each test condition. Pulsatile flow tests were 
performed using distilled water at 22°C and 37°C. 
The experimental set-up (Fig. 2) used for the continuous flow 
test with PIV is composed of a volumetric pump (0.75 hp, 
Lowara SGM7, Direct Industry), a free surface reservoir, a 
valve housing replicating the Valsalva sinus dimensions 
(Fig.2), a Ng:Yag pulsed laser generator (Twins Ultra, 
Quantel, France) and a camera (PCO SensiCam, Germany). 
The neutrally buoyant silver-coated seed particles were 
placed inside the liquid used in the system which is a mixture 
of glycerol and water in a 43% v/v ratio at 22°C (µ=0.003 
Pa·s; ρ=1060 kg/m3). The valves were subjected to four 
steady flow rates: 5 l/min, 10 l/min, 15 l/min and 20 l/min. 
Twenty image pairs were taken for each valve at each flow 
rate. 
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III. RESULTS AND DISCUSSION 
The dimensions of the tested PHVs are shown in Fig. 3. The 
significance of the statistical difference between the two test 
temperature (p<0.01) was evaluated using a two sample 
location Student’s t-test. 
The PHVs exceed the minimum performance requirements 
provided in ISO5840 Standard (Table I), both at 22°C and at 
37°C. Only the regurgitation of one valve (Valve 2 @ 37°C) 
did not meet the Standard requirements, but the mean 
regurgitation of this group is lower than 10% (9.04%). 

 
Pulsatile flow tests showed that the effective orifice area 

(EOA) at 22°C was statistically lower (1.49 ± 0.39 cm2) than 
the one calculated at 37°C (1.65 ± 0.27 cm2) (p = 0.0019).  

Mean regurgitation volume was comparable within the two 
groups (9.13% ±1.24% at 22°C versus 9.04% ± 1.28% at 
37°C), with no statistical significant difference at the two 
temperatures (p > 0.05). The results of this work showed that 
the performance of PHVs in terms of EOA and regurgitation 
fraction under pulsatile conditions are comparable with those 
of some tissue valves currently on the market, while exceed 
the performance of bi-leaflet mechanical prostheses having a 
comparable tissue annulus diameter (TAD) [2]. 

The fluid dynamic assessment of the PHVs were compared 
with a tissue valve (3000 PERIMOUNT Magna, Edwards 
Lifesciences) and a mechanical valve (Omniscience tilting 
disk) currently on the market using PIV. 
At 5 l/min the flow induced by both the PHVs and in the 

tissue valve was characterised by a strong central orifice jet 
(Fig. 4). Specifically the velocity profile distribution in the 
presence of PHVs showed a central orifice jet flow with 
recirculation areas symmetrically located near the aortic wall 
of the Valsalva sinus. However, PHVs were found to 
generated higher vortex than the tissue valve due to their 
more constricted flow orifices. The same observation was 
made at the flow rate of 20 l/min (Fig. 5) (Table II). 
 

TABLE II 
PIV FLUID DYNAMIC ANALYSIS 

Valves Velocity peak  
[m/s] 

Diameter of 
central orifice 

jet 
[mm] 

Tissue  @ 5 l/min  0.14  22.89  

Mechanical  @ 5 
l/min 0.16  8.82  

PHVs @ 5 l/min 0.16 - 0.24  10.82 - 17.39  

Tissue  @ 20 l/min  1.15  27.54  

Mechanical  @ 20 
l/min 1.14  12.75  

PHVs @ 20 l/min 0.85 - 1.25  17.68 - 29.86 

The table shows the maximum velocity peak and the diameter of central 
orifice jet of the Tissue and Mechanical valve at the flow rates of 5 l/min and 
20 l/min. Range of velocity peak among the PHVs are reported.  
 
Both PHVs and tissue valve exhibit vortex flow in the sinus 
region generally less than 0.02 m/s at the flow rate of 5 l/min 
while at 20 l/min all the valves tested valves show vortex 
flow in the same region less than 0.2 m/s. 

IV. CONCLUSION 
An experimental hydrodynamic evaluation of PHVs 
manufactured from block copolymers has been performed. 
The result demonstrate that the behaviour of the PHVs at 
37°C is better than at 22°C in terms of EOA, while no 
statistical differences were found between the two Groups in 
dynamic regurgitation tests. 
The velocity profile obtained by the PIV results show how 
the fluid dynamic performance of the PHVs is comparable 
with the performance of the tested tissue valve, usually 
considered as the gold standard. 
Moreover, the velocity profile induced by the PHVs shows a 
very good flow distribution when compared to the 
mechanical valve.  

ACKNOWLEDGEMENT  

The authors thank the British Heart Foundation for the 
financial support to this work under Grant Nos. 
NH/11/4/29059 and SP/15/5/31548.  

REFERENCES 
[1] J. Stasiak, J. Brubert, M. Serrani, S. Nair. F. De Gaetano et al. “A bio-

inspired microstructure induced by slow injection moulding of 
cylindrical block copolymers”, Soft Matter, 2014; 10(32):6077-6086. 

[2] F. De Gaetano, M. Serrani, P.Bagnoli, J. Stasiak, J. Bribert et al. “Fluid 
dynamic characterization of a polymeric heart valve prototype (Poli-
Valve) tested under continuous and pulsatile flow conditions”, IJAO, 
2015; 38(11):600-6006. 
 

TABLE I 
PERFORMANCE OF PHVS  

 Regurgitation 
[% stroke volume] 

EOA 
[cm2] 

ISO 5840 <10% >1 

Valve 1 @ 22°C  9.81 ± 1.53 1.56 ± 0.27  

Valve 2 @ 22°C 8.58 ± 1.28 1.33 ± 0.43  

Valve 3 @ 22°C 9.40 ± 1.28 1.78 ± 0.62 

Valve 4 @ 22°C 9.95 ± 0.99 1.60 ± 0.19 

Valve 5 @ 22°C 9.03 ± 1.33 1.51 ± 0.49  

Valve 6 @ 22°C 7.85 ± 1.06 1.44 ± 0.41 

Valve 7 @ 22°C 9.90 ± 1.30 1.38 ± 0.40 

Valve 8 @ 22°C 8.51 ± 1.15 1.32 ± 0.28 

Valve 1 @ 37°C 8.84 ± 1.40  1.84  ± 0.21 

Valve 2 @ 37°C  10.21 ± 1.22 1.56 ± 0.10 

Valve 3 @ 37°C 9.34 ± 1.30 1.44 ± 0.10 

Valve 4 @ 37°C  9.36 ± 1.46 1.47 ± 0.90 

Valve 5 @ 37°C 8.99 ± 1.04 1.62 ± 0.42  

Valve 6 @ 37°C  7.71 ± 1.22 1.85 ± 0.47 

Valve 7 @ 37°C 9.60 ± 1.53 1.66 ± 0.25 

Valve 8 @ 37°C 8.29 ± 1.05 1.78 ± 0.51  

The table shows the ISO5840 specifications vs PHVs performance. 
The ISO5840 specifications correspond to the following pulsatile flow 
condition: beat rate = 70 cycle/min, simulated cardiac output = 5.0 
l/min, mean aortic pressure 100 mmHg and systolic duration = 35%. 
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Fig. 1 Picture (left) and schematic (right) of the experimental set-up used for the pulsatile flow tests. Shown on the diagram are the locations of upstream and 
downstream pressure measurements, the flow rate measurement location and the observation point from which pictures of the valve opening were taken. 

 
Fig. 2 On the left, picture of the experimental set-up used for the PIV tests. Shown on the diagram are 
the laser (L), the recording camera (C) and the valve housing mimicking the Valsalva sinus dimension 
obtained following the guidelines of the American Heart Association (AHA). On the right it is possible 
to observe a zoom of the valve housing. 
 

 
Fig. 4 Pictures of the experimental velocity at the mid plane obtained using PIV 
tests at the flow rate of 5 l/min. (A) Tissue valve, (B) mechanical valve, (C) PHV 
with the best performance and (D) PHV with the worst performance. 

 
Fig. 5 Pictures of the experimental velocity at the mid plane obtained using PIV 
tests at the flow rate of 20 l/min. (A) Tissue valve, (B) mechanical valve, (C) PHV 
with the best performance and (D) PHV with the worst performance. 

 
Fig. 3 Sketch (left) and picture (right) of the PHV. The dimension are: h total = 14 
mm, D int = 21 mm, D ext = 32 mm, Tissue Annulus Diameter = 21 mm, thickness 
leaflet = 0.3 mm and height leaflet = 12 mm. 
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Abstract- Vascularization is one of the great challenges that 

tissue engineering has to face to obtain functional replacement 
for damaged tissues and organs. 

An imbalance in the angiogenic cascade results in 
inflammation, ischemia and wound healing disorders. 
Engineered tissues usually trigger a complex response involving 
matrix, scaffold, growth factors and cells. A scaffolding matrix 
is often loaded with growth factors that enable the recruitment 
of cells from  host tissues to promote tissue repair. The main 
goal in scaffold-guided tissue regeneration is to provide 
controlled release of appropriate biochemical signals over time 
into the site of interest. In this context, angiogenesis is a key 
issue. An efficient vascular network is essential to providing an 
adequate supply of oxygen and nutrients to obtain a functional 
regenerated tissue.  

In the present study we investigated the performance of two 
polymeric porous scaffolds designed to control angiogenesis and 
guide tissue repair. We compared the biological response, both 
in vitro and in vivo, to two kind of porous scaffolds, comprised 
of two different polymers, polycaprolactone (PCL) and alginate.  

After assaying the scaffold biocompatibility in vitro we 
implanted the constructs subcutaneously in rats in to assess 
their safety and ability to be integrated into the host tissue. 

The analyses we performed after retrieval of the integrated 
scaffolds showed that, despite its high porosity, alginate 
constructs had poor biocompatibility compared to PCL. 

PCL scaffolds showed the absence of any adverse reaction at 
the site of implantation as well as a high degree of 
vascularization.  

 
Keywords—Tissue engineering, angiogenesis, PCL, alginate.  
  

I. INTRODUCTION 
Angiogenesis is the sprouting of new blood vessels  from 

pre-existing ones. It occurs physiologically in embryonic life, 
during organ and tissue development and in tissue repair 
following injuries (revascularization) [1]. The proliferation of 
endothelial cells mediated by specific growth factors, such as 
Vascular-Endothelial Growth Factor (VEGF), leads to new 
vessel formation.  

Regeneration of injured tissues is one of the main goals of 
tissue engineering and implies the recovery of lost biological 
functions[2]. In this context, angiogenesis is a key event that 
triggers the formation of a vascular network able to provide 
oxygen and nutrients to the neoformed tissue. Nevertheless, 
new vessels often show an altered morphology and low 
functionality.  

Biocompatible scaffolds provide a valuable structural 
support together with mechanical, topographical and/or 
biochemical signals [3]. 

 

II. AIM 
The present study aims to identify the most effective 

scaffold to control neoangiogenesis and the following  
formation of a functional neoformed vasculature. We 
compared the performance of two scaffolds fabricated using 
two different polymers, alginate and polycaprolactone (PCL). 
Both the products were designed to guide the onset of a 
neoformed vasculature. We tested our hypothesis both in 
vitro and in vivo. 

II. MATERIALS AND METHODS  

Scaffolds fabrication  
PCL scaffolds were made of sintered microspheres 

produced using a single emulsion oil-in-water (O/W) 
technique. PCL (PCL, Sigma-Aldrich) was dissolved in 
dichloromethane (DCM Romil Pure Chemistry). 

The polymer solution was added dropwise to the aqueous 
phase and then stirred for three hours at 500 rpm with a 
mechanical stirrer. Once obtained a micro-emulsion of 
dispersed particles, microspheres were isolated by three 
cycles of washing in distilled water and filtered in order to 
completely remove the emulsifier.  

Scaffolds were then fabricated by placing microspheres 
into PDMS molds. Afterwards, a small amount of pure 
anisole was poured to induce microspheres sintering. To stop 
swelling and fix the final structure the sintered microspheres 
were exposed to ethanol for few seconds. Scaffolds were then 
removed from the mold and the solvent was allowed to 
evaporate overnight [4]. 

Alginate scaffolds were produced using the double 
lyophilisation technique. To obtain a porous scaffold with the 
desired stiffness the polymer was cross-linked with 70% 
CaCO3 while Arginylglycylaspartic acid (RGD) peptide was 
added to enhance cell adhesion. Scaffolds were then 
sterilized with UV for 1 hour and hydrated o/n in a 0.9% 
NaCl solution [5]. 

Scaffolds morphology and structure were assessed by 
scanning electron microscopy. 

Polymeric scaffolds for controlled 
neoangiogenesis in tissue engineering 
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In vitro study 
Human Umbilical Vein Endothelial Cells (HUVECs) 

(Lonza) were grown in Medium 200 (Live technology) 
supplemented by low serum and growth factor (LSGS Kit 
live technology) Cells were seeded into tissue culture flasks 
and cultured until they reached confluence. 

In order to evaluate cell-material interaction PCL scaffolds 
were sterilized by UV exposure and seeded with HUVECs. 
Seeded scaffolds were cultured into 48well plates. After three 
days of culture the constructs were fixed with 4% 
paraformaldehyde, rinsed with PBS buffer and stained with 
Phalloidin tetramethylrhodamine B isothiocyanate (Sigma-
Aldrich) and sytox green (Invitrogen). Cell adhesion and 
morphology were assessed by a Leica SP5 confocal laser 
scanning microscope. 

 

Pre-clinical study 
To test constructs biocompatibility and function in a 

preclinical setting we implanted the scaffolds subcutaneously 
in rats. The retrieval was performed at different time-points.  
Host response to the implants was assessed by daily 
observation of the area where the implants were placed and 
during retrieval. No immunosuppressive drugs were 
administered. Neovascularization of the explanted specimen 
comprising the scaffold and the integrated host tissue was 
evaluated by micro-CT and histological analyses (Fig.1 and 
2). 

III. RESULTS 
 
Cell adhesion assay showed a high in vitro biocompatibility 

of the two scaffolds. Confocal microscopy analysis showed 
cells with well-developed cytoskeleton and defined nucleus 
throughout the two constructs. 

In contrast, scaffolds behaviour in the preclinical context 
was completely different. Alginate scaffolds induced a strong 
inflammatory reaction in the host tissue (Fig. 3). The 
retrieved constructs were surrounded by a thick fibrotic 
capsule. Sometimes signs of intra-capsular haemorrhage were 
also detected. 

PCL scaffolds, instead, resulted perfectly integrated into 
the host tissue without  any signs of inflammation (Fig. 3). 
. 

IV. CONCLUSION 
 
In conclusion, the results reported in this study suggest that 

PCL scaffolds composed of sintered microspheres are 
reliable candidates for tissue regeneration in view of the high 
degree of biocompatibility and vascular invasion revealed in 
the preclinical setting. We plan to perform further 
experiments with bioactivated scaffolds to guide 
neoangiogenesis both spatially and temporally. 
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Fig. 1. MicroCT image showing the vascular invasion of a PCL scaffold after retrieval. Vessels correspond to structures in white. 

 
 
Fig. 2. Hematoxylin-Eosin staining of an explanted PCL scaffold displaying the high degree of construct 

integration into the host tissue. 

 
 
Fig. 3. Pictures of the two scaffolds after retrieval. Alginate scaffold surrounded by a thick fibrous tissue 

(panel on the left)and PCL scaffold free of capsule (panel on the right). 
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Abstract— Inflammation is a pivotal process in 
atherosclerosis development and progression, but the 
underlying molecular mechanisms remain largely obscure.  

The current focus of cardiovascular medicine is to identify 
critical cellular and molecular mechanisms of atherosclerotic 
disease, in order to develop novel preventive strategies. 
Unfortunately, the current techniques, based on contrast 
analysis, do not inform specifically on the active cellular and 
molecular processes that drive the evolution of atherosclerotic 
lesions. We therefore need additional approaches to detect and 
prevent the atherosclerotic plaques’ formation in patients at 
high risk for clinical events. 
The nanotechnology has the potential to overcome the 
disadvantages of the current diagnosis of atherosclerosis by the 
formation of nanosized assemblies for the earlier detection of 
atherosclerotic lesions. 
Molecular imaging, although promising, faces substantial 
barriers to achieve clinical utility. Imaging agents dedicated for 
intraplaque processes, need to achieve access to advanced 
human lesions. In fact, the ability of molecular imaging to 
interrogate biological processes rather than anatomical features 
could provide a new dimension of information in these 
applications. 

In this work, we describe a new molecular probe for 
Magnetic Resonance Imaging (MRI) application based on 
nanoparticles engineered and involved in early stage of the 
atherosclerotic lesion. 

 Keywords— Atherosclerotic plaques, polymeric 
nanoparticles, molecular imaging, MRI.  

I. INTRODUCTION 
Despite recent progress, cardiovascular disorders (CVD),  

remain a worldwide health challenge. Many of these are 
related to a progressive, inflammatory and chronic process, 
better known as atherosclerosis, that damages the medium 
and large-sized arteries leading to the formation of plaques 
[1-3]. It is often present symptomatically silent for decades 
until the occurrence of a major catastrophic clinical event 
such as coronary artery disease (CAD), leading to acute 
myocardial infarction (MI) and sudden cardiac death; 
cerebrovascular disease, leading to stroke [4].        

Current imaging techniques, routinely used in 
cardiovascular medicine, are constantly being optimized to 
better detect the atherosclerotic plaques, but do not inform 
specifically on molecular processes associated with 
plaques[5], such as inflammation that is currently regarded as 
one of the functional features of plaques.       
 Magnetic resonance imaging (MRI), a non-invasive 
imaging modality, offers a potential approach for plaque 
visualization: excellent spatial resolution at submillimetre 
level, soft-tissue contrast, and high signal-to-noise ratio, but 

requires the use of a contrast agent (CA) to show the 
atherosclerotic plaques clearly [6].    

In this scenario, the key challenge for the future is 
represented by development of non-invasive screening 
methods for early detection of atherosclerosis, based on 
nanotechnology and molecular imaging agents that recognize 
a specific biological process (for example inflammation), 
generate a strong signal (ideally when recognized by its 
target), possess favorable pharmacokinetics and 
biodistribution, and exhibit an excellent safety profile.  In 
particular, a molecular imaging agent (or imaging reporter) 
typically consists of two components: 1) a detection moiety, 
such as a contrast agent; 2) a molecule-specific or cell-
specific affinity ligand, such as an antibody, peptide, or small 
molecule.                    
 In this work, we propose the design of a new molecular 
probe constituted by active molecules (imaging reporter) and 
hydrophilic polymers, for future production of diagnostic 
devices to detect pathological biomarkers in human plaque 
with MRI. They can be injected intravenously (as a common 
contrast agent) and the signal is created via the interaction 
between the water signal (proton density) and the magnetic 
properties, R1 relaxation rate and R2 transverse relaxation 
rate of the imaged tissues. 

. 
 
 Materials and Methods 

A. Tissue collection 

Atherosclerotic plaques were collected from 25 patients 
undergoing carotid endarterectomy (CEA) for extracranial 
high-grade internal carotid artery (ICA) stenosis (>50% 
luminal narrowing). Plaque types were classified on histology 
according to the modified AHA (American Heart 
Association) plaque type criteria. Macroscopically normal 
specimens adjacent to endarterectomized plaques were 
harvested from patients as controls for MRI and histology. 
Inflammatory marker on human atherosclerotic plaques was 
detected and characterized by ex vivo magnetic resonance 
imaging (MRI) using antibody-conjugated polymeric 
nanoparticles  with confirmatory immunohistochemistry.  

B. Sample preparation 

The plaque was cut into four sections, each of which was 
further subdivided into two smaller adjacent sections.  One 
adjacent section was fixed in 4% paraformaldehyde (PFA) at 
4 °C for MRI detection and characterization of inflammatory 
markers, while the other adjacent section was fixed in 
formalin and embedded in paraffin blocks for 
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immunohistochemistry. Concomitant immunohistochemistry 
was performed to correlate MRI data. 

C.  Ex vivo MRI 
To explore the potential of molecular MRI probe, ex vivo 
MRI of human atherosclerotic plaques was performed using a 
3 Tesla (Philips Achieva). The sample was placed in a 
quadrature birdcage coil. Sections adjacent to atherosclerotic 
plaques was used as controls. 

D. Immunoistochemistry 
The presence of the antigen in tissues by 
immunohistochemistry was performed in two steps: the first 
step involves the binding of the primary antibody to the 
antigen, followed by the detection of the bound antibody by a 
chromogenic system. The used detection  system is based on 
an enzyme, horseradish peroxidase (HRP), which converts 
3,3'-diaminobenzidine (DAB) into a brown product.       
A standard microscope is required for the chromogenic 
detection. 
 

II. RESULTS 

This study showed that the degree of inflammation associated 
with human atherosclerotic plaques could be imaged using 
antibody-conjugated polymeric nanoparticles by ex vivo 
MRI. We observed that exists a degree of heterogeneity in the 
plaque population based on the varying degree of 
inflammation and inflamed plaques appearing darker than 
non-inflamed ones. The same result was obtained by 
immunohistochemical experiments carried out on the 
collected samples. 
 

III. DISCUSSION AND CONCLUSION 

New molecular probe proposed here represents a potential 
technology in association with MRI capable of visualising 
plaque features and it could potentially provide clinicians 
with a novel imaging tool for characterization of 
atherosclerosis at a molecular level, In fact, our group 
demonstrated that non-invasive MRI imaging was sufficient 
to visualise and track the particles.           
 Furthermore, the identification of novel and specific 
biomarkers of atherosclerosis might represent  future imaging 
targets able to identify patients developing unstable plaque 
regions susceptible to rupture, thereby allowing to: (1) 
accurate risk stratification; (2) prevent or slow down 
development of atheroma and (3) improve treatment and 
survival rates of patients. 
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Abstract— Chitosan is a biodegradable and biocompatible 
polysaccharide that has recently aroused interest in the 
scientific world, in particular because of its great muco-adhesive 
properties. As regards drug delivery applications, it was found 
that the release kinetics is greatly influenced by the properties of 
the starting polymer, as well as the resulting chitosan-based 
system porosity. For this reason, the modulation of such kinetics 
represents a goal of strong interest.  

In this work, morphological modification of chitosan based 
hydrogels (70 µm in diameter), through the adsorption of Poly 
Lactic Acid (PLA) stereocomplex by the Layer by Layer (LbL) 
technique, was carried out. The step by step assembly of 
chitosan/(PDLA/PLLA) enantiomers was monitored by quartz 
crystal microbalance (QCM), working in air. Chitosan based 
hydrogels, both untreated and PLA-functionalized, were then 
fabricated and characterized by FTIR. 
Keywords— chitosan hydrogels, PLA  stereocomplex, LbL 

technique, drug delivery. 

I. INTRODUCTION 
HITOSAN is a biodegradable and biocompatible 
polysaccharide that has recently aroused interest in the 

scientific world, in particular within biotechnology, because 
of its properties and low cost. It is obtained by the 
deacetylation of chitin, the most widely diffused polymer in 
nature after cellulose, present in high concentrations in the 
cell walls of some fungi and in the shell of many shellfish. 

Its amino groups (-NH2) can be easily protonated, forming 
an ionic polymeric structure. Such behavior is interesting for 
LbL technique applications, such as the formation of 
electrostatic complexes with surfactants or other 
polyelectrolytes.   

Several applications, such as release controlled systems, 
the encapsulation of drugs and the creation of scaffolds for 
enzymes or cells immobilization, are possible  [1]-[3]. For 
instance, the use of chitosan for the production of hydrogel 
based delivery systems results greatly advantageous, due to 
its muco- and bioadhesive properties and chemical 
functionalities [4]-[7].  

However, one of the main obstacles to the use of chitosan 
is due to the release kinetics, which is difficult to control [8]. 
As regards the chitosan microparticles, it was found that the 
release kinetics is greatly influenced by the properties of the 
starting polymer, in particular the degree of deacetylation, 
molecular weight, hydrophilicity, as well as the resulting 
hydrogel porosity [9]. 
For this reason, the modulation of such kinetics, through the 
chitosan properties adaptation, represents a goal of strong 
interest. 

For this purpose, the aim of this work was the 
morphological modification of chitosan based hydrogels 
through the adsorption of (PDLA/PLLA) stereocomplex by 
the LbL technique. The cation-dipole type interaction 
between chitosan amino group  and PDLA carbonyl group 
was exploited. The hydrogels were obtained by the 
aerodynamically assisted jetting of chitosan solution into a 
neutralizing solution. 

FTIR measurements were carried out in order to evaluate 
the effective PLA-functionalization of the hydrogel surfaces. 

II. MATERIALS AND METHODS 

A. Materials 
Chitosan (CHI, medium molecular weight), 

poly(ethyleneimine) (PEI) and poly(styrenesulfonate) (PSS), 
sodium hydroxide (NaOH), acetic acid, acetonitrile, ethanol 
were purchased from Sigma–Aldrich. The average molecular 
weight of used PDLA and PLLA was 18300 g/mol, with a 
PDI of 1,49. The water solutions was purified by a Milli-Q 
system and had a resistance of 18.2 MΩ·cm. 

B. QCM measurements 
The assembly process onto planar supports was studied by 

a homemade QCM, with resonance frequency of 10 MHz. . 
The change in resonance frequency (∆F) was measured after 
each assembly step and correlated to the adsorbed polymer 
mass (∆m) by the following Eq. (1): 

 
  -ΔF (Hz) = 0.55 Δm (ng)                           (1) 

 
derived from the Sauerbrey’s equation [10], where A was 
0.205 cm2, ρq was 2.648 g/cm3 and µq was 2.947·1011 
g/cm·s2. 

The crystals were immersed into the aqueous solutions of 
PEI and PSS (2 mg/ml) for 15 minutes and CHI (2 mg/ml in 
0.1 M acetic acid) for 30 minutes, then taken out, rinsed 
thoroughly with pure water and dried with nitrogen. The 
(PEI/PSS) precursor layer preceded the deposition of CHI in 
order to provide a uniformly charged surface. After the CHI 
layer deposition, the crystal was immersed into acetonitrile 
solutions of PDLA and PLLA (10 mg/ml) for 20 min at 50 
°C. Again, the coated electrodes were rinsed thoroughly with 
acetonitrile at 50 °C and dried with nitrogen. The deposition 
steps were repeated until the desired multilayered structure 
was obtained. 
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neutralizing solution. 
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the effective PLA-functionalization of the hydrogel surfaces. 
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poly(ethyleneimine) (PEI) and poly(styrenesulfonate) (PSS), 
sodium hydroxide (NaOH), acetic acid, acetonitrile, ethanol 
were purchased from Sigma–Aldrich. The average molecular 
weight of used PDLA and PLLA was 18300 g/mol, with a 
PDI of 1,49. The water solutions was purified by a Milli-Q 
system and had a resistance of 18.2 MΩ·cm. 

B. QCM measurements 
The assembly process onto planar supports was studied by 

a homemade QCM, with resonance frequency of 10 MHz. . 
The change in resonance frequency (∆F) was measured after 
each assembly step and correlated to the adsorbed polymer 
mass (∆m) by the following Eq. (1): 

 
  -ΔF (Hz) = 0.55 Δm (ng)                           (1) 

 
derived from the Sauerbrey’s equation [10], where A was 
0.205 cm2, ρq was 2.648 g/cm3 and µq was 2.947·1011 
g/cm·s2. 

The crystals were immersed into the aqueous solutions of 
PEI and PSS (2 mg/ml) for 15 minutes and CHI (2 mg/ml in 
0.1 M acetic acid) for 30 minutes, then taken out, rinsed 
thoroughly with pure water and dried with nitrogen. The 
(PEI/PSS) precursor layer preceded the deposition of CHI in 
order to provide a uniformly charged surface. After the CHI 
layer deposition, the crystal was immersed into acetonitrile 
solutions of PDLA and PLLA (10 mg/ml) for 20 min at 50 
°C. Again, the coated electrodes were rinsed thoroughly with 
acetonitrile at 50 °C and dried with nitrogen. The deposition 
steps were repeated until the desired multilayered structure 
was obtained. 
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C. Hydrogels fabrication 
Chitosan hydrogels were fabricated by aerodynamically-

assisted jetting equipment (Nisco Encapsulation Unit VAR 
J30). Chitosan was dissolved in 0.1M acetic acid, to a final 
concentration of 1%w/v. The final solution was first filtered 
by a 1.20 µm syringe filter and then extruded through a 
conical nozzle, having a diameter of 0.25 mm, at a flow rate 
of 0.2 ml/min and under 80 mbar pressure. The generated 
microdroplets were collected into a gelling solution bath 
(40% H2O, 60% Ethanol and 2% w/v NaOH) under 
continuous stirring. The distance from the nozzle to the 
gelling solution was set at 6 cm. After allowing 30 min for 
the completion of solidification, the obtained hydrogels were 
washed 3 times in distilled water by centrifugation (1000 rpm 
for 5 min) and kept in water until further PLA stereocomplex 
adsorption. 

The assembly of the enantiomeric PDLA and PLLA was 
accomplished by alternatively suspending the hydrogels in 10 
ml of 10 mg/ml PDLA and PLLA solutions in acetonitrile. 
The suspension was kept at 50 °C for 30 min under slow 
stirring. After each deposition step, three washings in 
acetonitrile at 1000 rpm for 5 min followed. The procedure 
was repeated until six PLA layers were deposited. 

D. FTIR measurements 
FTIR spectra were recorded on a Bruker IFS66 

spectrometer in the range 400-4000 cm-1.  A drop of the 
sample solution was placed onto a glass wafer and dried 
overnight at room temperature. 

III. RESULTS AND DISCUSSION 
Figure 1 shows the step-by-step mass growth of the 

multilayer structure as function of each deposited layer. The 
(PEI/PSS)/CHI multilayer showed a total mass of 530 ng, 
where the CHI was found to have a mean adsorbed mass of 
154 ng. The total mass of adsorbed PLA layers was found to 
be 201 ng, with a mean mass of 34 ng per layer. As shown in 
the graph, the gradual growth of the PLA layers confirmed 
the successful deposition of the polymers. The increasing 
linearity of the (PDLA/PLLA)3 multilayer adsorption profile 
is probably due to the stereocomplex formation between 
PDLA and PLLA polymers [11]. 

In order to characterize the hydrogels treated by the LbL 
technique, some FTIR  spectrometry measurements were 
carried out. The spectra obtained from PLA-functionalized 
hydrogels, PLLA and untreated hydrogels, are presented in 
Figure 2. The similarity between the spectra of functionalized 
hydrogels and untreated ones, in turn identical to the 
spectrum of chitosan (not shown), is quite evident. This 
clearly indicates that chitosan is the main component also of 
the functionalized sample. However, the presence of 
adsorbed PLA is confirmed by the ester group peak at 1748 
cm-1 , together with the methine and methyl group peaks, at 
2992 and 1264 cm-1 respectively. Since the bond between 
chitosan and PLA is not of covalent nature, but results from a 
ion-dipole type interaction, the spectra of each substance 
have not undergone significant changes. Consistent with this 
observation, the reported spectrum of the functionalized 
hydrogels is approximated to the sum of the individual 

spectra of the two components. 

IV. CONCLUSION 
The experimental results showed a successful fabrication of 

chitosan-based hydrogels. Superficial morphological changes 
were obtained by the novel interaction of water-soluble and 
organic solvent-soluble polymers . The system is then worthy 
for further studies, related to the modulation of the release 
rate of encapsulated drug molecules. 
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Fig. 1. Mass growth of the CHI/(PDLA/PLLA)3 multilayer structure. 

 

 
Fig. 2. FT-IR spectra of stereocomplex functionalized microparticles, PLLA and untreated microparticles. 
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Abstract - Our aim was to develop a biomimetic chitosan-based 
scaffold using two different approaches based on the 
combination of inorganic and organic components. These types 
of scaffold modifications provide the biochemical cues for 
promoting stem cell osteogenic commitment. The first approach 
is based on the use of a sequence of 20 amino acids 
corresponding to a 68-87 sequence in knuckle epitope of BMP-2 
that was coupled covalently to the carboxyl group of chitosan 
scaffold. Meanwhile, the second approach is based on the 
biomimetic approach which allows the formation of 
hydroxyapatite deposits on the scaffold surface, improving the 
cell recognition of the polymeric scaffold. The results 
demonstrate that the presence of bioactive signals on the 
scaffold surface allows obtaining an osteoinductive effect on 
hMSC in a basal medium, making the modified chitosan 
scaffolds a promising candidate for bone tissue regeneration. 

 
 
Keywords—chitosan, scaffold, BMP-2 peptide, biomimetic 

treatment, hMSC differentiation. 

I. INTRODUCTION 
Current tissue engineering strategies are focused on the 
restoration of pathologically altered tissue architecture by 
transplantation of cells in combination with supportive 
scaffolds and biomolecules. In recent years, considerable 
attention has been given to chitosan (CS)-based materials and 
their applications in the field of orthopedic tissue engineering 
[1-3]. Interesting characteristics such as a minimal foreign 
body reaction, an intrinsic antibacterial nature, and the ability 
to be molded in various geometries and forms like porous 
structures suitable for cell ingrowth and osteoconduction, 
make chitosan appropriate for this purpose [4]. Due to its 
favorable gelling properties chitosan can deliver 
morphogenic factors and pharmaceutical agents in a 
controlled fashion. Among all the properties, its chemical 
structure (which includes three types of reactive functional 
groups, an amino group as well as both primary and 
secondary hydroxyl groups at the C(2), C(3), and C(6) 
positions respectively) is the feature that allows modification 
of chitosan like graft copolymerization for specific 
applications [5]. Furthermore, these chemical groups allow 
many possibilities for covalent and ionic modifications that 
are an improvement of biological properties and also to 
obtain biomimetic scaffolds that induce regeneration of bone 
tissue [6,7]. For this purpose, biomimetic functional scaffolds 
can be developed by modifying scaffolds with bioactive 
components including inorganic particles and osteogenic 
growth factors/peptides and by incorporating these 
components into the scaffolds. These types of direct and 

indirect scaffold modifications provide biochemical cues for 
promoting stem cell osteogenic commitment. 
Here, we reported the possibility to compare two different 
approaches based on inorganic and organic bioactive signals 
used to obtain biomimetic chitosan scaffolds.  

II. MATERIALS AND METHODS 
Chitosan scaffolds were prepared by using a foaming method 
based on physical foaming combined with microwave curing 
[8]. In the first step of the process, a stable physical foaming 
was induced using a surfactant (i.e. Pluronic) as blowing 
agent of a homogeneous blend of Chitosan (CS) and 
Polyethylene glycol diacrylate (PEGDA700) solutions. In the 
second step, the porous structure of the foaming was 
chemically stabilized by radical polymerization induced by 
homogeneous heating of the sample in a microwave. In this 
step2,2-Azobis[2-(2-imidazolin-2yl)propane]Dihydrochloride 
was used as thermoinitiator (TI). The porous structure of the 
foaming was chemically stabilized by radical polymerization 
induced by heating of the sample in a microwave (MTS 1200 
Mega, Milestone Inc., Shelton, CT 06484). Some of the 
resulting samples were washed in acetone to evaluate the 
possible removal of unreacted PEGDA, and dried in a 
vacuum oven at 45°C. The samples were analysed without 
any further modification. 
The biomimetic scaffolds were obtained by using two 
different approaches based on inorganic and organic 
compounds, respectively. The first one was based by treating 
the scaffolds with a supersaturated SBF solution (5SBF); the 
treatment is able to create an hydroxyapatite coating on the 
surface and into the porous wall in few days (7days). The 
second approach is based by using a bioactive peptide of 
Bone Morphogenetic Protein (BMP-2). The 67-87 residue of 
the “knuckle” epitope of hBMP-2 
(NSVNSKIPKACCVPTELSAI) was synthesized by 
microwave-assisted Fmoc solid phase peptide synthesis 
(SPPS). The physicochemical, morphological and mechanical 
properties of materials, before and after treatments, have been 
evaluated. Furthermore, biological analysis by using hMSC 
cells to estimate the effect of the two different biomimetic 
approaches on cellular behaviour were performed.  
 

III. RESULTS AND DISCUSSION 
In bone tissue engineering the scaffold should provide the 
necessary support as artificial extracellular matrix, allowing 
cells to proliferate and maintain their differentiated functions 
[9]. On this basis, the aim of this work was to develop 
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scaffold bioactivation for bone tissue engineering 

1A. Soriente, 1I. Fasolino, 1*M.G. Raucci, 2C. Demitri, 1,3L. Ambrosio 
 
1Institute of Polymers, Composites and Biomaterials  – National Research Council of Italy, Naples, Italy. 
2Department of Engineering for Innovation, University of Salento, Lecce, Italy. 
3Department of Chemicals Science and Materials Technology - National Research Council of Italy, Rome, Italy.  



162

BIOMATERIALI
GNB2016, June 20th-22nd 2016, Naples, Italy 2 

biomimetic functional scaffolds by modifying polymer 
scaffolds with osteoinductive, bioactive signals including 
inorganic components like hydroxyapatite nanoparticles and 
osteogenic peptide and by incorporating these components 
into the scaffolds in order to provide biochemical cues for 
promoting stem cell osteogenic commitment. The possibility 
to perform a covalent immobilization of peptide on the 
scaffolds with and w/o biomineralization treatment 
determines a low percentage of burst release in the first 
48hrs; while at long time, an important achievement was 
obtained by a prolonged release up to 4 weeks with an 
important effect on cellular behaviour. In vitro degradation 
tests showed a gradual dissolution of the foam over time, but 
maintaining their 3-D morphology and integrity even after 6 
weeks of incubation (data not shown) allowing also an 
extended release of organic bioactive signal. This behaviour 
is a promising aspect in order to obtain a good infiltration of 
cells and the new tissue formation. In fact, the biological 
results demonstrated that the materials act as support for the 
hMSCs adhesion and proliferation. In this work, the 
expression of ALP and OCN were analyzed; in particular it 
was observed that at 3 and 7days no difference was observed 
among the group of bioactivated scaffold and 80CS20P. 
Meanwhile, at 14days the best expression of ALP for the 
80CS20P_BMP scaffold was observed, where the peptide 
release of about 65-75% (12-14µg) was obtained. This 
behaviour was also observed at long time explaining how the 
interaction of peptide with the specific receptor on the 
cellular membrane has great effect on the hMSC 
differentiation in the osteoblast phenotype. Instead, 
biomineralized scaffold developed through biomimetic 
treatment (80CS20P_bio) showed a similar behaviour of 
80CS20P_BMP in the first 7days, while at day 14 the ALP 
level was lower than 80CS20P_BMP continuing until day 21. 
The same behaviour was observed also for Osteocalcin 
expression (OCN) that the highest level was observed for 
scaffold with BMP2 mimic-peptide at day 21. Instead, no 
synergic effect was observed for the bioactivated scaffolds 
with both bioactive signals. However, scaffold with the single 
signal showed better effects on hMSC behaviour in terms of 
proliferation and osteogenic differentiation in basal medium 
by the expression of early and later signals of osteogenic 
differentiation then the no-biomimetic scaffold. 

IV. CONCLUSION 
This study has demonstrated the possibility to generate 
biomimetic structures with an highly interconnected and 
homogeneous structure with pores of different size from 
about 20 µm to 300 µm in agreement with the dimensional 
characteristics required for bone regeneration scaffold. The 
presence of bioactive signals on the scaffold surface allows to 
obtain an osteoinductive effect on hMSC, making chitosan a 
promising candidate scaffold material for bone tissue 
regeneration. 
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Fig. 1.  (A) SEM image of biomineralized CS scaffold after 7days of biomimetic treatment; (B) 3D structure of hBMP-2, 
residue 283-396; in red, BMP-2 peptide 
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Abstract—“Dynamic biointerfaces” are engineered surfaces 
that are able to modify in a predictable spatiotemporal manner 
the cell-material crosstalk, overcoming the limitations of static 
conventional biomaterials. In our work, azobenzene-containing 
photosensitive polymer brushes are synthesized using a 
controlled radical polymerization method in order to obtain 
patterned substrates using Lloyd’s mirror photolithographic 
technique. An ultrasonication treatment allowed to erase the 
pattern, even in presence of adherent cells. Interestingly, cells 
seeded on these substrates showed orientation in the pattern 
direction and stability to the erasure process, envisioning the 
possibility to use these surfaces as cell-instructive biomaterials. 
Keywords— Azopolymer Brushes, Lloyd’s mirror, Cell-

instructive materials, Stimuli-responsive polymers. 

I. INTRODUCTION 
ynamic biointerfaces” are conceived in order to be 
able to modify in a predictable spatiotemporal 

manner the cell-material crosstalk, overcoming the 
limitations of static conventional biomaterials [1],[2]. In 
order to obtain this feature, the implementation of stimuli-
responsive polymers emerges as a smart way to mimic the 
continuous remodeling of the extracellular matrix in living 
systems [3].  
The topographical cue on a biomaterial surface plays a 
significant role in the guidance of cell orientation and 
migration and its dynamic control can open up new strategies 
to develop innovative cell-instructive materials (CIMs) [4]. 
Among available stimuli, light as external trigger is 
particularly interesting because it entails several advantages 
such as limited chemical contamination, ease of operation 
and spatiotemporal precise localization of the stimulus itself.  
Azobenzene-based polymers are well-known 
photoresponsive systems extensively used in photonic 
applications, but in the last decade they have been 
implemented also at the interface with biology [5]-[9]. In 
fact, azopolymers can provide an original tool for 
photocontrolled cell behavior studies since they can be 
patterned at the micro and nano scale using photolithographic 
techniques, such as Lloyd’s mirror method [5],[10]. This 
system leads to the so-called surface relief grating (SRG) 
formation, a reproduction on the polymer surface of the 
interference pattern of light as a sinusoidal modulation of its 
thickness due to the azobenzene trans-cis reversible 
isomerization process, induced by light. 
Our interest was to use for the first time these photopatterned 
azopolymer brushes to manipulate cell behavior and 
orientation instead of using spin-coated azopolymer films, 
thus exploiting the unique behavior of azobenzene-based 
materials coupled to the stability of a grafted macromolecular 

layer.  
Moreover in this work, we used ultrasonication as mechanical 
stimulation over azopolymer brushes in order to disrupt the 
aggregation between azobenzene pendant groups, thus 
succeeding in the erasure of the pattern. In this way, these 
platforms become a new mean of patternable, erasable and 
reconfigurable surfaces to be used as cell-instructive 
materials. Finally, cells seeded on these substrates aligned 
along the pattern direction and resulted viable upon the 
erasure process, paving the way to use of these surfaces as 
cell-instructive biomaterials. 

II. MATERIALS AND METHODS 

A. Synthesis of azopolymer brushes 
In-house synthesized azobenzene monomer was 

polymerized by Reversible Addition-Fragmentation Chain 
Transfer (RAFT) radical polymerization technique to obtain 
polymer brushes sample represented in Figure 1 A and 1 D.  

B. Surface Relief Gratings inscription 
A 442 nm laser was used in a Lloyd’s mirror configuration 

in order to project an interference pattern of light on the 
azopolymer brushes, inducing SRG formation. The pattern 
was analyzed with Atomic Force Microscopy (AFM). 

C. Cell culture 
Human umbilical vein endothelial cells (HUVEC) were 

cultured in gelatin-coated flasks in an incubator at 37 °C and 
humidified atmosphere with 5% of CO2 and then seeded onto 
patterned azopolymer brushes. After 24 hours cells were 
imaged with either an inverted microscope or a confocal. 

D. Ultrasonication procedure 
Azopolymer brush glass substrate was kept in a flask with 

water and sonicated for 10 minutes at room temperature (or at 
37 °C when the cells were present). The substrate was 
washed and dried in a vacuum oven for 24 hours. After that, 
the sample was characterized by AFM (Figure 1A). 

III. RESULTS AND DISCUSSION 
Firstly, an in-house synthesized derivative of a well-known 

azobenzene used as monomer was prepared. Then, 
azopolymer brushes were synthesized by RAFT 
polymerization following the “grafting from” approach, 
resulting in a 150 nm thick layer as measured by 
ellipsometry. RAFT polymerization is one of the finest 
synthetic approaches to get polymers with a narrow 
polydispersity index (PDI), allowing generation of dense 
assemblies of macromolecules with further modifiable chain 
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end-functions exposed at the interface [11],[12].  
The topography of azopolymer brushes was investigated by 

atomic force microscopy (AFM) showing a uniform 
distribution of the brushes on the glass surface (Figure 1 A). 
Moreover, we characterized the chemical composition of 
these azopolymer brushes using Raman spectroscopy , XPS 
and UV/Vis spectrophotometry, confirming the presence of 
azobenzene uniformly distributed over the substrate. 

For what concerns the SRG inscription Lloyd’s mirror 
setup was used. With this technique azobenzene moieties of 
the polymer brushes were excited with an interference pattern 
of a 442 nm wavelength laser. In order to obtain the highest 
pattern modulation possible, we tuned the orientation of 
linear polarized light (LPL) and illumination time increasing 
the pattern height up to 60 nm in 2 hours, as shown in Figure 
1 B. The pattern pitch was 2.5 µm, as given by 2d=λ·sin (ϑ), 
where λ is the laser wavelength and ϑ is the angle between 
the incident beam and the mirror. Additionally, a beam from 
a 632 nm laser was used for a real-time control of the 
inscription process by monitoring the diffraction efficiency of 
the inscribed grating.  

So far, patterns on azopolymer brushes have not been 
erased, neither thermally, using circularly polarized light or 
by solvent treatment, thus not allowing a real “on-off” 
switching between patterned and flat configurations of these 
platforms [13],[14]. In this work we found that 
ultrasonication in water at room temperature was significant 
to erase the pattern (Figure 1 C) distorting the aggregation of 
polymer brushes. The summary of pre and post erasure is 
shown as graphical representation in Figure 1 D. The entire 
writing-erasing cycle was repeated more than three times and 
the results were consistent. 

Further, our brushes were found biocompatible by seeding 
human umbilical vein endothelial cells (HUVECs), which are 
known to be quite sensitive to surface topography. Most of 
the cells were aligned along the grooves as can be seen in 
Figure 2 A and 2 B. 

Also in presence of adherent HUVECs on azopolymer 
brushes (Figure 3 A) the pattern erasure method using 
mechanical stimulation resulted effective and not harmful. In 
fact, after 10 minutes of sonication cells were completely 
detached from the substrate (Figure 3 B), but, after an 
overnight incubation, cells adhered again (Figure 3 C). This 
experiment proves their viability and, thus, the feasibility of 
this procedure in presence of cells.  

IV. CONCLUSION 
The work reported here described the design and synthesis 

of new azopolymer brushes for the formation and erasure of 
micro-scale surface relief gratings (SRGs). From these 
preliminary results we envision the possibility to use such 
polymer brushes as erasable and rewritable interfaces to 
control cell fate using mild conditions.  
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Fig. 1.  AFM images of (A) before and (B) after Lloyd’s mirror 
illumination of azopolymer brushes. (C) AFM image of erased pattern 
by sonication. (D) Graphical representation of azopolymer brushes 
before and after illumination by Lloyd’s mirror method and deleted 
pattern by sonication (S + H2O means sonication in water). 

 
 

 
Fig. 2.  (A) and (B) represent the phase contrast images (40x and 20x 
magnification respectively) of HUVECs on patterned azopolymer 
brushes after 24 hours incubation. Yellow arrows represent cells at the 
nuclear region while red arrows indicate pattern direction. 
Interestingly, most of the cells aligned along the underlying pattern. 
 
 

 
Fig. 3.  Ultrasonication of unpatterned polymer brushes in presence of 
cells. 40x images of (A) adherent HUVECs on unpatterned polymer 
brushes, (B) a single cell after 10 minutes of sonication in water. (D) 
40x image of a sonicated cell after an overnight incubation. Cells were 
stained with a vital cell tracker 
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A new methodology based on Isothermal Titration Calorimetry 
(ITC) coupled with confluent cell layers cultured around 
biocompatible templating microparticles was developed in order 
to identify the receptor overexpression on different cell lines 
(Fig.1). Starting from Transferrin receptors quantification on 
mouse brain endothelial cells (bEnd3) and primary human 
umbilical vein cells (HUVEC), this rapid and reliable 
methodology allows to gain important information to address 
drug design and selectively deliver therapeutics that can cross 
biological barriers such as the Blood-Brain Barrier. 
Keywords: Isothermal Titration Calorimetry, Transferrin 

receptor, Blood Brain Barrier. 

I. INTRODUCTION 
Receptor mediated Transport (RMT) relies on biological 
signaling for the cellular uptake of molecules [1]. This 
mechanism is widely used to promote drug passage through 
cells or a layer of cells such as the blood brain barrier (BBB). 
By conjugating the drug or the drug carrier to a molecule  
that recognizes the overexpressed receptor on the BBB, 
cellular uptake of molecules can be encouraged [2-3].  
To identify the overexpressed receptors in each district and 
design the drug targeting for a desired site, it is of 
fundamental importance to characterize the cell membrane. 
Until now, several studies based on the conventional 
analytical methods mainly involving fluorescence (i.e. 
immunofluorescence microscopy, flow cytometry and 
immunohistochemistry), aimed to the quantification of 
receptors [4]. However, most of the developed assays provide 
only a comparative assessment of protein level, rather than 
absolute quantification. Herein, we propose a new 
methodology based on Isothermal Titration Calorimetry 
(ITC) coupled for the first time with confluent cell layers 
cultured around biocompatible templating microparticles to 
calculate the number of transferrin receptors (TfRs) onto cell 
membranes and study the energetics of their interaction with 
the Tf. Our study represents a new launch pad for an efficient 
delivery of potential therapeutical drugs that can cross 
biological barriers.  

II. MATHERIALS AND METHODS 
Cell culture 
bEnd3 cells were maintained in Dulbecco′s Modified Eagle′s 
Medium (DMEM). HUVEC cells were cultured in Medium-
200. Cells were grown at 37 °C and 5 % CO2. 

Cell seeding on Cytodex microspheres 
2 ml of Dextran microcarrier beads (Cytodex, 67-80 µm) (5 
mg/ml in cell culture medium) were transferred into each 

well of a low attachment 6-well plate. 8 × 105 cells in 100 µl 
of cell culture medium were added to the Cytodex in the well. 
The 6-well plate was kept under stirring at 80 rpm overnight 
in incubator at 37 °C and 5 % CO2. The number of cells 
actually seeded on the microbeads was verified by counting 
with the Neubauer chamber. Cytodex with adhered cells were 
collected and cells were fixed with 4 % paraformaldehyde for 
10 min before ITC analysis.  

Immunofluorescence analysis 
TfR expression on cell membrane was evaluated by indirect 
immunofluorescence. Cells were fixed with 4% 
paraformaldehyde and incubated overnight at 4 °C with anti-
transferrin receptor polyclonal primary antibodies. Then, 
cells were incubated for 1 h, at RT with anti-rabbit secondary 
antibodies Alexa-488. Cell nuclei were stained with 4',6-
diamidino-2-phenylindole blue nuclear dye (DAPI). Samples 
were loaded on a glass slide and detected by confocal 
microscope (MP Leica TCS SP5) equipped with a 63 × oil 
immersion objective. 

Isothermal titration calorimetry (ITC) 
ITC experiments were performed by Nano ITC Low Volume 
with a cell volume of 170µl. The sample vessel was loaded 
with bEnd3 or HUVEC cells cultured on Cytodex microbeads 
in PBS buffer solution, Tf instead was loaded into the 
computer-controlled microsyringe in the same buffer 
conditions. The titration experiments were carried out at 298 
K, 10 injections of 5 µl of Tf solution were added to the 
vessel containing the cells cultured on Cytodex microbeads, 
every 250 s. All the measurements were conducted at a 
continuous stirring rate of 250 rpm. Tf 1µM was added to a 
solution of 1.8 x 106 bEnd3 cells/ml, and Tf 0.1 µM was 
added to a solution of 5.6 x 106 HUVEC cells/ml. The 
calorimetric enthalpy for each injection was calculated after 
correction for the heat of Tf dilution, the area under raw data 
peaks was integrated to give a plot of enthalpy change per 
mole of injectant (Tf) against the number of TfRs per cell. 
The obtained plot was fitted by the analysis software of the 
instrument (NanoAnalyze software, version 2.4.1). 
 Enthalpy change (∆bH°), binding constant (Kb), and number 
of binding sites (n) were obtained by fitting with an 
equivalent and independent binding sites model. ∆bG° and 
T∆bS° were calculated using the typical equations of 
thermodynamics.  
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III. RESULTS AND DISCUSSION 
Through indirect immunofluorescence microscopy, TfR 
expression levels were firstly evaluated on two different 
endothelial cell lines, bEnd3 and HUVEC. The choice was 
made on the bases of their potential expression level of TfR. 
The preliminary data indicated that the TfR expression in 
bEnd3 cells is higher than that in HUVEC cells. 
Starting from these preliminary results, we optimized the 
procedure of cell seeding on Cytodex microspheres. The 
Cytodex system allowed a higher number of cells in a small 
volume maintaining the correct morphology of adherent cells 
compared to cell suspensions obtained upon trypsin 
treatment. At this stage, ITC experiments were performed to 
monitor the binding between Tf and TfRs present on the cell 
membrane basically measuring the heat released upon 
molecular interactions. The complete thermodynamic profile 
of interaction was obtained by the binding curve realized. 
The number of TfRs/cell was calculated considering the Tf 
moles necessary to saturate all the TfRs present in the sample 
and dividing by the number of loaded cells. The evaluation of 
the TfR number on cells by ITC, gained by the specific 
interaction between Tf and TfR, is very important to 
overcome the problem of nonspecific interactions that could 
occur when an excess of Tf is added.  
This inconvenience is a typical aspect of the conventional 
analytical methods conducted adding an excess of Tf to the 
cell culture and then removing the unbinding molecules by 
washing [5]. In Fig. 2 and Fig. 3 are shown the ITC 
experiments, performed by using bEnd3 and HUVEC cells, 
respectively,  cultured on Cytodex microbeads. As shown in 
Table 1, ITC experiments revealed that  the binding reaction 
between Tf and TfR on bEnd3 and HUVEC cells was 
exothermic, the interaction is enthalpically driven 
accomplished by an unfavorable entropic contribution to 
Gibbs energy.  
 

TABLE I 
 n Kb 

 (M-1) 
∆H° 

(kJmol-1) 
T∆S° 

(kJmol-1) 
∆G° 

(kJmol-1) 
bEnd (2.7±0.3) 

107 
(2.7±0.5) 

108 
-794±190 -746±186 -48 ± 3 

HUVEC (4.5±0.4) 
105 

(2.3±0.4) 
108 

-575±100 -528 ± 92 -47 ± 3 

Thermodynamic parameters of the interaction between Tf protein and TfR on 
bEnd3 and HUVEC cells cultured on Cytodex microbeads. 
 
Anyway, in both systems, the enthalpic contribution is 
favorable and counterbalanced by the unfavorable entropy to 
Gibbs energy. Consequently, the Gibbs energy is around 
values of a few tens of kJ mol-1. The binding constant 
between Tf and TfR is the same and very high in both 
systems revealing a very good affinity, conversely  the value 
of TfRs/cell reveals a 100-fold increase in the number of 
TfRs per bEnd3 cells compared to HUVEC cells. ITC 
experiments were also performed by injection of Tf into free 
bEnd3 cells in solution without Cytodex microbeads. They 
showed irresolvable binding isotherm, with scattered points, 
preventing the evaluation of the thermodynamic parameters. 
These findings confirmed the strength of the experiments 
performed on bEnd3 and HUVEC cells cultured on Cytodex 
microbeads. Further, thanks to the use of Cytodex, it was 
possible to calculate the number of receptors for a continuous 

layer of cells that mimic a near-physiological system, such as 
BBB.  

IV. CONCLUSION 
Through this methodology, a significant advancement in the 
quantification of cell membrane receptors is obtained 
allowing a study on the energetics of interaction between a 
receptor on the cell membrane and its ligand. In this study, 
we propose a new assay based on Isothermal Titration 
Calorimetry coupled with cell layers cultured around 
biocompatible templating microparticles to quantify TfR 
expression in two different kinds of endothelial cells. The 
developed methodology is based on a direct measurement of 
the number of receptors on the cell membrane together with a 
detailed analysis of the energetics of interaction, providing 
complete information on receptor overexpression in near-
physiological conditions. This study represents a break 
through for the design of new active drug targeting to specific 
tissues, and sheds light on the emerging field of 
nanotechnology. 
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Fig.1 Schematic representation of Transferrin solution titrating a solution of 
cells cultured around cytodex by ITC.  
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Fig.2 ITC data for titration of Tf solution into the solution of  bEnd3 cells 
cultured on Cytodex microbeads obtained by integrating the raw data and 
subtracting the heat of Tf dilution into the buffer. 
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Fig.3 ITC data for titration of Tf solution into the solution of HUVEC cells 
cultured on Cytodex microbeads obtained by integrating the raw data and 
subtracting the heat of Tf dilution into the buffer. 
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Abstract— In cancer research, tumor microenvironment has 
become recognized as a major factor influencing cancer 
progression and the outcome of therapy. Therefore tumor-
stroma interactions have attracted particular interest due to 
their significant physiological relevance. Together with 3D cell 
cultures, recent advanced in microscale systems can contribute 
to developing a more realistic in vitro system that better mimic 
the complexity of in vivo environment. In this work, we present 
a microfluidic device in which 3D microtissue model, creating 
by culturing normal fibroblasts (NF) or human breast 
adenocarcinoma cell line (MCF7) in gelatine micro-scaffolds, 
can be inserted in order to investigate the role of NF on cancer 
cell invasion and matrix remodeling.  

 
Keywords—tumor-on-a-chip, tumor microenvironment, 

microfluidics, cancer research. 

I. INTRODUCTION 
N the last decades, considerable attention has focused on 
tumor microenvironment because of its active role in 
cancer progression and invasion [1]. The complex stromal 

microenvironment is composed by several cell types like 
fibroblasts, endothelial cells, inflammatory and immune cells 
[2]. This entire structure is surrounded by extracellular matrix 
(ECM) that undergoes several alterations during tumor 
migration and invasion. In particular, matrix remodeling is a 
dynamic, ongoing process in which cells may deposit new 
matrix components and at the same time break down existing 
matrix with metalloproteinases (MMPs) [3]. 
In conventional two-dimensional (2D) monolayer systems, 
cells are grown on flat surfaces without the possibility to 
investigate cell-matrix interactions. On the other hand, 
although in three-dimensional (3D) models (spheroids or 
cell-populated biomatrices) the aforementioned cell-matrix 
interactions are present, the exogenous matrices are not able 
to replicate exactly both the structural and the morphological 
changes occurring during pathologic events. The stroma 
evolution during tumor progression can be currently detected 
only in xenograft animal models coupled with non-invasive 
optical techniques such as multiphoton microscopy or optical 
coherence tomography [4,5,6]. Nevertheless, animal models 
exhibit significant drawbacks including cost, time 
consuming, unpredictable characteristics and difficulty in 
correlating observed results with human responses [7,8]. To 
overcoming such limitations, microfluidic systems hold the 
potential to mimic complex tumoral scenario found in vivo 
and offer a number of advantages that makes it suitable in 
oncology research. In this direction, several studies have 

incorporated multicellular population and exogenous 
extracellular matrix components in microfluidic models to 
simulate the complex stroma-cancer relationship [7,8,9,10] 
and evaluate the efficacy of potential therapeutics against 
cancer pathology [7,8,11,12]. In this work, we aimed at 
replicating the cross talk between tumoral epithelium and its 
stroma in a chip. The microfluidic chip hosted two 
compartments separated by an interface, filled with stromal 
microtissue and epithelial microtissues respectively. The 3D 
stromal microtissue is an engineered system in which 
fibroblasts are continuously involved in synthesizing, 
assembling and disassembling their own ECM [13,14]. The 
stromal and epithelial compartment was kept in contact for 
two days to allow tumor cell invasion and ECM remodeling. 
 

II. MATERIALS AND METHODS 

A. Cell culture 
Normal Fibroblasts (NF) and Human Breast Adenocarcinoma 
(MCF7) cells were cultivated on porous gelatine 
microcarriers in two different spinner flasks for 12 days 
following a previously established protocol [15] (Fig. 1). 

B. Microfluidic device fabrication 
The chip design comprises two chambers separated by arrays 
of circular pillars. The microfluidic device was created by 
replica molding technique. The master was carved onto a 
Poly(methyl methacrylate) (PMMA, Goodfellow) slab with a 
micromilling machine (Minitech CNC Mini-Mill). 
Polydimethylsiloxane PDMS (Sylgard 184, Mascherpa) base 
and curing agent were mixed thoroughly in the weight ratio 
10:1, degassed under vacuum for 20 minutes and cured in an 
oven for 1 h at 80 °C. The PDMS layer and a coverslip 
(Menzel-Glaser 24 x 60 mm, # 1.5) were bonded by oxygen 
plasma treatment for 1 min at 50 W in an oxygen plasma 
oven (Plasma Femto, Diener) (Fig. 2). 
 

C. Microtissue loading in a chip 
NF-microtissues were loaded in the microfluidic device using 
a simple pipette-driven loading process. In the same way, 
MCF7-microtissues were added after 24 hours later. A 
nominal flow rate of 3.0 ml min-1 producing an average linear 
velocity similar to that of blood in tumors was performed 
[11].  
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D. Imaging and SHG analysis 
Imaging of the tumor-microtissues and NF-microtissues was 
performed by using confocal microscopy every day (TCS 
SP5, Leica). Second Harmonic Generation (SHG) was 
utilized to study changes in stromal collagen during tumor 
progression. 
 

 

III. RESULTS AND DISCUSSIONS 
In this work real time invasion of tumor cells towards the 
adjacent stroma chamber can be detected. Cancer cell 
migration is facilitated by tumoral stromal collagen 
reorganization. SHG imaging allows on line monitoring of 
endogenous collagen remodelling without labelling (Fig. 3). 
The coupling of microtissue model with microfluidic 
platform enables to mimic the complex tumor 
microenvironment for long-term studies better than 
conventional 2D in vitro assays and allow real-time 
monitoring of tumor-stroma interactions and collagen 
remodeling.  

 

IV. CONCLUSION 
In this work a 3D microtissue model was integrated with 

microfluidic device in order to have a realistic model in vitro 
for study disease progression. The optical accessibility of the 
microdevice and the high-fidelity features of 3D tissue model 
allowed the on line monitoring of tumor-stroma interaction 
during tumor progression. 

We believed that our platform holds potential as an 
enabling approach to future investigations in the 
identification of new therapeutic agents.  
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Fig. 1: Realization of tumor (MCF7) or stromal microtissues (NF) after 12 
days of dynamic cultivation into spinner flasks. 

 

 
Fig. 2: Schematic representation of microfludic device fabrication by replica 
molding technique. 

 
 

    

 
Fig. 3: Time-lapse images of MCF7 and NF-microtissues after 0 (A) 
and 12 (B) hours of MCF7-microtissues loading. SHG signal (gray 
scale) from newly formed fibrillar collagen in NF-microtissues alone 
(C) and after 12 hours of contact with MCF7-microtissues (D). 
Scale bar = 100 µm.  
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Abstract— 3D microfluidic cell culture systems offer relevant 
advantages for prediction of drug toxicity. In this study we 
describe the design and fabrication of a 3D liver-on-chip system 
that enables cell culture under continuous fluid flow. Through 
the biochip we replicate the in vivo microvascular environment 
of liver tissue. Three-dimensional liver microtissues were 
cultured into biochip with different ethanol concentration to 
tests alcoholic effects.  Viability assessment through cell auto-
fluorescence coupled with two-photon microscopy allows on-line 
monitoring of ethanol toxicity without using dyes and 
disintegrating the cell constructs. 

Keywords— Liver, microfluidic, organ-on-chip, drug toxicity 

I. INTRODUCTION 
HE liver is one of the most complicated organ of human 
body, mainly involved in drug metabolism and body 

detoxification as well as plasma protein production. Because 
of its overall importance in drug metabolism, the liver is a 
major focus of pharmaceutical research [1]. 
Conventional 2D liver cell culture models are well-
established and simple to apply but often do not reflect the 
morphology and functionality of their native three-
dimensional phenotypes and also multi-organ interaction 
cannot be observed [2].  The only way to obtain in vivo data 
to predict the pharmacokinetic responses from human is the 
use of animal models. However, data obtained from animal 
tests often cannot be extrapolated to humans due to cross-
species differences in metabolism. In order to overcome the 
limitations of conventional drug screening, multiple groups 
have applied microfabrication and microfluidics technologies 
to liver model development.  Microfabrication techniques are 
well-suited to create structures with defined shapes and 
positions on the micrometer scale that can be used to position 
tissues and simulate organ cross talk, emulating the real in 
vivo situation [3]-[4].  
In many areas of biomedical field, research is aimed at 
mimicking the in vivo organ of human body for studying its 
structure and function. In one early study, a flat-plate 
bioreactor was developed to investigate the effect of medium 
flow and oxygenation on the viability and function of rat 
hepatocytes co-cultured with fibroblasts [5]. 
A microfluidic liver chip described by Lee [6], contains 
monoculture and flow chambers, separated by a micro 
fabricated baffle, which shields the hepatocytes from fluid 
shear to mimic the LSEC-hepatocyte interface and sinusoid 
of the liver. A more recent study report a microfluidically 

perfused biochip composed of endothelial cells, macrophages 
and a hepatic layer comprising stellate cells co-cultured with 
hepatocyte [7].  
One important limitation of these current in vitro models, is 
that a 2D monolayer culture of one or more cell lines is 
usually used, which may not replicate the physiological 
response in human tissues. 
The issue of achieving authentic response from cells can be 
partially addressed with a 3D cell culture. Three dimensional 
tissues have been demonstrated to more closely represent in 
vivo like conditions in comparison to 2D cell cultures [8]. 
Three dimensional cultures help cells retain their native 
tissue-specific functions and differentiated state. In particular 
combination of a microfluidic system with 3D microtissues 
can improve the tissue specific functions mimicking the 
tissue environment with blood flow suppling oxygen and 
nutrients. 
In this study we recreate in a microfluidic biochip the 
architecture of the liver sinusoid. In vivo, the hepatic sinusoid 
is a microfluidic system that carries blood from the hepatic 
artery and portal vein, exposing the liver to oxygen and 
nutrients; this blood supply can also expose the liver to toxins 
and infectious agents. To achieve this, we first recreate 3D 
hepatic microtissues in vitro, then develop a microfluidic 
device that could mimic the hepatic lobule.  
The utility of the chip is demonstrated by assessing the 
hepatotoxicity of ethanol in a dose-dependent.  
Using cell auto-fluorescence coupled with two-photon 
microscopy we were able to evaluate microtissues viability in 
a noninvasive way.  

II. MATERIALS AND METHODS   
The hepatic microtissues (µTPs) were obtained  by dynamic 
cells seeding on a gelatin porous microspheres. 
Gelatin porous micro-beads (GPMs) have been prepared 
according to a modified double emulsion technique as 
previously described [9]. 
A suspension of HepG2 cells and gelatin porous 
microspheres were inoculated into a siliconized spinner flask 
in a continuous stirring regime (Fig. 1). 
The device was designed using  AutoCAD (Autodesk, CA). 
Then the microfluidic device was fabricated using a 
micromilling techniques (Minitech CNC Mini-Mill) to obtain 
a polymethyl methacrylate (PMMA) master. The biochip was 
produced by replica-molding of polydimethylsiloxane 
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(PDMS) (Sylgard 184; Dow Corning, NY) on the master 
mold. In Fig. 2 the schematic illustration of biochip set-up. 
From day five the µTPs were collected from the spinner 
culture and loaded into the microfluidic device.  
For the creation of toxicity in vitro model, culture medium 
with different concentration of ethanol was perfused into the 
microfluidic device. 
Cell viability into the biochip was assessed through cellular 
auto-fluorescence using two-photon microscopy (Fig. 3). 
Hepatic functions of µTPs were analyzed by measuring the 
concentration of albumin (Albumin Human ELISA kit, ab 
108788, Abcam, Cambridge, UK) and urea (Quanti 
ChromTM Urea Assay Kit DIUR 100) according to the 
manufacturer's instructions. 

III. RESULTS AND DISCUSSION 
We developed a biochip that recreate a physiological 
microenvironment for the hepatic µTPs and  replicate the 
nutrient transport function of microvascular system in the 
liver. In addition we investigate if the microfluidic device 
provide the maintenance of the metabolic activity of liver 
µTPs by measuring albumin and urea production. 
Using cell auto-fluorescence we assess cell viability into 
biochip in a noninvasive way, allowing an on-line monitoring 
of ethanol induced toxicity.  

IV. CONCLUSION  
This chip-based model with continuous perfusion fluid 
regime will serve as model for studying liver specific 
functions and would be a valid screening platform to evaluate 
the toxic effects of new developed drug.  
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Fig. 1  Multistep process of microtissues (µTPs) fabrication.  HepG2 cells were seeded on gelatin microcarrier in a spinner flask. 

Fig. 2  Schematic illustration of microfluidic perfusion set-up. The  biochip  is connected with a syringe pump to allow fluid flow condition 

 
 

Fig. 3  In situ on line monitoring. (A) Bright field image of microfluidic chamber loaded with hepatic microtissues; (B) Two photon spectral 
images of hepatic µTPs loaded into biochip 
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Abstract— Liquid-liquid interfaces are highly dynamic and 
intrinsically unstable, therefore not easy to handle. However, 
their tendency to reduce surface tension by interacting with 
adjacent molecules or nanoparticles may drive the assembly 
process in a unique fashion. Here we report on the preparation 
of polymeric multilayer nanocapsules based on highly 
concentrated oil in water O/W nanoemulsions. 

Keywords—Liquid-liquid interfaces, multilayer nanocapsules, 
ultrastable nanoemulsion, biodegradable polymers. 

I. INTRODUCTION 
IQUID-liquid interfaces possess unique properties such 
as elevated interfacial tension and fluidity, which 

provides high mobility for the achievement of an equilibrium 
assembly [1]. Therefore, they show great potential as viable 
templates for ordered assembly of molecules and 
nanoparticles. However, one important limitation of liquid-
liquid interfaces is their poor stability, due to the intrinsic 
immiscible nature of the two liquids even when stabilized by 
surfactants [2]. This is especially relevant when multiple 
depositions are required, as in the case of multifunctional 
polymer nanocapsules. Several fields such as cosmetics, food 
and agriculture, drug delivery [3]-[5] would benefit from 
controlled biodegradable polymer nanocapsules since they 
combine tunable shell properties with a lipophilic liquid core 
capable to encapsulate high payloads. 
Some attempts have been already pursued in this direction by 
carrying the process of multiple polymer deposition around 
liquid-liquid interfaces based on O/W nano-emulsions, [6] 
but with little control over size and stability. Following this 
aim, we here report on the use of a narrow distributed O/W 
nano-emulsion at high concentrations of oil (10 wt%) as a 
reliable template for multiple interfacial depositions of 
polymers to produce highly controllable polymer 
nanocapsules. 

II. EXPERIMENTAL SECTION  

A. Nano-emulsion preparation 
First a primary nano-emulsion was prepared following a 

two-step procedure. Preliminarily, an oil phase (soybean oil 
and lechitin) and an aqueous phase (Milli-Q water) were 
mixed up using an immersion sonicator to obtain a 20% oil 
pre-emulsion. Then, the initial size and dispersion of the 
emulsion was significantly reduced through a high-pressure 
homogenization step.  

Afterwards, the as prepared primary nano-emulsion was 
mixed with a 0.1 M acetic acid solution of chitosan and kept 
under stirring for 15 min to allow uniform chitosan 

deposition. This nano-emulsion was properly re-dispersed to 
obtain a 10% oil - 0,1% chitosan secondary nano-emulsion.   

B. Multilayer deposition 
Starting from the secondary nano-emulsion, the multilayer 

structure was built up alternating several polyelectrolyte 
layers of different polymers. Experimentally, eptalayer and 
pentalayer capsules were fabricated by aid of two syringe 
pumps and an ultrasonic bath. The two liquid phases were 
injected at the same flow rate through two micrometric 
capillaries interfaced at their extremities. Due to the high 
surface tension, each pair of drops pouring out the two 
capillaries coalesced to form a unique drop hosting the very 
first instants of the deposition process. Each drop was then 
collected inside a glass tube immersed in the ultrasonic bath 
at room temperature. 

C. Particle size and Z-potential characterization 
The particle size and size distribution of all the suspensions 

were measured by Zetasizer (NanoSeries, Malver) using the 
laser dynamic light scattering (λ = 632.8 nm). 

 The Z-potential of all the suspensions was determined 
using a particle electrophoresis technique where the direction 
and velocity of droplet movement in a well defined electric 
field is monitored.  

D. Cryo-TEM characterization 
The morphology of the secondary nano-emulsions and 

multilayer nanocapsules was observed by cryo-TEM. In 
particular, frozen hydrated samples were prepared by 
applying a 3 µl aliquot to a previously glow-discharged 200 
mesh holey carbon grid. 

III. RESULTS AND DISCUSSION  
Despite attracting increasing interest across several 

research fields, the use of liquid-liquid interfaces as reliable 
templates for polymer nanocapsules is basically discouraged 
by some tedious limitations. In fact, the production of highly 
controllable polymer nanocapsules based on O/W nano-
emulsions is typically prevented by their poor stability and 
the lack of a deposition procedure allowing for a thorough 
control of the dimensional features. In particular, a narrow 
size distribution both of the initial liquid template and of the 
final polymer nanocapsule, appears to be pivotal for an 
effective use of O/W nano-emulsion templates for controlled 
Layer by Layer (LbL) of polymer nanocapsules. 

Herein, we bypassed the known limitations of liquid 
templates starting from nano-emulsion stabilized by means of 
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a polymer coating, namely secondary nano-emulsion, 
combined with an optimal re-dispersion process allowing for 
enhanced stability of the final system. We monitored such 
secondary nano-emulsion and found them stable for more 
than one year while also capable to provide further polymer 
depositions. In order to effectively deposit further polymer 
layers onto highly concentrated secondary nano-emulsion (10 
wt%), a new declination of the LbL procedure was proposed 
taking in particular account the mixing process between the 
polyelectrolyte solution and the nano-emulsion template [7] 
as depicted in Fig.1. 

Small sizes (under 200 nm) and low PdI of the oil template 
(<0.1) were made possible thanks to the use of a high-
pressure homogenizer according to a procedure previously 
reported [8]. For what concerns the template size, we used 
two different formulations, namely L130 and L90 (based on 
different concentrations of lecithin in oil 2.4 g/20 g and 4.8 
g/20 g, respectively). These primary nano-emulsions feature 
a reproducible size, ranging from around 130 nm with L130 to 
around 90 nm with L90. 

Morphological characterizations coupled with the DLS 
analysis confirm the ultrastability of the proposed secondary 
nano-emulsion template and the use of a deposition method 
allowing for finely controlled biodegradable multilayer 
polymer nanocapsules. 

Moreover, we proved the loading capability of our 
nanocapsules to be effective by dissolving lipophilic model 
drugs like Nile Red and curcumin—a lipophilic 
nutraceutical— inside the oily templates, without affecting 
size, PdI, and templating capability while making multiple 
polymer depositions. 

In this study, we also showed the versatility of the 
deposition method by testing several couples of 
polyelectrolytes (i.e., chitosan – sodium alginate, chitosan –
hyaluronic acid. 

Additionally, chemically modified polyelectrolytes bearing 
different functionalities, such as thiols and allyls [9], were 
also successfully deposited on highly concentrated oil in 
water O/W nanoemulsions. The use of such polymers for the 
build-up of the polymer shell of a nanocapsule opens up a 
mare magnum of opportunities. Among the most appealing 
ones, a straightforward labeling of the polymer layers, a 
covalent stabilization by chemical cross-linking of the 
nanocapsule shell [9], the deposition of a pre-pegylated 
polyelectrolyte as outer layer and the possibility to decorate 
with specific molecules the polymer layers are certainly 
noteworthy.  

Multilayered nanocapsules were stable over months 
showing no significant difference as compared to the same 
sample at zero time. 

IV. CONCLUSION 
In this work we propose an effective use of liquid-liquid 

interfaces as viable route for controlled deposition of 
biodegradable polymer nanocapsules. In fact, by governing 
their intrinsic instability one can take advantage of their 
unique properties to build up multifunctional nanocapsules in 
a relatively naïve way. The method we suggest stresses the 
importance to start from narrowly distributed O/W 
nanoemulsions as templates and finely control the deposition 
process of the polymer shell. This way ultrastable food grade 
multilayer nanocapsules were produced showing great 
potential particularly for nanomedicine field. Indeed, size is 
well under 200 nm, the concentration of the system is 
relatively high (we start from 10 wt% of the secondary nano-
emulsion template) thus allowing for encapsulation of big 
amount of lipophilic molecules, compared to literature. 
Nevertheless, oil templates were so stable that they allowed 
deposition even after more than 1 year. These advantages—
together with a low-cost procedure that does not involve 
centrifugation and rinsing steps let us imagine a very 
significant impact on the health care field. 
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Fig. 1 Scheme of the multilayer deposition procedure on pre-loaded ultra-stable liquid template by means of sonication in a 
water bath of the two phases – polymer solution and suspension, which are injected dropwise. 
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Abstract— Biophysical stimuli in the local microenviroment 
are known to affect cell behavior in terms of cell attachment, 
cytoskeletal architecture and nuclear shape. However, the 
influence of the biophysical signals and more specifically of 
topographic signals, on the cells self-organization into a three-
dimensional tissue is currently unclear. Here, we used 
nanopatterned substrates able to control the adhesion and 
contractility processes to generate skeletal muscles in vitro. In 
particular, we show that by changing the combination of the 
initial conditions for cell adhesion we obtained different cell 
behaviours in terms of self-organization, and structures 
development.  
Keywords—Topography, tissuegenesis, myotubes . 

I. INTRODUCTION 
URING tissuegenesis, cell behaviour is profoundly 
affected by biophysical and biochemical signals from 

surrounding extracellular matrix. Similarly, cell fate is 
influenced by material properties and more specifically cell-
material crosstalk affects the architecture and organization of 
tissues, which is crucial to dictate its macroscopic functions. 
Within the context of myogenesis, an orderly assembly of 
myofibrils is required to generate functional tissues. 
Therefore, a precise control on cell self-organization is 
strictly required. 

Here we report the realization of nanoengineered platforms 
for in vitro skeletal muscle self-assembly. The aim of this 
study is to define the optimal set of initial conditions that 
direct and control muscle supracellular self-organization 
leading to a development of mature and functional myofibers, 
in absence of differentiation medium or added growth factor. 
 

II. MATERIAL AND METHODS 
 
 C2C12 murine myoblasts, were used as a model of skeletal 
muscle development. In order to evaluate the effect of 
different surface features on cell self-organization we 
cultured C2C12 cells in growth medium, on arrays of 
polydimethylsiloxane (PDMS) nanopatterned substrates 
displaying different properties, namely topographic features, 
mechanical properties and adhesivity. In more details, the 
array consisted in nanogrooves with dimensions of 700 nm, 
growing levels of adhesivity obtained by means of simple 
serum coating (FBS), oxygen plasma treatment (PL) or 
oxygen plasma treatment and subsequent incubation with 
Fibronectin (10mg/ml) (PL_FN); different stiffness obtained 
by modulating base and curing agent weight ratio during 
PDMS preparation.  

To investigate whether hard PDMS substrates were able to 
induce myogenic differentiation, we performed RT-PCR on 
selected genes of cells cultivated on patterns with different 
levels of adhesivitiy. Flat substrates were used as control. 
 

III. RESULTS 
In all conditions, surface features promoted the formation 

of myotubes that were aligned parallel to the pattern direction 
(Fig. 1). Interestingly, only C2C12 cells cultivated on hard 
PT_FN PDMS, were instructed to spontaneously organize 
towards the development of 3D cylindrical tissues assembled 
in myobundles oriented perpendicularly to the pattern 
direction (fig.1). Molecular profiles confirmed the 
morphologic observation indicating terminal differentiation 
towards myofibers. Infact, only when cultivated on hard 
700nm patterned surfaces treated with oxygen plasma and 
fibronectin incubation (PL_FN) C2C12 cells were able to 
express higher level of myogenin (MYOG) and muscle 
creatine kinase (MCK) myosin heavy chains (MyHC) (Fig.2). 
Temporal evolution of myofibers formation on 700nm hard 
PL_FN substrates followed a precise and reproducible steps. 
C2C12 self-organized in myofibrils (Fig.3a), as a 
consequence of cell polarization and elongation along the 
pattern direction. At 12 days the presence of immature 
myotubes organized in a zipper like structures oriented 
perpendicularly to the pattern direction was evident. At 14 
days nanopatterned surfaces were mainly populated of 
muscle bundles structures composed of packed mature 
myotubes directed orthogonally to the pattern direction 
(Fig.3a). Confocal images showed nuclei organization and 
disposition within the structures (Fig.3b). Few myotubes 
were still in contact with the surface of the nanopattern and 
follows the orientation of grooves but most of myotubes are 
perfectly packed within the 3D structures invariably oriented 
orthogonal to the pattern direction. 3D aspect of structure was 
confirmed by z-reconstuction, of confocal images, obtained 
with ImageJ software.  
The development of mature  and  functional myofibers was 
evident also from Scanning Electron Microscopy images 
showing the development of mature myotubes closely packed 
in the form of parallel arrays (Fig.4a). The high level of 
muscle maturation was highlighted by the superficial banded 
pattern of sarcomeric structures (Fig.4b). 
Confocal images of muscle bundles confirmed the presence 
of mature contractile structures as the banded pattern of 
myosin was clearly evident from Second Harmonic 
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acquisitions (Fig.5a; SHG in gray and nuclei in green) scale 
bar 20 mm. This observation was clarified with 
ultrastructural characterization (Transmission Electron 
Micrograph) showing well organized myofilaments, with 
defined sarcomeres and z-lines (Fig.5b). 

 
  

IV. CONCLUSION 
Altogether these data suggested that only the employment 

of a specific set of initial conditions for adhesion induces the 
self-organization of highly ordered and functional muscle 
bundles composed of well organized myofilaments, with 
clearly defined sarcomeres. The ability to generate 
engineered muscle tissue that mimics the structural and 
functional properties of native muscle would allow the design 
of platforms able to govern cellular self-organization and 
tissuegenesis, eventually leading to the generation of 
functional muscles in vitro. These would comprise valuable 
models for studying tissue development, physiology or 
pathological conditions. For instance, tools for studying the 
progression of muscle disorder or to screen the efficacy of 
drugs. 
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Fig. 2.  Molecular profiles, obtained by Real Time PCR, of C2C12 cell seeded  on array of  PDMs  nanopatterned substrates 
displaying different properties. 

 
 
 

                                      
 
Fig. 1. Brightfield images of C2C12cell cultivated on nanopatterned array consisting  in nanogrooves of 700 nm, different 
levels of adhesivity i.e. serum coating (FBS), oxygen plasma treatment (PL) or oxygen plasma treatment and subsequent 
incubation with Fibronectin (10mg/ml) (PL_FN);  and growing level of stiffness ( scale bar 100 mm). 
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Fig. 3.  Temporal evolution of myofibers formation on 700nm hard PL_FN (Fig. 3a scale bar 100 mm). 3D aspect of 
structure was confirmed by z-reconstuction, of confocal images, obtained with ImageJ software. Spatial arrangement of 
nuclei onto the surface and within the structure is reported in different  colour range from the red that indicate the basal 
position still in contact with the surface of substrate to the blue indicating the localization on the apical  plane (Fig. 3c). 
 
 

 
 

                                    
 
Fig. 4.  The development of mature  and  functional myofibers was evident also from Scanning Electron Microscopy images 
showing the development of mature myotubes closely packed in the form of parallel arrays (Fig.4a). The high level of 
muscle maturation was highlighted by the superficial banded pattern of sarcomeric structures (Fig.4b). Scale bar 20 mm in a 
; 3 mm in b. 
 
 

                                          
Fig. 5.  Confocal images of muscle bundles showed the presence of mature contractile structures as the banded pattern of 
myosin was clearly evident from Second Harmonic acquisitions (Fig.5a; SHG in gray and nuclei in green) scale bar 20 mm. 
This observation was clarified with ultrastructural characterization (Transmission Electron Micrograph) showing well 
organized myofilaments, with defined sarcomeres and z-lines (Fig.5b). 
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Abstract— Aliphatic polyesters are widely used in biomedical 
applications after conjugation of small peptides for surface 
bioactivation. However, large protein adsorption occurs in 
serum context and little is known about the effect of physisorbed 
proteins on ligand presentation to cell receptors in such 
conditions. Here we used poly-ε-caprolactone for selective 
bioactivation of surface through the covalent binding of -
GYGRGDS peptide by using a water soluble diepoxy linker as 
theter. Early stage cell-adhesion tests showed a significant 
increase of adhered cells when ligands are engrafted.  

Such results demonstrated an active and dynamic remodeling 
of cell at the interface, also providing tools to evaluate the ligand 
presentation in different contexts. 
Keywords—Surfaces bioconjugation, peptide adhesion 

molecule, protein adsorption, material-cytoskeleton crosstalk. 

I. INTRODUCTION 
n the biomedical applications, biodegradable polymers 
such as polyesters (poly-ε-caprolactone, PCL, polylactic 

acid, PLA, polylactic-co-glycolic acid, PLGA) have been 
extensively used as temporal supportive materials in drug 
delivery, guided tissue regeneration (dental and orthopaedic 
applications), stents, staples, sutures and tissue engineering 
[1]. This class of polymers has optimal tuneable mechanical 
properties and high processability, but often lacking specific 
biorecognition activity. Poly-ε-caprolactone (PCL), in 
particular, has been successful adopted as culture cell 
platforms [2] and scaffolds [3] because of its slow 
degradability, good mechanical and thermoplastic properties. 
To overcome the inertness and the poor cytocompatibility 
different strategies have been developed to modify the 
interface with cells. The encoding of biomolecular cues by 
chemical conjucation of peptides has been frequently adopted 
to integrate cell specific recognition on otherwise inhert 
materials. 

In this context, pratical use of bioactivated material faces 
the adsorption of proteins present in biological fluids that 
could screen the conjucated signal [4]. However, some of 
these physisorbed proteins could provide adhesion motifs or 
proactive signals for cell adhesion. 
In this work the presentation of GYGRGDS grafted onto 
aminolyzed PCL surfaces was investigated. 
Early cell-adhesion tests were performed in the presence of 
serum and in serum-free media. Finally, the effect of cell 
adhesion on proteinaceus physisorbed layer was investigated 
during cell spreading. 

II.  MATERIALS AND METHODS 
Surface Bioactivation and Characterization 

PCL thin films and their bioactivation were achived as 
reported by Battista et al. [5]. GYGRGDSP sequence was 
used as positive control, and GYGRGESP was negative 
control (reported below as RGD and RGE, respectively). 
Serum Protein Adsorption and desorption. 

1D-PAGE and micro-BCA assay were used to quantify the 
adsorbed proteins from FBS to polymer surfaces.  
Cell-adhesion study 

Cell-adhesion studies were performed in serum free 
conditions at short time. Mouse embryo fibroblasts NIH3T3 
were grown in Dulbecco’s modified Eagle medium (DMEM) 
and maintained at 37°C and 5% CO2. For cell adhesion 
experiments, PCL, PCL-RGD and PCL-RGE materials were 
pre-incubated in serum free medium or in 10% fetal bovine 
serum (FBS) supplemented medium about 30 minutes before 
cell seeding. Cells were seeded on materials and incubated at 
37°C .For cell area and shape factor analyses, cells were 
stained with fluorescein conjugate wheat germ agglutinin 
(WGA) and related images were acquired by CLSM (Leica). 

III. RESULTS 
Effect of serum protein adsorption on NIH3T3 cell 
adhesion 

In order to study the effect of serum protein adsorption on 
fibroblasts adhesion, we evaluated the density and the 
morphology features of cells seeded on PCL, PCL-RGD and 
PCL-RGE (as negative control) substrates in serum free 
conditions. The graph in Fig. 1A shows that after 2h from 
seeding, with and without serum pre-adsorption on PCL-
RGD substrates the cell density was higher than on PCL and 
on PCL-RGE. On the substrates not pre-adsorbed with serum 
the density was slightly higher than in presence of adsorbed 
proteins. This evidence could be ascribable to the change of 
surface physical properties due to protein adsorption. Such 
effect was empirically observed during the handling of the 
samples by an increased wettability of our substrates pre-
adsorbed with FBS (data not show). 

The analysis of cell spreading area confirm the bioactivity 
of PCL-RGD over PCL and PCL-RGE in both conditions 
considered (Fig 1B, and Fig. 2). However, interestingly the 
cells seeded on serum pre-adsorbed substrates showed an 
higher spreading area than the ones on the not pre-adsorbed 

Ligand recognition in complex media at 
material interface 

V. Lettera1, E. Battista1,2, P. Scognamiglio1, F. Causa1,2,3, P. A. Netti1,2,3 
1 Center for Advanced Biomaterials for Heathcare@CRIB, Istituto Italiano di Tecnologia (IIT), Largo Barsanti e Matteucci 
53, 80125Naples, Italy 
2 Interdisciplinary Research Centre on Biomaterials (CRIB), University “Federico II”, Piazzale Tecchio 80, 80125 Naples, 
Italy 
3 Dipartimento di Ingegneria Chimica del Materiali e della Produzione Industriale (DICMAPI), University “Federico II”, 
Piazzale Tecchio 80, 80125 Naples, Italy 

I 



184

BIOMATERIALIGNB2016, June 20th-22nd 2016, Naples, Italy 2 

substrates. The desorption of serum proteins and other 
growth factors from the surface protein layer could support 
cells during the attachment also at lower concentrations. 
In addition, we studied cell adhesion behavior onto different 
substrates (Fig 1 C) through a shape factor, defined as the 
ratio of perimeter to area. This shape factor accounts for cell 
protrusion, such as pseudopodia per unit length. The analysis 
of the shape factor allow us to determine how cells behave 
when interact with different surfaces extending pseudopodia 
to sense the environment and anchor the substrate. As 
showed in the graph in Fig 1 C, on all the substrates cells 
isotropically growth with an average value ranging from 0,3 
µm-1 to 0,2   µm-1. Onto the PCL-RGD samples without 
serum pre-adsorption a doubled value of shape factor was 
registered. In this case cells experience an anisotropic 
ingrowth producing pseudopodia increasing the perimeter 
over the area and then a number of anchorage points are 
formed onto the bioactivated surface. In figure 2 are reported 
the CLSM images of cells .The shadowing of cell images 
help to highlight the feature of lamellipodia. 
Remodelling of proteinaceus layer of physisorbed serum 
proteins 

The effects of cell attachment on the protein adsorption 
patterns in PCL surfaces, before (PCL) and after 
bioactivation (PCL-RGD and PCL-RGE), were investigated. 
Using a combination of 1D-PAGE and spectrophotometric 
analysis we qualitatively and quantitatively monitored the 
adsorbed protein on different PCL surfaces after 2h, 6h and 
24h of the growth from the seeding. 

At first glance the total protein adsorption seems to display 
a similar trend in all PCL surfaces: amount of physisorbed 
serum proteins progressively decrease during cell spreding. 
However, differences were detected for each condition. Less 
amount of physisorbed proteins was detected in sample 
derived from not bioactivated PCL after 6h and 24h of cell 
growth respect to the ones derived from PCL-RGD supports 
at the same time. Moreover no significant differences were 
detected for the serum proteins related to PCL-RGD samples 
at 6h and 24h from the cell seeding, whereas a significant 
decrease of the amount of desorbed protein was revealed for 
not bioactivated PCL at 24h. from the seeding  

1D-PAGE analyses showed that all bands related to the 
physisorbed protein content from not bioactivated PCL were 
also present in the ones related to PCL-RGD but several 
bands were only detectable in both supports after 2h of cell 
growth. 

IV.  DISCUSSIONS 
The most fundamental cell-substrate interaction involves 

cellular recognition of appropriate surface sites and 
subsequent cell attachment to the substrate surface. As a cell 
approaches a substrate, it senses both chemical and physical 
characteristics of that substrate surface, which includes the 
protein layer deposited onto these surfaces.  

The effect of physisorbed proteins on the cell-recognition 
was evidenced combining two assays.  
In the former, while RGD improved cell adhesion either in 
presence and absence of pre-adsorbed serum proteins (Fig. 

1A and B and Fig. 2), these, nevertheless, play a relevant role 
in the cell-recognition of surface bound ligands. In the case 
of preadsorption of serum the spreading area is significantly 
larger than that observed on substrates without serum, 
whereas the cell-density is decreased.  

On the contrary, when cultured on samples without serum 
pre-adsorption, cells experience an unspecific attachment 
driven mainly by hydrophobic interactions. Those 
interactions act more similar to an adsorption (“cell-
adsorption”) rather than an attempt by the cells to actively 
recognize the surface in a receptor mediated way [6].  

Additionally, a shape factor was used as parameter to 
follow cell-behavior during the adhesion at different 
conditions (Fig. 1C). This parameter gives a measure of the 
approximate number of cell protrusions per unit length, 
generally defined as lamellipodia. Figures 1C and 2 show that 
cells growth isotropically on most of substrates, while on 
PCL-RGD in absence of pre-adsorbed serum the growth 
results anisotropic with production of a higher number of 
pseudopodia (Fig 2). As previously reported [7] [8], in serum 
deprived conditions cell membrane receptors are not 
occupied by the growth factor often found in serum 
(represented by small peptides and proteins) and therefore are 
more available for binding with substrate-bound ligands.  

We also examined if the presence of NIH3T3 on PCL 
supports were responsible for altered the quantity and 
composition of the serum adsorbed protein layer during cell 
attachment and spreading. These data support the hypothesis 
of an active action of cell in modifying physisorbed serum 
protein layer during cell attachment and signal recruitment. 
Moreover, a different behavior of cells on adsorbed protein 
layer in presence or in absence of RGD signal was detected, 
which is probably driven by the active role of focal adhesion 
formation and mechanical strength that they exert on the 
anchorage point. 
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Fig 1. A) Cell density on PCL, PCL-DGR and PCL-RGD in presence (+FBS) and in absence (-FBS) of adsorbed serum 
proteins counted by nuclei staining with DAPI; B) Cell spreading area obtained from the analysis of WGA stained cells, the 
projected cell-area was calculated by using Image J software; C) Shape factor derived by the ratio of cell perimeter to area. 
(** P ≥ 0,05; *** P ≥ 0,1) 
 

 
 

Fig 2. NIH3T3 stained with WGA after 2h from cell seeding on polyemr substrates in serum-free condition. In the first row 
cells seeded on substrate pre-adsorbed with 10% FBS. On the second row cells seeded on polymer surfaces without serum 
adsorption. The shadows highlight the features due to cell protrusions. CLSM images taken by SP5 Leica with a 63x 
objective. 
. (** P ≥ 0,05; *** P ≥ 0,1) 
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Abstract— We replicate in vitro the tissue repair dynamics by 
using a three-dimensional dermis equivalent (3D-HDE) model. 
The 3D-HDE is completely formed by cell-synthesized extra-
cellular matrix (ECM). After damage, we observed the 3D-HDE 
behaved similarly to the native dermis in terms of both cells and 
ECM response. This model paves the way for the fabrication of 
a high productive platform to study tissue remodeling process in 
vitro. 

Keywords—3D-HDE, ECM, wound healing, in vitro. 

I. INTRODUCTION 
HE SKIN functions as a protective physical barrier 
against the outside [1] and has a primary role to protect 

body from external influences such as pathogenic 
microorganisms and mechanical injuries [2]. Moreover in the 
skin, the interaction of cells is tightly controlled by various 
factors [3]. Under normal conditions, there is a balance 
between cell types via cell–cell contact and the extracellular 
matrix (ECM). The ECM provides structural scaffolding for 
cells, as well as contextual information [4], [5][6]. The 
disruption of these equilibria can result in an uncontrolled 
stroma degeneration during skin pathologies and alteration 
[7].  
Wound healing is a highly organized series of processes 
resulting in tissue integrity and function of the damaged 
tissue; this process needs a complex microenvironement to be 
studied and represent a significant and increasing burden on 
healthcare systems globally. Numerous difficulties are 
associated to use of small animal models, for this reason in 
vitro wound models using human cells in two- and three-
dimensional (2D and 3D) environments have been developed 
to delineate the molecular mechanisms of cellular repair.  
Skin equivalents have already been developed to investigate 
in vitro wound healing. Although these studies extensively 
described the reepithelialization process, and the state of 
keratinocyte’s differentiation during healing, to the best of 
our knowledge a few of Consequently, the development of 
biologically relevant three-dimensional human dermal 
equivalent (3D-HDE) as in vitro model can emerge as new 
challenge in tissue engineering to evaluate dermal 
remodeling during healing process. In this perspective, a 
tissue engineering bottom-up approach was used to fabricate 
a 3D dermis tissue. This model was composed by a cell-
synthesized and responsive extracellular matrix that 
resembles the in vivo dermis. The fabrication of an 
endogenous stroma that interact in a complex manner with 

cells population allows possibility to confirm the relationship 
between cell migration, differentiation marker and ECM 
production during a wound healing process into a highly 
responsive endogenous matrix. 

II. EXPERIMENTAL METHODS 
The 3D-HDE was prepared as reported by Palmiero C. et al. 
(2010) [8]. A dermal full-thickness injury was tested on 
wound platform. Studies were carried oud for 20 days and a 
sterile scalpel (Brown 11) was used to create a gap in the 
tissue. During 18 days of standard culture condition wound 
was monitored by using time-lapse microscopy. The wound 
healing process and its effects were globally evaluated for 20 
days. Morphological analyzes were performed on histological 
section at different times. Nucleus detections were assessed 
by using Sytox Green staining and α-smooth muscle actin (α-
SMA) was detected by using anti-αSM actin antibody. HA 
was detected by using an Alcian blue-PAS kit. 

III. RESULTS AND DISCUSSIONS 
Wound healing assays were performed on a scaffold-free 
dermis equivalents model, realized by a bottom-up approach 
[8]. A cell-free gap can be created in 3D tissue by direct 
manipulation during the development of wound healing 
assay. The response to the macrotissue damaging was 
monitored through time-lapse acquisition for 18 days. The 
figure 1 showed the evolution of the wound during 20 days. It 
is evident a significant changing in geometry of the edge of 
the wound and an activation state and migratory abilities of 
the fibroblast. Thus, the results displayed a complete healing 
of the dermal wound in 18 days. In figure 2 αSMA (red) and 
HA production during dermal healing are reported. We found 
that both αSMA and HA signals presented the strongest 
signal at 16 days (fig. 2b, 2e). According to the literature [9] , 
αSMA expression was transient and it was not detectable at 
20 days (fig. 2c). At this time HA levels were present (fig. 2f) 
but decreased compared to 16 days (fig. 2e), as well as in 
vivo happened [9], [10]. In order to demonstrate tissue 
capability to synthetize new collagen in neo-formed matrix 
we used second harmonic generation (SHG) analysis 6. The 
figure 2 (2g, 2h, 2i) reported the SHG images at 10, 16 and 
20 days after cutting, respectively. The signal was strong 
only in latter image: a relevant quantity of collagen was 
detected into gap 20 days after wounding (Fig. 2i). After 
migrating into wounds, fibroblasts commence the synthesis 
of ECM and the provisional extracellular matrix is gradually 
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replaced with a collagenous matrix as well as in-vivo process 
[10]. 

Taken together these results we demonstrated that some of 
typical proteins involved in in vivo wound healing, are also 
induced in our model by using different experimental set-ups. 

 
 

IV. CONCLUSION 
Hereby, we were able to set standardized injurie with defined 
dimensions in a human full-thickness 3D dermis equivalent. 
We demonstrated the relationship between cell migration, 
differentiation marker and ECM production during wound 
healing at same in vivo timing. We believe that our 
bioengineered 3D model of wound closure could be a starting 
point for a novel platform to test dermal wound therapies. As 
a fact, future developments could provide a complete model 
that will put the healthcare research into a better defined 
frame and more closely resembles the in vivo system. 
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Fig. 1: Wounding and closure of 3D macrotissues. Temporal sequence of wound area showing opening and 
smoothing of the wound edge (original magnification- 20X and scale bar, 100 µm). 
 

 
 
Fig. 2: Temporal sequence of micrographs showing closure progressive of wounded dermis after: 10 days of 
healing; 16 days of healing; 20 days of healing. Immunofluorescence of the αSMA (a, b and c, respectively) in 
red, and Alcian blue-P.A.S. staining for proteoglycans production (d, e and f, respectively) are showed. SHG 
images and collagen detection at same times (g,h,i) are showed.	 Frozen sections were immunostained for 
detection. Scale bar: a, d and g 100 µm; b,c,e,f, g, i 50 µm 
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Abstract— The present research proposes the potential use of 
novel polymeric nanostructured biomaterials developed 
combining newly synthesized biodegradable and biocompatible 
polyesters based on poly(butylene 1,4-trans-
cyclohexanedicarboxylate) (PBCE) and containing different 
amounts of ether–linkages, P(BCE90BDG10) and 
P(BCE70BDG30), with single walled carbon nanotubes 
(SWCNTs), used as functional phase. The effect of the 
incorporation of different contents of SWCNTs (0.1, 0.5, 0.75 
and 1wt %) on physico-chemical properties of the matrix was 
studied to modulate and improve the cell viability for final 
applications in the biomedical field. 
Keywords—Single walled carbon nanotubes, ether-linkages, 

polyesters, biocompatibility. 

I. INTRODUCTION 
ECENTLY electrical conductive polymeric materials 
have attracted considerable interest from academic and 

industrial researchers for exploring their potential biomedical 
applications, such as in drug delivery, biosensors systems, 
tissue engineering and biomedical implants [1]. In this 
regard, nanocomposite technology permits to incorporate 
conductive nanostructures with unique properties in a 
polymer matrix in order to transfer and integrate specific 
properties into a single material, thereby enabling the 
development of new multifunctional materials [2].  
In this work, we have explored the evolution and potentiality 
of polymeric nanostructured biomaterials developed 
combining newly synthesized biodegradable and 
biocompatible random copolymers based on 1,4-trans-
cyclohexanedicarboxylic acid and diglycolic acid [3] with a 
nanocomposite approach, by using single walled carbon 
nanotubes (SWCNTs) as functional phase. In particular, 
PBCE homopolymer and two copolymers containing 
different amounts of ether–oxygen containing co-units, 
P(BCE90BDG10) and P(BCE70BDG30), have been 
considered as matrices of SWCNTs based nanocomposites. 
The effect of the incorporation of different amounts of 
SWCNTs (0.1, 0.5, 0.75 and 1 wt%) on physico-chemical 
properties was deeply investigated.  
The role of SWCNT incorporation, and content, associated to 
the random co-unit etheroatoms, were investigated in terms 
of thermal, mechanical, electrical and dielectrical response 
whereas the biocompatibility, adhesion and proliferation 

studies of rat fibroblasts seeded on the biomaterials surfaces 
were here considered taking into account the final application 
in the biomedical field of the proposed formulations  

II. EXPERIMETAL PART  
Poly(butylene cyclohexanedicarboxylate/diglycolate) random 
copolymers (P(BCEmBDGn)) were synthesized in bulk by 
two step melt polycondensation [4].  
Single walled carbon nanotube based nanocomposite films 
were prepared by solvent casting method in chloroform 
(CHCl3). SWCNTs were dispersed in CHCl3 by using a tip 
sonicator (VIBRA CELL Sonics mod. VC 750, USA) for 30 
min in ice bath and for further 30 min in an ultrasonic bath 
(Ultrasonic bath-mod.AC-5, EMMEGI). The different 
polymer matrices (PBCE homopolymer, P(BCE90BDG10) 
and P(BCE70BDG30)) were mixed with nanotube 
dispersions (polymer/solvent ratio was chosen as 5 (wt/v) %) 
by magnetic stirring for 5 h. After complete dissolution, the 
mixture was cast onto a glass Petri substrate and air dried at 
room temperature (RT) for 24 h and for additional 48 h in 
vacuum. 
Nanocomposite samples containing 0.1, 0.5, 0.75 and 1 wt% 
with respect to polymer initial weight were prepared with 
different matrices [5], [6]. 
The surface morphology of the nanocomposites was 
investigated by scanning electron microscope, FESEM, while 
wettability of different films was analysed by using static 
contact angle. The thermal (differential scanning calorimetry 
– DSC and thermogravimetric analysis – TGA), dynamic-
mechanical (DMA), electrical and dielectrical 
characterizations were performed while long term culture 
biological analysis were perfomed by using primary rat 
fibroblasts (rFFFs), with viability and immunofluorescence 
study. Elongation factor (EF) and nuclear shape index (NSI) 
were also evaluated. 

III. RESULTS AND DISCUSSION  
 
Figure 1 shows molecular structure of the synthesized 

copolymers, a scheme of the SWCNTs structure and 
representative pictures of rat fibroblasts. Neat polymers 
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showed a white/transparent color, while those based on 
higher content of SWCNTs presented a completely black 
appearance, due to the carbon nanotubes and the 
interconnected microstructure. 

The morphology and microstructure of the samples, 
analysed by FESEM, was affected by the SWCNT presence, 
while their content did not provide significant modifications. 
The SWCNT dispersion in the polymer plays a key role on 
the physical properties of nanocomposites. All 
nanocomposites exhibited high electrical and dielectrical 
properties in comparison to the neat polymers. The 
mechanical characterization (DMA) highlighted the 
reinforcement effect guaranteed by the SWCNTs for all the 
studied formulations with a sensible increase of the storage 
modulus (G’) values with SWCNT content [6]. PBCE based 
formulations displayed the highest G’ values while the 
presence of BDG co-unit reduced the rigidity of the film with 
a clear lowering in the storage modulus. 

Biological investigations showed fibroblasts cultured on 
polymers and nanocomposites revealing no signs of toxicity, 
high cell adhesion and a well organization of F-actin (one of 
the most important protein of the cell cytoskeleton) (Figure 1 
c,d), thus indicating their useful application for biological 
studies. Images show comparable Rat Fibroblasts (rFFFs) 
adhesion on polymers/SWCNTs, TCP and coverslip, 
confirming the biocompatibility of these substrates for 
somatic cell cultures, but, as revealed by the cytoskeleton 
organization, they also displayed a peculiar cellular 
organization, depending of the polymer type (Figure 1 c, d). 

Thus, compared to control cultures in TCP/glass coverslip, 
rFFFs cultured in neat PBCE have similar morphology at 6, 
14 days, while they became more enlarged at 27 day with F-
actin fibres mostly structured in bundles and nuclei well 
evident (Figure 1 c, d; representative images). Of note, the F-
actin organization revealed a more complex scenario in 
PBCE/SWCNTs (Figure 1 c,d). While, at both short time (6 
days) and intermediate time (14 days) cell-to-cell contact 
decreased with the increase of SWCNTs wt % (0.5 and 1 wt 
%), after long-time in culture the cell interaction increase 
with the presence of SWCNTs. In particular at 27 days, 
rFFFs on PBCE/0.5SWCNTs polymer generated cell-
clusters, with cells that, in many case, were attached together, 
whereas in PBCE/1SWCNTs, rFFFs created a structure like-
network through protruding cell F-actin filipodia that 
interacted with those of other cells. 
 

IV. CONCLUSION 
The combination of new synthesized biodegradable 
copolymers with synthetic conductive nanostructures offers 
excellent capability in advanced functional materials. This 
approach can be extended and serve as a guide for the design 
of other high performance composites for biomedical 
applications. 
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Fig. 1. Molecular structure of the synthetized copolymers (a), visual observation image of the samples (b) and fluorescence images of rat fibroblasts seeded of 
developed polymer and nanocomposite for 6-14 days c) and 27 days d) of incubation seeded of developed polymer and nanocomposite.(F-actin (Green 
fluorescence, Phalloidin), nuclei (DAPI fluorescence) and lamin B (nucleoskelethon; Cherry-fluorescence)).  
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Abstract— The knowledge of the evolution of endothelial 
structures is important to choose the right time for in vitro and 
in vivo applications of vascularized models. The aim of the 
project is the in vitro vascularization of a skin equivalent model 
produced by bottom-up approach.  The endothelial cells are 
able to deeply penetrate into the endogenous collagen 
characterizing the dermal component of the model forming 
capillary like structures . The challenge is to obtain a stable and 
pervious vascular network suitable for in vitro an in vivo 
applications.  

Keywords—bottom-up, vascularized skin equivalent, capillary 
like structures. 

I. INTRODUCTION 
 

Vascularization is still a great challenge in Tissue 
Engineering [1]. First this is important to avoid  mass transfer 
limitation in engineered tissues [2] but also for innovative in 
vivo and in vitro applications. A pre-vascularized tissue can 
accelerate the formation of functional anastomosis with host 
vasculature in vivo. In the same time, in vitro, it can be a 
suitable model in view of fundamental research and industrial 
applications like drugs screening[1]-[3].  

The two processes through which neo-vascularization can 
take place in tissues are angiogenesis and vasculogenesis. 

Angiogenesis is the process through which new blood 
vessels are formed from pre-existing ones, whereas 
vasculogenesis generates new vascularization in the absence 
of pre-existing blood vessels [1]. 

When Endothelial Cells (ECs) are cultured in vitro in 
permissive conditions, especially when they are three-
dimensionally co-cultured with other cell types and in a 
relevant ExtraCellular Matrix (ECM), they result in 
spontaneous capillary-like network formation. It has widely 
been demonstrated that fibroblasts promote ECs proliferation, 
migration, and angiogenesis, both in vivo and in vitro[1]. 

The first vascularized skin-equivalent model in vitro is to 
Auger et al in 1998. The tissue was obtained through a co-
culture of three types of human cells: keratinocyte, 
fibroblasts and Umbilical Vein Endothelial Cells (HUVEC) 
within chitosan / collagen scaffolds. In this skin-equivalent 
model ECs are capable of spontaneously forming, after 31 
days, capillary structures in a highly differentiated ECM 
showing positivity for von Willebrand factor, Weibel-Palade 
bodies, Laminin and Collagen IV, typical of the in vivo 
microcirculation vessels  [4]. HUVEC can also grow and 
differentiate within artificial dermis obtained by seeding 
fibroblasts on hyaluronic acid scaffolds and the best ratio for 
the co-culture, in terms of viability and metabolic activity, is 

of 1:1 [5].  
Recent studies show the possibility of making pre-

vascularized skin engineered models with an extensive blood 
and lymphatic network. Reichmann et al seeded ECs and 
fibroblasts in hydrogel of collagen I/fibrin. They used Human 
Dermal Microvascular Endothelial Cell (HDMEC) extracted 
from foreskin, a population including both blood that 
lymphatic ECs. After 3 weeks of culture cells are able to 
organize themselves into capillary structures positive for the 
CD31 marker (pan-endothelial),  Prox-1/Lyve-1 and 
podoplanin (lymphatic markers). Blood and lymphatic 
vessels never anastomose between them in vitro. After 2 
weeks keratinocytes has been seeded on the surface construct 
containing fibroblasts and HDMEC. After another week of in 
vitro culture the complete model has been transplanted on the 
back of immunosuppressed  rats. 2 weeks after implantation 
the tissue was surgically removed and analyzed revealing the 
formation of functional anastomosis between the lymphatic 
vessels of the construct with the host as well as to the blood 
vessels[6].  

Despite the improvements occurred in the issue of 
vascularization of engineered tissues, actually there aren’t 
dermal pre-vascularized substitutes used in the clinic. One of 
the major challenges is to obtain a pervious and stable 
vascular network within a construct with good mechanical 
strength, poor deformability and controlled degradation of the 
scaffold in vivo[7]. 

 

II. METHODS AND RESULTS 
 
The aim of the project is the neo-vascularization of a skin 
equivalent model able to meet these requirements. 
 It is obtained  in vitro with a bottom-up approach involving 
the dynamic cell seeding of  fibroblasts on porous gelatine 
micro-spheres using a spinner flask bioreactor. Cells adhere, 
proliferate and synthesize a thin layer of ECM in and around 
the beads, generating micro-tissues (µTPs) rich in type I 
collagen. The assembly of µTPs in specific maturation 
chambers allows to obtain biohybrids dermis equivalent[8].  
After the seeding and culturing of ECs on these construct we 
have obtained a pre-vascularized dermis model with capillary 
like structures growing up until 2 weeks (Fig.1) and positive 
for maturation markers from 1 week after EC seeding(Fig.2). 
The vascular network branches within the collagen rich ECM 
produced by the fibroblasts and able to offer pro-angiogenic 
signals that can guide the physiological development of the 
network itself. The scaffold degradation occurs in vitro with 
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known timing allowing the further synthesis of new tissue 
[9]. The construct has a defined micro-architecture and it is 
equipped with structural proteins produced by fibroblasts. 
These attributes award a high mechanical strength of the 
construct and poor deformability.  

The seeding of keratinocytes on this model let the 
implementation of a vascularized skin equivalent as they are 
able to proliferate and differentiate forming a mature 
epithelium.  

III. CONCLUSION 
It is expected that this model could be useful for in vivo 

applications. In this way it will be possible to demonstrate 
that the obtained network is pervious and can form 
anastomosis with the host ensuring  a rapid integration of the 
implant and its survival. 

The construct could have interesting in vitro application for 
the study of drugs and molecules via topical or systemic 
administration, once passed the critical point to perfuse the 
vascular network in vitro. 
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Fig. 1.  Immunofluorescence showing in green all the nuclei (sytox sgreen) and in red the endothelial network (UEAI) into the 
dermal equivalent biohybrid 1, 2 and 3 weeks after endothelial cells seeding. The capillary network in growing up until 2 
weeks and then it’s going toward regression 

 
Fig. 2.  Immunofluorescence of biohybrids’sections showing all the nuclei in blue (DAPI), the endothelial cells in red (UEAI) 
and the markers of vessels maturation in green (Alpha sma an Laminin) at 1,2 and 3 weeks after endothelial cells seeding. 
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Abstract— Microgels have become recognized as 
environmentally responsive systems with a great potential in 
smart and controlled applications such as diagnostic and in drug 
delivery systems. In order to correlate structure with final 
properties, it is necessary to know the microgels particles from a 
microscopic point of view. In this work, multifunctional PEG-
microgels with core-shell architecture were obtained combining 
precipitation and seeded polymerizations. Here we 
demonstrated the possibility to tailor and control the bulk and 
surface properties accordingly to the synthesis. Moreover we 
characterize structurally microgels, using polymer fraction 
volumes from AFM images combined with the equilibrium 
swelling theory (Peppas–Merrill equation), in order to 
determine the mesh size of microgels. Such microgels can be 
used in multiplex assays for their favorable capability to 
accommodate encoding systems and anchoring groups for 
probes to capture circulating targets by simply changing 
synthesis parameters.  

 
Keywords— core−shell microgels; AFM; fluorescent 

encoding; swelling behaviour. 

I. INTRODUCTION 
ICROGELS are intramolecularly crosslinked polymer 
particles, whose diameter ranges in the sub-micrometer 

scale (10 nm – 1µm). They have the ability to swell and 
shrink in suitable solvents due to their sponge-like 
structure,that is responsible for the final properties [1]-[2]. 
Recent research has focused on multifunctional hydrogel 
particles as materials platforms to realize next generation of 
diagnostic tools [3]-[4]. The most attractive feature of such 
materials consists on the flexibility of synthetic routes to 
design a multifunctional microparticle able to accommodate 
chemical compounds as elements to provide encoding and 
sensing abilities against different kind targets such as 
pollutants [3] or clinically relevant biomarkers [5]-[6]  
In order to correlate structure with final properties, structural 
characterization and swelling behavior it is necessary tobe 
investigated. Microgels represent a versatile class of 
polymeric particles that allows the realization of a chemical 
tool box for on-demand production through the combination 
of various monomers, chemical approaches, architectures and 
microfluidic devices [7].  

II. EXPERIMENTAL SECTION 

A. Synthesis of Microgels 
Core were prepared by free-radical precipitation 
polymerization, using PEGDMA (MW 550) 1% (w/v) of 

total  concentration as monomer. Polymerization was carried 
out in a three-neck, 100 mL round-bottom flask to which a 
filtered, aqueous solution of all monomers and 1% (w/v) 
PVA were added. This solution was heated to ~ 65 ºC while 
being purged with N2 gas and stirred vigorously for ~ 1 h. 
Then KPS aqueous solution (0.06 w/v) as initiator and 
methacryloxyethyl thiocarbamoyl rhodamine B, dissolved in 
dimethyl sulfoxide (DMSO) and diluted with water 0.1 mM, 
were added to the stirred mixture. The solution was allowed 
to heat and stir for an additional 7 h while being purged with 
nitrogen gas. The rhodamine-labelled core microgels (R1-
core) were resuspended in deionized water to a concentration 
of 10 mg/mL and used as seeds for subsequent 
polymerization of additional PEGDMA cross-linked (0.5% 
w/v). Similarly to previous step, solution was heated at 65°, 
purged with N2 gas, stirred vigorously for ~ 1 h and finally 
KPS was added.  For the outer shell synthesis, to obtain 
double shell microgels with different contetnt of Fluo and 
AAc (R1-FxAAcx), a solution of R1-PEG microgels 
(10mg/ml) was heated to 65 ºC, followed by the slow 
addition of 10 mL of aqueous monomer solution containing 
PEGDMA (250 mg) and Acrylic acid (AAc) (concentration 
ranging from 3.6-36 mM). Then KPS (1mM) and Fluo (0.1-
0.3 mM) were added to initiate the polymerization. The 
reaction was allowed to proceed for 6 h. Afterwards double 
shell microgels were dialyzed for 15 days and purified 
several times by centrifugation (Fig. 1). 

III. RESULTS AND DISCUSSION 

A. Synthesis and characterization 
In this work, multifunctional microgels were obtained 
through a multistep procedure combining free-radical 
precipitation polymerization and seeding polymerization, 
using Poly(ethylene glycol) dimethacrylate as main cross-
linker. We were able to synthetize monodisperse microgels 
(R1-core) with a narrow size distribution (549 ± 7 nm), that 
are used as seeds for synthesis of complex multishell 
microgels architectures. Both first and second resulted 
monodisperse with a narrow size distribution of 724 nm (±16 
nm) for 1st shell and respectively 1389 nm (±162 nm),976 nm 
(±16 nm) and 1075 nm (±19 nm) for R1-F1AAc100 , R1-
F3AAc10 and R1-F3AAc100  (Table I). In-situ AFM 
measurements were performed using ScanasystBruker, and 
“ScanAsyst Fluid+” as probes. Experiments were performed 
in order to determine morphological features and swelling 
parameters useful to probe the inside structure of microgels. 
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TABLE I : Microgel’s recipes and their characteristic diameter (DLS). 
 
In-situ AFM measurements were conducted on all samples in 
dried form and at different pH. First we measured dried 
microgels, then an amount of PBS 10 mM pH>8 was added 
submerging all the microgels. The system was allowed to 
swell for at least 30 min and images were acquired. 
Afterwards, measurements in acid conditions were performed 
on the same regions by exchanging the medium (PBS 10mM 
at pH<3) allowing microgels to equilibrate for a period of 
time (about 30 min). Our microgels results to be pH-
responsive collapsing in acid and swelling to their maximum 
size in base above their pKa (pH>8).  
As depicted in Fig. 2, microgels in the swollen state tend lose 
their spherical structure remaining sticked on the substrate 
reaching on average a height far from the original one 
measured by DLS in solution. Our studies show that the 
measure of particle volume simply through the diameter 
results difficult and unreliable. Infact during the drying 
process, microgels are dried in vacuum at 40 °C producing an 
alteration of their original shape due to their softness. 
Moreover, in wet particles we can observe an irregular shape 
highlighted by the profiles taken in three different directions 
along the center of a microgel, which describe three different 
areas/volumes and bring to a misinterpretation of the real 
volume. For that reasons we calculated the volume of each 
particle and swelling ratio (Q) directly form AFM images by 
“Laplacian volume”[8]. 
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𝑉𝑉!
𝑉𝑉!

                  𝑄𝑄! =
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𝑉𝑉!

                           (1) 

 
These values were used to apply the equilibrium swelling 
theory [9] to investigate structural microgels parameters such 
as molecular weight between two neighboring crosslinks 
(Mc) and mesh size (ξ) [10]. 
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Qs show a constant increase from R1 to first and second shell 
microgels. Indeed the core result to have a higher density 
with respect to the adlayers according to synthesis recipe 
(Fig.3). On the other hand, while we were not able to 
calculate Qr for the not pH-responsive microgels (R1 and R1-
PEG), the swelling behavior in the relaxed state of double 
shell microgels showed an increasing trend that basically 
follows the increase of the monofunctional monomers (Fluo 

and AAc). Indeed they represent chain extenders as the 
relative ratio crosslinker/ monomer increase.  

IV. CONCLUSION 
In conclusion, here we show a flexible synthesis of 
fluorescently encoded double shell microgels and the 
investigation of bulk and surface properties by AFM. We 
successfully synthetized multifunctional microgels in a 
combination of precipitation and seeded polymerizations 
demonstrating the ability of the process to obtain well 
defined particles in terms of inner and outer shell chemistry. 
In particular we have shown that is possible to realize in a 
two-step synthesis complex architectures to accommodate 
additives (i.e. fluorescent dyes) in the inner part physically 
separated by superimposition of different layers at different 
composition. Further we demonstrated the possibility to 
include carboxyl groups on the outer layer that give rise 
responsivity to pH changes and the potential anchoring group 
for a capture molecule.  The results presented here, and in 
very recent studies of our group [11]-[12], suggest that such 
microgels represent a valuable tool for the realization of 
highly hydrated multifunctional particles with extreme 
flexibility and reproducibility to be used as carrier in 
diagnostics. Further work is now underway to exploit such 
multifunctional microgels in multiplex assays toward 
different clinically relevant targets. 
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Fig. 1 Schematic representation of core−shell microgel synthesis obtained by combining precipitation and seeded polymerizations. 

 

 
Fig. 2 (a) AFMimages of second shell microgels in the wet condition 

(b)Microgel profile taken in three different directions along one microgel. 
 
 
 

 

 
Fig. 3 Swelling ratio calculated in both the swollen and relaxed state for microgels (Qs, Qr):  

(a) core microgel (R1); (b) first shell (R1PEG); (c) second shell (R1F1AAc100); (d) second shell (R1F3AAc10); (e) second shell (R1F3AAc100) 
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Abstract—Mechanical properties of cells play an important 
role in many biological processes such as cell growth, migration, 
division and differentiation. Cell mechanics is mainly 
determined by the cytoskeleton and changes in such a crucial 
structure lead to pathological condition, including cancer. 
Measuring a cell’s rigidity provides information about its state 
and composition and may be viewed as a new mechanical 
marker. Atomic Force Microscopy (AFM) technique was 
performed to quantify the mechanical properties of living cells 
in order not only to discriminate between non-cancerous and 
cancerous cells, but also between cells with different metastatic 
potential. 
Keywords—Cancer, Mechanical Properties, Mechanosensing, 

AFM. 

I. INTRODUCTION 
ells are highly dynamic systems that continuously 
change their chemical and physical characteristics. Many 

aspects of cellular physiology rely on the ability to control 
mechanical stimuli across the cell. Mechanical properties of 
cells, indeed, play an important role in many biological 
processes such as cell growth, migration, division and 
differentiation. Cell mechanics is mainly determined by the 
cytoskeleton [1].The cytoskeleton carries out three broad 
functions: it spatially organizes the content of the cell; it 
connects the cell physically and biochemically to the external 
environment; and it generates coordinated forces that enable 
the cell to move and change shape. Given the widespread role 
of the cytoskeleton in cellular function, changes in such a 
crucial structure lead to pathological condition. Many 
diseases have now been associated with abnormalities in 
cytoskeleton, including cancer [2]-[4]. Intracellular 
pathological state influences cytoskeletal structure and 
function, changing the cell mechanical properties. From a 
general point of view, cytoskeletal strength and organization 
increase as a cell becomes more differentiated. In particular, 
during cancer progression, malignant cells undergo a 
transdifferentiation process, becoming softer than mature 
fully differentiated cells. The increased deformability allows 
cancer cells to infiltrate and invade tissues, and migrate to 
distant sites. Consequently, measuring a cell’s rigidity 
provides information about its state and composition and may 
be viewed as a new mechanical marker. The decrease in cell 
stiffness with malignant transformation has been observed in 
a variety of cancers such as breast cancer, lung cancer, renal 
cancer, prostate cancer, oral cancer, skin cancer [5]-[7]. 
Furthermore, the decrease in cell stiffness seems to be greater 

in cells with higher malignancy and metastatic potential [8]. 
For a very detailed mechanical phenotyping of the tumours, it 
is necessary to consider the crosstalk between the cells and 
their surrounding extracellular matrix (ECM). Tissue 
mechanobiology is the result of a self-sustaining combination 
of interactions generating between cells and their 
microenvironments: i) the cell may modify the environment 
chemically by the metalloproteinases secretion [9],[10], or 
mechanically and topographically by the generation and the 
transmission of forces [11],[12]; ii) the ECM, thanks its 
mechanical and topographic features, is able to induce 
structural modifications of the cytoskeleton and, then, to 
trigger different cell functions as a responsive adaptation 
Thus, during tumour progression, not only cells, but also 
ECM is affected to transformation: cell softening is generally 
combined with matrix stiffening. For this reason, it could be 
intriguing to study if changes in ECM architecture and 
mechanics may be sufficient for cancer cell normalization 
and tumour regression.  
To this aim in this work we investigated how cancer modified 
the mechanics of mesothelial cells. Using AFM technique we 
quantified the mechanical properties of a benign human 
mesothelium cell line, Met5A, and three human 
mesothelioma cell lines (MSTO, REN, MPP-89) with 
different metastatic potentials. First, we assessed the major 
compliance of the cancer cells compared to the healthy ones. 
Then, we associated mechanical phenotype information to the 
metastatic potential of each cell line by pairing analyses of 
migration and proliferation with mechanical classification. 
Finally, focusing the attention on the most aggressive cell 
line, the influence of ECM stiffness on cell mechanics and 
functions was outlined.  

II. MATERIALS AND METHODS 
 
The mechanical properties of a benign human mesothelium 

cell line, Met5A, and three human cancer mesothelioma cell 
lines (MSTO, REN, MPP-89) with different metastatic 
potentials, were quantified using AFM technique. The 
mechanical phenotype was associated to the metastatic 
potential of each cell line by comparing the mechanical 
classification to analysis of migration and proliferation. 
Moreover, to study the effects of ECM stiffness on cell 
mechanics and spreading, cells were cultured on 0.15 kPa 
and 30 kPa polyacrylamide hydrogels (PAAm). 

AFM investigation of Mesothelial Cells Mechanics and 
their mechanosensing of ECM with different stiffness 
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III. RESULTS 

A. Proliferation and Migration Analysis 

Mesothelial cells were classified on the basis of cell 
proliferation and migration, two parameters notoriously 
altered in cancer. We examined single cell migration and 
collective migration, through wound healing. Our results 
suggested that REN cells were the less aggressive, while 
MSTO and MPP89 cells displayed an higher metastatic 
potential. 

B. Cell Mechanics 
We analysed mechanical properties of human mesothelial 
single cells and cell monolayer. In both cases, control cell 
line (Met5A) was stiffer than mesothelioma cell lines. 
Moreover, cancer cells  showed different mechanical 
properties: their Young’s modulus decreased with the 
metastatic potential. 

C. Mechanosensing 
In order to investigate mechanosensing capacity of 
mesothelial cells, we analysed the effects of substrate 
stiffness variation on spreading area and cell migration. As 
expected, cell spreading and migration increased on stiffer 
polyacrylamide substrates.  
 

IV. CONCLUSIONS 
Atomic force microscopy indentation using a micro-sized 

spherical probe was carried out to characterize the elasticity 
of human mesothelial cells. We observed not only that cancer 
cells were softer than benign control, but also that malignant 
cell lines had different mechanical properties. Therefore, 
AFM technique was able not only to discriminate between 
non-cancerous and cancerous cells, but also between cells 
with different metastatic potential. Finally, it is well known 
that the ability of mechanosensing may be different 
depending on the tumour cell line, so we confirmed the 
capacity of mesothelial cells to respond to stiffness substrate 
changes. 
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Abstract—Activation of titanium surface with the carboxyl 
group was studied and the different pretreatments of titanium 
surface before carboxylation are analysed. The attempt to bond 
an important bioactive molecule as the chitosan on carboxylated 
titanium surface was analysed. 
Keywords—Titanium, surface, carboxylation, chitosan. 

I. INTRODUCTION 
Titanium and its alloys are the most utilized bone and dental 
implant materials due to their excellent physical, chemical 
and biocompatible properties [1], [2].	
However, titanium-based implant materials have specific 
complications associated with their applications, such as the 
loosening of implant-host interface owing to unsatisfactory 
cell adhesion and the susceptibility of the implants to 
bacterial infections [3]. Hence, it is fundamental to modify 
the titanium surface with bioactive molecules that enhance 
beneficial host cell responses, and in some cases inhibit 
pathogenic microbial adhesion [4]. 
The surface modification can be obtained via adsorption or 
covalent immobilization of bioactive molecules. Although 
adsorption is a simple procedure, it often requires a large 
quantity of reagents and suffers from a gradual loss of the 
adsorbed molecules from the implant site. On the other hand, 
the covalent functionalization results more stable than 
adsorption and the surface density and orientation of the 
immobilized molecules for specific physiological responses 
can be controlled [5].  
The titanium surface becomes spontaneously covered by a 
2−6 nm thick layer of TiO2. This surface of oxide is often 
activated by –OH groups that work as anchoring point to 
bond bioactive molecules. 
Recently we described the functionalization of poly (ε-
caprolactone) (PCL) via hydrolysis and subsequent lactose-
modified chitosan (chitlac) attachment [6]. 
In this study we investigated the chemical modification of  
titanium oxide surface by the carboxyl groups (-COOH) to 
immobilize later some bioactive molecules such as chitosan. 

II. RESULTS AND  DISCUSSION 
Liu and co-workers reported the carboxylation of TiO2 
nanoparticles by an easy method using chloroaceticacid [7]. 
We tried to apply this procedure to bond carboxylgroups onto 
the oxide layer on the titanium surface. 
The titanium foil was exposed to different treatments (A, B 
and C) before the carboxylation reaction using chloroacetic 
acid. In this way the best pretreatment to obtain a good 
activation of the surface with -COOH was evaluated. 

(A) A titanium foil without previous treatment was immersed 
in aqueous solution of chloroacetic acid and this solution was 
heated at 100 °C for 7 hours.  
(B) A titanium foil was heated at 400 °C for 4 hours to 
stabilize the layer of TiO2 on the surface, and then it was put 
to react in aqueous solution of chloroacetic acid. 
(C) A titanium foil was heated at 80 °C for 10 minutes in 
aqueous solution of HCl (18%). This acid etching 
pretreatment increased the surface roughness and allowed to 
obtain a uniform initial titanium surface before the 
carboxylation reaction. 
The three Ti foils (A, B and C) were dried in an oven at 80 
°C for 24 h to further remove the impurities, then the surface 
were analysed by FTIR. 
The FTIR spectra of samples A (fig. 1) and C show the 
presence of the carboxyl group due to the stretching of C=O 
(1750 cm-1), the methylene group (C-H stretch at 2950 cm-1) 
and the stretching of O-H (3350 cm-1) introduced by the 
carboxylation reaction. Instead, in the FTIR spectrum of 
sample B these characteristic bands were absent as in the 
FTIR spectrum of the sample of titanium foil that was not 
treated by chloroacetic acid solution at 100 °C for 7 hours.  
These preliminary results showed that chemical activation of 
titanium surfaces with carboxyl groups takes place on 
untreated surfaces with native oxide layer and on surfaces 
pretreated by acid etching. 
A preliminary analysis of sample A by ToF-SIMS (Time-of-
flight secondary ion mass spectroscopy) allowed to confirm 
the presence of  -COOH on the titanium surface. 
Among the polysaccharides the chitosan presents a wide 
range of biomaterial applications including antibacterial 
activity [8]. So we tried to bond this bioactive molecule onto 
the carboxylated Ti foil (C) using N-(3-
dimethylaminopropyl)-N’-ethylcarbodiimide (EDC), N-
hydroxysuccinimide (NHS) in a 2-morpholinoethane sulfonic 
acid (MES) buffer system. 
A preliminary analysis using ToF-SIMS of sample C treated 
by chitosan showed a mass spectrum that revealed a large 
number of peaks in common with the chitosan. 
These preliminary results are promising and we are 
encouraged to continue our investigations in this direction. 

III. CONCLUSION 
The titanium surfaces were activated by carboxyl groups, 

which are very useful anchoring point to bond bioactive 
molecules. The procedure of carboxylation is easy and was 
found to be efficient on titanium surface without previous 
treatment. The study and the characterization of the 

Activation of Titanium surface with carboxyl 
groups as anchoring for bioactive molecules 
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carboxylated titanium surfaces treated by chitosan could be 
investigated. 
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Fig. 1. ATR-FTIR spectrum of carboxylated titanium foil without previous treatment (sample A) 
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Abstract— Nowadays the importance of cytoskeleton and 
extracellular matrix (ECM) mechanical properties in cancer 
transformation is well established. Here we propose particle 
tracking microrheology as a technique to evaluate and correlate 
the nanomechanical properties of murine liver tissues to their 
pathophysiological condition at cell cytoskeleton and 
extracellular matrix level. We found that cancer transformation 
induces cell softening, as already observed in vitro systems, and 
extracellular matrix stiffening. 
Keywords—Mechanical Properties, Cancer, Particle Tracking 

Microrheology. 

I. INTRODUCTION 
owadays it is well-known the critical role of cell 
cytoskeleton in many cell functions, such as adhesion, 

proliferation,  migration and differentiation [1-3]. It is one of 
the main determinants of mechanical properties of cell [4,5]. 
Many works demonstrated that the complex process of 
malignant transformation and invasion involves marked 
alterations in the mechanical phenotype of the cell 
cytoskeleton and its surrounding microenvironment  [6,7]. In 
particular, during cancer progression cell cytoskeleton 
devolves from a rigid and organized structure to a more 
compliant state, which confers to the cancer cells a great 
ability to migrate and adapt to the extracellular environment 
[7]. We already observed that the malignancy and 
aggressiveness of one transformed murine tumor cell line, 
SVT2, is associated with profound reduction in cell-substrate 
adhesion and with altered organization of the actin bundles, 
high motility and reduced cell mechanical properties [8]. 
Nevertheless, most of these investigations are conducted in 
vitro systems, ignoring the role of the surrounding 
extracellular matrix. 
In this study, we analyzed normal and malignant murine 
biopsies in order to define the mechanical phenotype at cell 
and extracellular matrix level. 

 

II. MATERIALS AND METHODS 
 
Experiments were performed on murine specimens of 

normal liver and liver metastasis from renal cancer. Samples 
were obtained from Department of Oncology, University of 
Turin, Candiolo, Italy.  
In order to evaluate mechanical properties of cells and 
extracellular matrix we used particle tracking microrheology 
technique. This technique, introduced by Tseng et al. [9] 
allows to monitor the local viscoelastic properties of soft 
samples with high spatio-temporal resolution, collecting and 
analyzing the Brownian motions of particles introduced 

inside the sample using a ballistic gun (Bio-Rad, Hercules, 
CA). 
Starting from the acquired videos of beads embedded into the 
cells, the particle displacements were tracked. A more 
extensive description of the technique was given elsewhere. 
Once the nanoparticle trajectories had been obtained, mean 
squared displacements (MSDs) were calculated as 
 

Δ𝑟𝑟! 𝜏𝜏 = 𝑥𝑥 𝑡𝑡 − 𝜏𝜏 − 𝑥𝑥 𝑡𝑡 ! + 𝑦𝑦 𝑡𝑡 − 𝜏𝜏 − 𝑦𝑦 𝑡𝑡 !  
 
where angular brackets mean time average, τ is the time scale 
and t the elapsed time. 
Local viscoelastic properties of cell were extrapolated from 
MSDs by using the generalized Stokes–Einstein equation 
 

𝐺𝐺∗ 𝜔𝜔 =
𝐾𝐾!𝑡𝑡

𝜋𝜋𝜋𝜋𝜋𝜋ℑ! Δ𝑟𝑟! 𝜏𝜏
 

 
being 𝐺𝐺∗ 𝜔𝜔  the complex shear modulus, KB the Boltzmann 
constant, 𝜔𝜔 the frequency and ℑ! the unilateral Fourier 
transform of MSDs [10,11]. 
 

III. RESULTS 
We performed particle tracking microrheology experiments 

in order to correlate the nanomechanical properties of murine 
liver tissue to its pathophysiological state. Nanobeads were 
introduced into the samples through a ballistic method. in 
order to distinguish between cells and extracellular matrix, 
cell nuclei were labeled with a fluorescent dye. For clarity in 
comparing data, we presented the only dynamic elastic 
modulus G’, expressed as the ensemble averaged elastic 
modulus that nanoparticles probed once embedded in cell 
cytosol or extracellular matrix. Particle tracking 
microrheology analyses showed that cancerous 
transformation compromises mechanical integrity of cells  
and increases in a remarkable way the mechanical properties 
in ECM (Fig.2). In particular, cancer cells exhibited reduced 
mechanical properties compared to cells of healthy tissue, as 
consequence of a less structured cytoskeleton (Fig. 1). This 
result is in agreement with findings in 2D in vitro systems, 
confirming the idea that cytoskeleton cell softening is an 
essential prerequisite in cancer progression. Further, cancer 
transformation is also accompanied by extracellular matrix 
stiffening, as confirmed by increase of mechanical properties 
of matrix in tumor tissue. Many works demonstrated that 
matrix stiffening promotes tumor proliferation and 
invasiveness, by activating typical oncogenic signaling 
pathways.  

Nanomechanical Characterization of Healthy and Tumor 
Liver Tissues at Cell and Extracellular Matrix Level 
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IV. CONCLUSION 
In this study we analyzed the mechanical properties of 

murine biopsy tissue at cell and extracellular matrix level. A 
relevant finding of the work is that cancerous transformation 
is characterized by decrease of cytoskeleton mechanical 
properties also  in an ex vivo context. This result indicates 
that cell softening is an essential change, which confers to the 
cells the ability to escape from their native tissue and invade 
distant sites. The cancer progression is also accompanied by 
extracellular matrix stiffening, which promotes invasion and 
metastasis formation. 

Our results indicate that particle tracking microrheology 
can be used to get nanomechanical characterization at 
different scale levels in an interpretative and diagnostic 
context.   
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Fig. 1 Representative transmission images of healthy and tumor liver tissues. 
 

 
 
Fig. 2 Ensemble-averaged G’ in cells and extracellular matrix of healthy and tumor liver tissues. 
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Abstract— Magnetic Resonance Imaging (MRI) represents 
the first-line diagnostic imaging modality for numerous 
indications. It is a clinically well-established, non-invasive 
technique providing three-dimensional whole body anatomical 
and functional imaging. It takes advantage of the magnetic 
properties of water protons present in the body and their tissue-
dependent behaviour. Signal intensity in MRI can be enhanced 
by the administration of a contrast agent (CA) prior to 
scanning. The relaxivity of CAs is dependent on molecular 
motion, size, rigidity, and possible binding between CAs and 
other macromolecules. Thus, different strategies of MRI CAs 
design and synthesis have been developed to improve their 
efficacy. With the present work, we investigated the 
relaxometric properties of hydrogel-CA systems obtained 
through the combination of crosslinked hydrophilic biopolymers 
and commercially available MRI CAs. In this study, Hyaluronic 
Acid (HA) was used as the polymer due to its hydrophilic nature 
and established biocompatibility and biodegradability, whereas 
commercially available Gadolinium-DTPA (Gd-DTPA) was 
chosen as the contrast agent. Relaxometric properties of the 
HA/Gd-DTPA systems were studied by means of time-domain 
NMR relaxometry. Preliminary results suggest that the hydrogel 
matrix plays a significant role in the design of MRI CAs and can 
significantly impact on their relaxivity. 
Keywords— MRI, Contrast agents, hydrogels, relaxation 

enhancement 

I. INTRODUCTION 
Magnetic resonance imaging (MRI) is a noninvasive 

diagnostic technique used to obtain high-resolution 
anatomical and physiological images of the body, without the 
use of ionizing radiations [1]. Nevertheless, it suffers from 
low detection sensitivity, making difficult to highlight 
pathological areas and perform early diagnosis [2]. In order 
to overcome this limitation, MRI often requires the use of 
contrast agents (CAs) to be administered to the patient prior 
to examination. These CAs utilize paramagnetic metal ions 
and enhance the contrast in an MR image by positively 
influencing the water protons in the immediate surroundings 
of the tissue in which they localize [3]. Among them, chelates 
of Gadolinium (Gd) are the most popular paramagnetic 
imaging CAs used to produce a positive MR contrast. 

However, most of the clinically-used CAs are characterized 
by poor effectiveness in the high magnetic fields region (1.5 
T and above), which is of particular interest for clinicians, 
lack in tissue specificity and, in addition, can cause heavy 
allergic effects and serious nephrotoxicity. In order to 
overcome these limitations, there has been an increasing 
interest in studying physicochemical properties of MRI CAs 
and the impact that different strategies of design and 
synthesis have on their efficacy. 

Recently, many efforts have been devoted to the 
development of polymer-based carriers for MRI CAs, with 
particular reference to Gadolinium (Gd) chelates. Several 
studies, indeed, demonstrated that the polymer architecture 
plays a crucial role on different parameters, such as the water 
exchange time and the rotational correlation time, and 
influence the CA’s relaxivity [4]. Therefore, different 
nanostructures have been developed by combining Gd-
chelates with nanoparticles through encapsulation of the CA 
molecule inside an electrostatically crosslinked polymer [2] 
or conjugating different types of nanostructures with Gd-
chelates [5], [6]. 

In this context, we investigated the impact of polymer-CA 
and hydrogel-CA systems on the relaxometric properties of 
MRI CAs. The characterization of these systems, obtained 
through the combination of commercial MRI CAs and 
hydrophilic biopolymers, can give an insight into the 
development of novel hydrogel-based CAs without inducing 
chemical modifications or altering the biocompatibility of the 
original CA. 

II. MATERIALS AND METHODS 

A. Materials 
Hyaluronic Acid (HA) (Bohus Biotech, Sweden) with an 

average molecular weight of 420000 Da was chosen for the 
polymer matrix because of its biocompatibility, 
biodegradability and swelling properties. 

Commercially available Gd-DTPA (Sigma Aldrich) with 
molecular weight of 547.57 Da was used in this study as it is 
a well-known, low-risk CA. 

Divinyl Sulfone (DVS) (Sigma Aldrich) with molecular 
weight of 118.15 Da was used as crosslinking agent. Milli-Q 
water was systematically used for sample preparation and 
analysis. 

B. Sample preparation 
Polymer-CA solutions were prepared by dispersing HA and 

Gd-DTPA powders in distilled deionized water and then 
mixing using magnetic stirrer. Solutions at various 
polymer/CA molar ratios were prepared for the 
experimentation. 

Hydrogel-CA were prepared by adding Divinyl Sulfone 
(DVS) to the polymer solutions in order to chemically 
crosslink the polymer network. Hydrogels were prepared at 
different HA/DVS weight ratios. 

C. Relaxometric measurement 
Relaxation times were measured in a Bruker Minispec (mq 
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60) bench-top relaxometer operating at 60 MHz for protons 
(magnetic field strength: 1.41 T). The measurements were 
taken at 37°C, and before each measurement, the sample was 
placed into the NMR probe for about 15 min for thermal 
equilibration. The longitudinal relaxation times, T1, were 
determined by both saturation (SR) and inversion recovery 
(IR) pulse sequences. The relaxation recovery curves were 
fitted using a multi-exponential model. Relaxivity values, r1 
(mM-1s-1), were calculated from the slope of the regression 
line of 1/T1 versus concentration with a least-squares method. 
Data analysis was performed by means of Origin Pro 9.1 
SRO software (OriginLab Corporation, USA). 

III. RESULTS 
For the polymer-CA solutions, a slight increase in the 

relaxivity, ranging from 2% to 7%, with respect to the 
reference solution (Gd-DTPA in water) was observed. For 
hydrogel-CA systems, the relaxivity increases to an even 
greater extent, ranging from 12% up to 21%. 

IV. DISCUSSION AND CONCLUSION 
According to the Solomon–Bloembergen–Morgan (SBM) 

theory [7], relaxivity is related to some key parameters: the 
number of labile water molecules coordinated to the metal 
ion (q), residence time of the coordinated water molecule 
(τM), rotation correlation time of the complex (τR) and 
molecular diffusional correlation time (τD). The Gd-chelator 
determines the water exchange rate (kex) and number of 
coordinated water molecules (q). Decreased τD and τR 
generally yield increased relaxation rates at low magnetic 
fields (<1.5 T) [1]. 

Relaxometric measurements confirm that the presence of a 
polymer matrix can influence the characteristic parameters of 
the metal chelate, thereby providing an increase in the 
relaxivity. The obtained results suggest that the modulation 
of the hydrogel-CA properties could lead to increased CA’s 
relaxivity. Even though only modest increase in the relaxivity 
can be achieved for polymer-CA solutions, more significant 
relaxivity enhancement can be achieved in presence of the 
crosslinked structures. 

This could be a starting point to further study hydrogel-CA 
systems in order to achieve a deeper comprehension of the 
mechanisms regulating the interaction between commercial 
MRI CAs and hydrogel matrices. Further characterization 
studies are necessary to better understand the behaviour of 
CAs within polymeric matrices and optimize these structures 
in order to boost the CAs’ properties and, therefore, the 
performance of the MRI diagnosis. In addition, a better 
knowledge of the dynamics and properties of these complex 
systems could be scaled to nano-scale dimensions and inspire 
the development of a new class of nanostructured MRI CAs 
with highly tunable relaxometric properties. 
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Abstract — Because most episodes of back pain have 
inflammation as a contributing factor, anti-inflammatory 
medication such as non-steroidal anti-inflammatory drugs 
(NSAIDs) is often an effective pain medication treatment option. 
However oral NSAIDs consumption has been associated with 
significant gastrointestinal complications as ulceration and/or 
bleeding. Then, to reduce these drawbacks, we have designed 
and investigated pH sensitive nanoparticles systems for 
controlled and site specific delivery of diclofenac sodium, one of 
the most used anti-inflammatory. These nanoparticles were 
evaluated for surface morphology, particle size and size 
distribution, percentage drug entrapment and in vitro drug 
release. 

 
Keywords—Nanoparticles, Eudragit® S100, Diclofenac 

Sodium, pH-Sensitive delivery.  

I. INTRODUCTION 
The outstanding contribution of polymeric nanoparticles as a 
physical approach to alter and improve the pharmacodynamic 
and pharmacokinetic properties of various types of drug 
entities has been studied. In addition to their advantages, 
various polymers were extensively employed for the 
formulation of nanoparticles for the delivery of drug to 
increase the therapeutic benefits, while minimizing side 
effects.  
Polymeric nanoparticles systems by far the most studied 
organic particles in the literature. Majority of the contribution 
towards the field of site specificity is by polymeric 
nanoparticles. Wide classes of biocompatible and bio-
degradable polymers are available for the fabrication of drug 
loaded nanoparticles. The nature, surface charge and 
properties of the polymers controls important parameters of 
the formulation i.e. drug release, stability and forth (1). 
Several polymers have the characteristics of protecting the 
drug against the action of the enzymes and gastric fluids, 
which are in fact very acidic (pH=1–2), and the reduction of 
gastrointestinal irritation caused by drugs NSAIDs (2, 3). 
Therefore, different types of polymer have been extensively 
studied, such as Eudragit® S 100, methacrylic acid co-
polymers pH-dependent, that is soluble in intestinal fluid 
from pH 6 is widely used for the formulation of oral dosage 
forms (i.e., coating of tablets, matrix tablet). It is a 
polyacrylic resin that has been suggested to be used in 
microencapsulation for controlled-release applications due to 
its unique solubility profile (4). The free carboxylic acid 
groups make the polymer pH sensitive, being soluble at pH 
6–7.5 (5).  
Non-steroidal anti-inflammatory drugs (NSAIDs) are usually 
good candidates for the development of controlled release 
preparations, particularly through the oral route. NSAIDs are 
one of the most commonly used classes of medications 

worldwide. It is estimated that more than 30 million people 
take NSAID daily (6). However, gastrointestinal (GI) 
complications related to NSAID therapy are the most 
prevalent category of adverse drug reactions. Patients with 
arthritis are among the most frequent users of NSAID and are 
therefore particularly at risk for these side effects (7).  
Diclofenac, a phenylacetic acid derivative, was the first non 
steroidal anti-inflammatory agent to be approved.It acts going 
to compete with arachidonic acid for binding to cyclo-
oxygenase, resulting in decreased formation of 
prostaglandins. Diclofenac is more usually found as sodium 
or potassium salt with potent anti-inflammatory, analgesic, 
and antipyretic properties (8). 
The aim of this study was to develop and characterize 
diclofenac sodium-loaded Eudragit® S100 nanoparticles in 
order to obtain a pH sensitive system. Nanoparticles were 
prepared by the single emulsion method and characterized the 
formulation in terms of morphology, size, drug loading, and 
release.  

II. MATERIALS AND METHODS 

A. Materials 
Mowiol® 40-88 and anhydrous methanol were purchased 
from Sigma Aldrich (USA), Eudragit® S100 was supplied by 
Evonik (Germany). Diclofenac sodium was received as a gift 
sample from Dompé Farmaceutici (Aquila, Italy). All other 
chemicals and reagents were of analytical grade. 

B. Preparation of Eudragit® S100-Diclofenac Sodium 
Nanoparticles 
For encapsulating diclofenac sodium into Eudragit 
nanoparticles, 100 mg of Eudragit® S 100 was dissolved in 
anhydrous methanol. This solution was added into 8 mL of 
PVA solutions (Mowiol® 40-88, 3% w/v) containing 
diclofenac sodium in the amber glass vial, using a peristaltic 
pump at a flow rate of 1.0 ml/min while continuously stirring 
at 350 rpm with a propeller mixer. Finally, organic phases 
were evaporated under reduced pressure in a rotary 
evaporator at 40°C. After evaporation of the solvent, 
nanoparticles were recovered by ultracentrifugation at 20,000 
rpm for 15 min and washed with distilled water. The washing 
step was repeated once before nanoparticles were suspended 
in distilled water and lyophilized overnight. All batches of 
nanoparticles were produced at least in triplicate. 

C. Characterization of Nanoparticles 
Surface Morphology: The morphological examination of the 
nanoparticles was performed usingtransmission electron 
microscope (FEI Tecnai, Eindhoven, Netherlands). Briefly, 
10 µl of a suspension of nanoparticles (1 mg/ml) were laid on 
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a 300copper mesh grid with Lacey Carbon membrane, a 
specific support for TEM analysis. Then, the nanoparticles 
were treated with phosphotungstenic acid (2% w/v); the 
support was dried at room temperature and analyzed after 12 
hours. 

Particle Size and Zeta Potential: The size (Z-average mean) 
and zeta potential of the nanoparticles were analysed by 
photon correlation spectroscopy and laser Doppler 
anemometry, respectively, using a Zetasizer Nano (Malvern 
Instruments, UK). Size and zeta potential measurements were 
performed in triplicate following a dilution of the 
nanoparticles suspension in distilled water at 25°C. Each 
measurement was done in triplicate. 
HPLC Methodology: HPLC determination of Diclofenac 
Sodium concentration was done using a Waters HPLC 
system (Waters, USA) at 280 nm. The column used was a 
reversed-phase C18 column (Phenomenex Luna, 250×4.6 
mm, pore size: 5µm) with this solvent system: 
acetonitrile/water (60:40). An injection volume of 30 µl and a 
flow rate of 1.0 mL/min were used, and Diclofenac Sodium 
could be detected at retention time of 2.5 min. Linear 
correlation between peak area and Diclofenac Sodium 
concentration was obtained within the concentration range of 
1–80 µg/mL, with a limit of quantification of 1.05 µg/mL (R2 

= 0.999). 
Determination of Entrapment Efficiency and Drug Loading: 
To determine the diclofenac sodium content, nanoparticles 
were dissolved in acetone and diclofenac sodium was 
extracted with distilled water and determined by RP-HPLC. 
The experiments were performed in triplicate. The percent 
actual loading (DL) and percent encapsulation efficiency 
(EE) of nanoparticles were calculated as:  
 
Actual loading (%) = mg of encapsulated Diclofenac/100 mg 
microspheres; 
 
Encapsulation efficiency (%) = (actual Diclofenac loading/ 
Theoretical Diclofenac loading) x 100; 
 
Dissolution Test: To determine the release profiles of 
diclofenac Sodium in simulated gastrointestinal environment, 
a quantity of nanoparticles was dispersed in 10ml of pH 1.2 
simulating gastric fluid buffer. The drug release capacity 
within the fluid was tested for one hour, subsequently,0.2M 
sodium phosphate tribasic solution was added to the means of 
analysis in order to vary the pH up to value of 4 and then to 
6.8. At pre-established time intervals 1ml of fluid it was 
collected, centrifuged and analysed at a wavelength of 280 
nm using RP-HPLC method used previously. The amount of 
withdrawn sample was replaced with fresh buffer in order to 
maintain the sink conditions of the test. The parameters of 
temperature (37°C) and mechanical stirring (50 rpm) used are 
remained constant during the entire dissolution test. 

III. RESULTS AND DISCUSSIONS 
The Eudragit® S100 nanoparticles encapsulating Diclofenac 
Sodium were prepared by solvent emulsion method. This 
method offers many advantages; for instance, avoidance of 
toxic solvents such as dichloromethane which require long 
evaporation and purification time, uniform nanoparticles 

formation even under moderate stirring, and high 
nanoparticles yield that is acceptable for industrial 
application. 
The nanoparticles showed a narrow size distribution with 
average diameters in the range of 110–150 nm and low 
polydispersity values (Table 1). 
Generally, high negative zeta potential values are expected 
for pure anionic polymer (PLGA, Eudragit® L100, S100, 
etc.) nanoparticles due to the presence of carboxyl groups on 
the polymeric chain extremities. However, in this case, the 
zeta potential values are close to zero. The factor which 
might be responsible for such an effect can be the presence of 
residual PVA on the nanoparticles surface (9). 
All nanoparticles formulations showed good production 
yields and high entrapment efficiency of the model drug (79 
± 3.2% – 82 ± 6.6 %). 
The morphology of diclofenac-loaded nanoparticles was 
evaluated by TEM (Fig. 1). Nanoparticles prepared displayed 
a well-defined spherical shape with a smooth surface and 
narrow size distribution. 
The in vitro release profiles of Diclofenac Sodium loaded 
nanoparticles were studied in gradually pH-changing buffers 
(Fig. 2). Nanoparticles prepared exhibited a pH-dependent 
release property.At pH 1.2 diclofenac-loaded nanoparticles 
obtained are stable for the entire analysis time, similarly at 
pH 4.0, while at intestinal pH (7.0) the nanoparticles begin to 
degrade, releasing the drug over a period of about 2 hours. 
This test demonstrated the efficacy of these nanoparticles in 
sustaining the diclofenac sodium release in colon area.  
In conclusion we have achieved nanoparticles from the 
excellent chemical-physical and morphological 
characteristics able to release the drug only at the colon level, 
thanks to the use of pH-sensitive polymer and modified 
preparation method. 
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Dimensions (nm, n=5) 132 ± 20.2 

Zeta potential (mV, n=5) 0.095 ± 2.03 

PdI 0.204 
Table 1 : Physicochemical characteristics of Diclofenac 
Sodium-loaded nanoparticles 
 
 
 

 
Figure 1 : Scanning electron micrographs of Diclofenac 
Sodium-loaded nanoparticles at different magnifications 
	
	
	

 
Figure 2 : Release profiles of Diclofenac Sodium from 
nanoparticles in gradually pH-changing buffers	
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Abstract—A common approach in cancer treatment would see 
the inhibition of Matrix Metalloproteinases (MMPs) expression, 
which are proteolytic enzymes that play a key role both in 
physiologic processes and in tumor metastasis progression. 
Since that, this kind of approach may lead to the undesired 
impaired of numerous homeostatic processes so, in the light of 
these considerations, a novel approach may be the one that 
benefits from MMPs over-expression, instead of inhibiting it, in 
order to realise a stimuli responsive nanocarrier. 
To this aim, the purpose of this work was the design, the 
characterization and the in vitro cytotoxicity assay in 3D tumor 
spheroids of biocompatible and biodegradable nanoparticles 
made up of a  poly(D,L-lactic-co-glycolic acid) (PLGA) – block – 
polyethylene glycol (PEG) copolymer (namely PELGA), blended 
with a tumor activated prodrug (TAP) composed by a MMP2-
sensitive peptide bound to doxorubicin (Dox) and to PLGA 
molecule. The obtained devices allow the controlled release of 
the Dox and elicit cytotoxicity specifically upon MMP2 cleavage 
of the TAP. More interestingly, they sense the differences in the 
expression levels of endogenous MMP2 protein, thus modulating 
drug penetration within a three-dimensional (3D) tumor 
spheroid matrix, accordingly. Furthermore, the same prodrug 
has been produced without the MMP-sensitive linker as 
negative control, to evaluate the specific recognition of the 
MMP2 sensitive peptide sequence. Since that, the above studies 
hold promise for NPs testing on more complex in vitro tissue 
equivalents and for the possible application of these nanodevices 
in the field of nanomedicine. 
Keywords— Tumor activated prodrug, 
matrix-metalloproteinase, stimuli-responsive biodegradable 
nanoparticles, 3D tumor spheroids. 

I. INTRODUCTION 
VER the past few decades, there has been considerable 
interest in developing biodegradable polymeric 
nanoparticles (NPs) as effective drug delivery devices 

since these, when formulated correctly, can potentially 
reduce the drug dose needed to achieve therapeutic benefit 
decreasing the side effects associated with systemic drug 
delivery with great benefit to patients. Rather, NPs should 
satisfy two basic requirements such as carry the drug to reach 
the desired tumor sites and act specifically upon tumor cells 
without harmful effects to healthy tissue. These requirements 
may be enabled using passive targeting of drugs which takes 
advantages from the unique pathophysiological 
characteristics of the leaky tumor vasculature which permits 
an Enhanced Permeability and Retention (EPR) effect. A key 
challenge for improving passive drug delivery is to limit 
reticuloendothelial system uptake and to maximize the EPR 

effect [1]. To this aim, PEGylation, is a good strategy since, 
referring to an intravenous administration of drugs, promotes 
a prolonged circulation half-life and provide a hydrophilic 
environment, shielding NPs from immune recognition. This 
is due to specific PEG properties that are conveyed to the 
conjugated drug. The final structure is considered a prodrug, 
and the body fate of the drug reflects that of the polymer [2]. 
Stimuli-responsive nanocarriers, is now emerging as a family 
of specialized nano-sized active delivery vehicles that evolve 
with a specific cellular/extracellular endogenous stimuli that 
can modify the structural composition or conformation of the 
nanocarriers, promoting release of the active species to 
specific biological environment. Thus, NPs become an active 
participant in the therapeutic landscape, rather than an inert 
carrier molecule. An array of manifold enzymes, such as 
proteases, can be used as biochemical trigger [3]. 
Proteases, that are extracellularly expressed, such as the 
MMPs, are specific biomarkers of malignant tissues and are 
responsible for the proteolysis of the extracellular matrix and 
basement membranes and are required during tissue 
remodelling and angiogenesis associated to cancer invasion 
and metastasis progression [4]. So, these biochemical 
signatures can act as a trigger by introducing specific enzyme 
substrate sequence, such as peptides in NPs design. 
Several potential therapeutic agents based on MMPs and their 
inhibitors are under investigation for their ability to decrease 
the invasive capacity of cancer cells [5]. Anyway, MMPs are 
involved in numerous physiological and homeostatic 
processes, so with this approach the potential for adverse 
effects is high [6]. In the light of these considerations, a novel 
overture may be the one that benefits from the MMPs over-
expression in tumor sites, instead of inhibiting it, in order to 
realise a stimuli responsive nanocarrier, allowing a site 
specific drug release. 
Guarnieri et al. [7] propose the use of a novel nanocarrier 
able to carry safely doxorubicin in tumor tissues, and to 
respond to MMP-2 enzyme. The nanocarrier is composed by 
a spherical polystyrene NP covalently bonded with a prodrug 
composed by polyethylene glycol (PEG), a peptide sequence 
sensitive to MMP-2 and doxorubicin which is  an 
anthracycline antibiotic and works by intercalating DNA. The 
presence of the MMP-2 enzyme in situ, leads to the 
disruption of the bond between the peptide and the 
doxorubicin, with the consequent diffusion of the drug. These 
studies demonstrated that, in 2D cell culture, the produced 
nanocarrier is cytotoxic against all the cell lines used in the 
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presence of the enzyme, while no cytotoxic effects are 
observed in absence of the enzyme. 
Inspired by these encouraging results, here we have translated 
the TAP production technology to the fabrication of 
biodegradable systems based on FDA-approved materials.  

II. MATERIALS AND METHODS 
Nanoparticles were made up of a biodegradable poly(D,L-
lactic-co-glycolic acid) (PLGA) – block – PEG copolymer 
(namely PELGA), blended with a TAP composed by a 
MMP2-sensitive peptide bound to doxorubicin (Dox) at the 
C-terminus and to PLGA molecule at the N-terminus. The 
same prodrug has been produced without the MMP-sensitive 
linker as negative control (Figure 1). PELGA, TAP and 
PLGA-Dox were synthesized and synthesis purity was 
verified using NMR spectroscopy. TAP and Dox co-
polymers were mixed with PELGA copolymer to obtain NPs 
according to the nanoprecipitation method. The obtained 
devices were characterised and tested for their Dox release 
and ability to diffuse within a 3D tumor matrix model. 
Spheroids of human glioma cell line (U87-MG) and primary 
human dermal fibroblasts (HDF) were used as in vitro 
models of 3D tumor and healthy tissues, respectively and 
their MMP-2 expression was also characterized. To test the 
biological effect of NPs, the spheroids were incubated with 
PELGA-TAP and PELGA-Dox NPs for 24 and 48 h to 
confirm the specificity of action of PELGA-TAP NPs. 

III. RESULTS AND DISCUSSIONS 
The produced NPs were characterized in terms of size, ζ-

potential, stability and morphology. DLS measurements 
showed that NP diameter was below 100 nm with a 
polydispersity index (PDI) < 0.2 with and without TAP. The 
surface charge was negative, with very slight differences 
among the NPs. Moreover, NPs are stable in aqueous media 
up to two weeks. SEM and Cryo-TEM images of PELGA 
NPs, show that NPs are spherical and with a regular shape. 
Finally, we tested NPs ability to release Dox in vitro upon 
exposure to free MMP2 enzyme, performing a cleavage assay 
to obtain the in vitro release profiles of Dox from PELGA-
TAP and PELGA-Dox NPs. Results show that in the absence 
of MMP2 enzyme, 25% of Dox has been released within 24 h 
while, in the presence of the enzyme, ~ 40% of Dox release 
has been observed in the same time frame. For longer release 
times, the effect of MMP2 is more apparent and, after 36-48 
h, Dox release percentage has been found to be roughly two-
fold higher in the presence of the enzyme. The release of Dox 
in the absence of MMP2-sensitive peptide linker was the 
same, with and without enzyme treatment. In particular, the 
percentage of released Dox in these conditions is comparable 
to the percentage of drug released from untreated PELGA-
TAP NP (Figure 2). 

The expression and the enzymatic activity of endogenous 
MMP2 secreted by U87-MG and HDF cells were verified by 
indirect immunofluorescence and results shows that tumor 
cells express greater levels of MMP2 protein than healthy 
cells. Moreover, zymography results demonstrate that, for 
U87-MG cell line, in cell culture medium, the amount of 
secreted MMP2 enzyme in its activated form was 8.4 fold 
higher than for HDF cells (Figure 3). 

In order to demonstrate the ability of PELGA-TAP NPs to 

sense the differences in expression levels of endogenous 
MMP2 enzyme and, hence, induce Dox release upon specific 
enzymatic cleavage, U87-MG and HDF cell spheroids were 
used as in vitro models of a tumor and a healthy tissue, 
respectively and treated with PELGA-TAP and PELGA-Dox 
NPs. At first, the diffusion of free Dox through the spheroid 
matrix was evaluated by confocal microscopy analysis. Z-
sectioning projection images show the presence of a 
fluorescence signal within U87-MG tumor spheroids after 24 
h exposure to PELGA-TAP NPs. Moreover, spheroid 
fluorescence was found to be rapidly increasing over time, 
therefore indicating Dox accumulation within the spheroid 
bulk and, as a consequence, spheroids tend to disaggregate 
after 48h of incubation with PELGA-TAP NPs. On the other 
hand, a very low fluorescence signal was observed in the case 
of U87-MG spheroids treated with PELGA-Dox both for 24h 
and 48h incubation. More interestingly, HDF spheroids have 
shown a lower fluorescence signal than U87-MG spheroids, 
with a less significant difference in fluorescence intensity 
between PELGA-TAP and PELGA-Dox NP treatment than 
U87-MG spheroids (Figure 3). 

IV. CONCLUSIONS 
The results presented in this work suggest that the PELGA-

TAP NPs can deliver Dox specifically upon enzymatic 
cleavage and promote drug penetration within 3D tumor 
spheroids. Therefore, the proposed PELGA-TAP NPs are 
able to merge the biodegradability/biocompatibility of 
PELGA with active mechanisms of Dox release and tumor 
penetration. The clear comprehension of how PELGA-TAP 
NPs may translate into actual therapeutic effects is still 
unknown and deserves further investigation. In this context, 
the produced NPs hold promise as a useful tool for in vivo 
investigations aimed at an improved therapeutic efficacy of 
the conjugated drug payload. 
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Figure 1 Schematic representation of PELGA-TAP and PELGA-Dox NP formulations 
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Figure 2 Scanning electron microscopy of PELGA-TAP NPs (A) and Cryo-TEM of PELGA-Dox NPs (B). The insets in A and B show images 
at higher magnification. Formulation, size, PDI and ξ-potential of PELGA-TAP and PELGA-DOX NPs (C) In vitro Dox release profile from 
PELGA-TAP NPs at 37°C in presence (black circles) and absence (white circles) of 20 nM MMP2 enzyme (D); Dox release percentage from 
PELGA-Dox and PELGA-TAP NPs after 24h incubation with and without MMP2 enzyme treatment at 37°C (E). Data are reported as mean ± 

standard deviation (SD). p < 0.05 was considered statistically significant. 
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Figure 3 MMP2 expression levels in U87-MG and HDF cells. Indirect immunofluorescence of MMP2 protein (green) in U87-MG and HDF. 
Blue: DAPI staining of nuclei. Scale bar: 10 µm (A). Gelatin zymography showing the MMP2 activity of the two cell types used in this work 

(B). Distribution of Dox within U87-MG and HDF spheroid matrix upon 24 and 48 h incubation with PELGA-TAP NPs and PELGA-Dox 
NPs. Maximum projection of z-sectioning confocal images of Dox (red) in spheroids and transmitted light images of spheroids for U87-MG 

(C) and HDF (E). Fluorescence intensity distribution of Dox diffused into the spheroid matrix for U87-MG (D) and HDF (F). The y axis 
represents normalized pixel counts and the x axis represents the pixel fluorescence intensity expressed as gray scale values (scale range 0 – 

255). Scale bar: 200 µm. 
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Abstract— In the field of tissue engineering the choice of 
materials is of great importance. A large number of synthetic 
and natural materials have been used to this purpose. In this 
work, we describe the use of Electrospinning technique for the 
manufacturing of an elastic fibrous scaffold for tissue 
regeneration. PCL and synthetic elastin were used as model 
materials and processed into nanometric fibers. 

.  
Keywords—Electrospinning, tissue engineering, fibers, 

scaffolds. 

I. INTRODUCTION 
electrospinning is a simple and versatile top-down 
approach for fabricating uniform ultrafine fibers in a 

continuous process. Electrospinning offers several 
advantages, such as easy control of porosity, fiber size, and 
morphology among others; an effort has been made to 
fabricate micro/nanofibers with desired morphologies, such 
as aligned fibrous array and fibrous patterns (Teo WE. et al. 
2011). The principle of electrospinning operation is based on 
the application of a high potential difference (Kilovolt) 
between two electrodes. Such electrodes are constituted, 
respectively, by a capillary metal (cathode) -that contains the 
molten or dissolved polymer to be processed- and a plate of 
copper or aluminum (anode) -on which the collection of the 
fibers takes place (Travis J. et al. 2008). Various materials 
can be electrospun including: biodegradable, non-degradable, 
and natural materials (Travis J. et al. 2008). A huge variety of 
scaffolds have been fabricated through the use of 
electrospinning using different types of synthetic polymers, 
such as PCL or PLGA (Shinoka T. et al. 1998). Recent 
research have shown promising results using electrospun 
scaffolds containing biopolymers blended with synthetic 
polymers (Swindle-Reilly et al 2014). Some researchers have 
developed nanofibrous scaffolds based on PCL blends of 
collagen and elastin (Li et al. 2005). 
From the biological point of view, the scaffold should be 
structurally and morphologically similar to the extracellular 
matrix (ECM). Therefore, important tasks are cell-material 
interaction, sensitivity to proteases and the release of 
cytokines. The ECM has a fibril composition and a viscous 
character and such structure significantly influence the cell-
biomaterial interaction (Alicia Fernandez-Colino et al.). 
In this work, we use PCL and Elastin to obtain fibrous 
matrices that could be used as scaffolds for tissue 

regeneration. A thorough study of the influence of voltage, 
flow rate and distance was carried out in order to determine 
the appropriate parameters to obtain fibrous mats.  
2,2,2-Trifluoroethanol was used as solvent to dissolve Elastin 
polymers at 20% (w/v). Thanks to the high volatility and 
chemical characteristics, we obtain fibrous matrices. PCL 
was dissolved using Chloroform as solvent using the same 
concentration as for the Elastin, 20% (w/v). Microscopy 
images revealed nanofibrous structures mainly composed of 
fibers with nanometrical dimensions (fig 1 and 2). 

II. CONCLUSION 
 

In this work, we describe the fabrication of nanometric 
fibers that could be used as biodegradable scaffold for tissue 
regeneration purposes. Fibers without beads and defects were 
obtained using different process parameters. 
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Figure 1. Scanning Electron Microscopy image of PCL and Elastin fibers 
obtained from 20% (w/v) solution in Chloroform and 2,2,2-Trifluoroethanol. 
Process parameters are 18 kV, 1 ml/h and 20 cm for PCL (A) and 20 kV, 0.3 
ml/h, 20 cm for Elastin (B). 
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Abstract—  In recent years, advances in biomedicine are 
combined in the emerging field of Engineering Tissue (TE) that, 
by using innovative strategies, attempts to develop methods that 
allow for the repair and regeneration of damaged organs and 
tissues. The necessity of having to resort to new models in vitro, 
is born from the ban on use of animal for the study of 
substances and cosmetic products, as defined by the recent 
decree 76/768/EEC. Since recently various international 
companies have developed specific expertise in the design of 3D 
tissues in vitro for a variety of applications, has been explored 
the possibility of developing skin equivalent models as a 
platform for testing cosmetic products. The skin equivalent 
models designed by us, are realized with an innovative approach 
that guarantees the 3D tissue to mimic the characteristics of 
human skin in terms of complexity, organization, structure, and 
response to specific stimuli, differing from existing models 
present on the international market.  

Keywords— human skin equivalent, cosmetics, extracellular 
matrix. 

I. INTRODUCTION 

IN recent years, the Tissue Engineering (TE), has gained 
ground in the biomedical and scientific and today is a new 
emerging discipline that consists of a series of many 
applications that combine the life science methods and 
principles with engineering ones, in order to repair and 
regenerate organs and tissues [1]-[4]. The first 3D tissue 
models made through the application of knowledge of TE 
were equivalent skin, bone, cornea and cartilage, most 
frequently damaged tissues [5]. 
Until the early 2000s, all that test performed cosmetic 
companies before putting a finished product on the market, 
were tested on animals [6]. Tests conducted on animal 
models have always aroused the need for reaching out to 
alternative methods what did not violate the dignity of living 
beings and intentions these they brought to the construction 
of a community regulation, the decree 76/768 / EEC what, 
one from leaving 2009 prohibits the use of animals for 
toxicological data collection of cosmetic ingredients [7],[8]. 
The Directive therefore puts an end to animal testing, in 
establishing maximum two prohibitions line: 

1) testing ban is forbidden to test finished cosmetic 
products and their ingredients on animals; 

2) prohibition of the placing on the market: the placing on 
the market of finished cosmetic products or contain 

ingredients that are tested on animals [9]-[11]. 
In order to study the effects of cosmetic products and various 
substances, a variety of three-dimensional skin model 
generated in vitro have been developed, by cultivating human 
dermal fibroblasts in exogenous collagen matrices, or 
biopolymers to simulate the structure of the dermis, and 
keratinocytes seeded on models of dermis or on 
polycarbonate filters at the air-liquid to allow the epithelial 
differentiation and support the keratinization of the 
epithelium. These models are known in the literature as HSE, 
Human Skin Equivalent and RHE (Reconstructed Human 
Epidermis) [12]. 
In the vast scenario of reconstituted skin models and in the 
cosmetics industry, various international companies emerge, 
which have developed experience and expertise in the field of 
cell biology and TE, producing tissue models that are now 
the main testing platforms available on the market. The most 
prestigious companies that have aroused our interest are 
Mattek Corporation, L'Oreal and Henkel. The models of 
these companies have been investigated in detail and 
compared by several research groups, in order to understand 
the features and the various uses in the cosmetic industry. 
These models of skin and epidermis are employed in large 
scale for numerous applications such as corrosion tests, tests 
of irritation, phototoxicity, genotoxicity, oxidative tests, 
transdermal drug delivery, and are currently the most used by 
the cosmetic and pharmaceutical industries [9]-[12]. 
These known models lack of complexity, and of an adequate 
characterization of the dermal portion , since the endogenous 
extracellular matrix (ECM) is completely absent [11] . 
This work aimed not only, to the realization of the in vitro 
skin equivalent model in a large scale, but also to the 
development of protocols that are aimed at the validation of 
our model as an effective platform for testing cosmetic 
products. 

II.  METHODS AND RESULTS 
The HSEs production process is essentially divided in two 
phases: in the first phase, the cells (human dermal fibroblasts) 
are put in contact with a scaffold made from biodegradable 
microparticles of gelatin with interconnected porosity 
comprised in a range between 75-150 microns. The dynamic 
culture system, realized in spinner flask, allows the kinetic 
movement of the cell suspension in order to generate 

Scale-up of 3D-skin equivalent production 
process for cosmetics testing 

 
F. Rescigno1,2,3, C. Casale3 , F. Urciuolo1, G. Imparato1 and P. A. Netti 1,2,3 

 
1 Center for Advanced Biomaterials for Health Care@CRIB Istituto Italiano di 

Tecnologia, Largo Barsanti e Matteucci n. 53, 80125 Napoli, Italy. 
2 Department of Chemical, Materials and Industrial Production Engineering 

(DICMAPI), University of Napoli Federico II, P.le Tecchio 80, 80125 Napoli, Italy 
3 Interdisciplinary Research Centre on Biomaterials (CRIB), University of Napoli 

Federico II, P.le Tecchio 80, 80125 Napoli, Italy 



218

BIOMATERIALI
 2 

microtissues precursors (µTPs) as “modules”. When the µTPs 
have produced a sufficient amount of ECM, it can proceed to 
the next stage, where the modules are assembled together to 
obtain a 3D structure, which at this stage will represent the 
dermis. The µTPs are assembled in a "maturation chamber", 
consisting of two metal grids, adapted to the passage of 
nutrients, and a mold of polydimethylsiloxane (PDMS) in 
which the modules are collected together; two teflon rings, 
screws and bolts seal the system.  During this phase, the 
microtissues are assembled, thanks to the cells that migrate 
from one module to another, continuing to produce ECM 
(Fig.1). After this stage of assembly is proceeds to the next 
step, in which, the maturation chamber are opened to extract 
the dermis models and continue with the seeding of human 
keratinocytes on the surface. In order to ensure cell 
proliferation, followed by a phase of the "submerged" of 
about 6 days, in which the system is completely submerged 
by the culture medium supplemented with CaCl2 at low 
concentrations . To enhance the differentiation of the cells 
and the epithelial stratification over a period of 14-21 days, 
we proceed to the stage of "air-liquid interface" exposing 
sample surface to air and increasing CaCl2 concentration in 
the culture medium (Fig.2).  
 We standardize the process and develop an industrial 
production that requires the use of various resources, since it 
is essential to ensure a continuity in the production, according 
to precise criteria and timing perfectly scanned, so as to make 
available a substantial number of tissue to respond to any 
market applications (Fig. 3). 
 

III. CONCLUSION  
 

The development of our human skin  models aims to 
optimize new protocols and quick tests, which exceed the 
limits and the timing of the histological analysis, and that 
they are innovative because not achievable on models already 
known. Our HSE could be used for the evaluation of the 
damage to ECM induced following exposure to UV and X-
rays, analysing the reorganization of  ECM and its 
mechanical properties; observation of elastosis phenomenon 
in response to UV and X-ray irradiation and oxidative stress 
in order to validate this models as the best platform for 
cosmetics testing. 
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Fig. 1 The multistep process of human dermis equivalent models. 

Fig. 2 Fabrication of human skin equivalent. 

Fig. 3 Human dermis equivalent at the end of process. 
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Abstract— A di-vinyl fumarate Polycaprolactone has been 
developed for tissue engineering applications using a one-step 
synthesis and functionalization method based on Ring Opening 
Polymerization (ROP) of ԑ-caprolactone, with Hydroxyl Ethyl 
Vinyl Ether (HEVE). The polymer has been successfully 
employed, in combination with N-vinyl Pyrrolidone (NVP), to 
fabricate films and computer-designed porous scaffolds by 
micro-stereolithography (µ-SL) with Gyroid and Diamond 
architectures. Characterization of the networks indicated the 
influence of NVP content on the network properties. Human 
Mesenchymal Stem Cells (hMSCs) adhered and spread onto 
VPCLF/NVP networks showing good biological properties and 
no cytotoxic effect 
Keywords— Photocrosslinkable polymer, Polycaprolactone 

fumarate, biocompatibility, stereolithography. 

I. INTRODUCTION 
APID Prototyping technologies are increasingly 
demonstrating the great potential for fabricating 

biocompatible 3D structures with precise control of the 
micro- and macro-scale characteristics [1],[2]. Despite it 
being the first commercialized RP technology, the use of 
Stereolithography (SL) in Tissue Engineering has not been 
significantly explored, probably due to the lack of 
commercially available implantable or biocompatible 
materials [3]. An ideal scaffold design should be able to 
provide the necessary properties to satisfy simultaneously the 
biological and mechanical requirements for optimal bone 
tissue regeneration [4]. Stereolithography is able to reproduce 
with high resolution complex 3D structure that can 
simultaneously control the external shape that anatomically 
fit the bone defect but also create a perfect defined internal 
structure to enhance an optimum vascularization and then 
bone reconstruction. Typically, photocrosslinkable resins are 
composed of mixtures of two or more monomers that 
combine a relatively viscous dimethacrylate base monomer 
[5]. The diffusion of unpolymerized methacrylates is one of 
the most important factors causing irritation in tissues [6]. 
Stannous Octoate Sn(Oct)2 has been widely used as the 
initiator for ROP of CL and, although very efficient, its 
cytotoxicity, has recently caused deep concern about 
biosafety of the materials synthesized from it and used for 
implantation purpose [7], [8]. In this work, a novel Sn-free 
catalyst has been used for the ROP of CL, achieving more 
than 95% monomers conversion at room temperature, with 4-
hydroxyethyl vinyl ether (HEVE) as both initiator and photo-
curable functional group. Fumarate functional group has been 
added to this precursor, to improve the degrees of reticulation 
in order to realize refined 3D scaffolds for bone tissue 

regeneration.  

II. EXPERIMENTAL METHODS 

A. Polymer synthesis 
A Sn-free catalyst based on Al [9] has been used in the 

polymerisation of CL at room temperature, coupled with 
HEVE as photocurable initiator [10], according to the scheme 
below (Figure 1). The ratio initiator/CL has been varied to 
achieve a range of Mw comprised between 2000 and 5000 
g/mol, as determined via rheological experiments and NMR. 
Following the synthesis of the vinyl-terminated PCL, its 
reaction with fumaryl chloride results in chains containing 
photocrosslinkable vinyl units at both ends and in the middle 
of the chain in order to obtain a divinyl-fumarate-PCL 
(VPCLF). Networks were formed from VPCLCF by UV 
irradiation (365 nm) using Lucirin TPO as a biocompatible 
initiator, Orasol Orange Gas dye and N-Vinyl-2-pyrrolidone 
(NVP) as reactive solvent. 

B. Polymer characterization 
The resulting polymer was characterized by its specific 

molecular weights, functional end groups and transition 
temperatures, using several techniques including Rheometry, 
Nuclear Magnetic Resonance (NMR), Fourier Transformed 
Infrared Spectroscopy (FTIR), Differential Scanning 
PhotoCalorimetry (DPC) and Differential Scanning 
Calorimetry (DSC). Photo crosslinked disk-shaped specimens 
(diameter 6 mm) of VPCLF/NVP were seeded with human 
mesenchymal stem cells (hMSCs) to assess material’s 
biocompatibility. 

C. Mathematically defined scaffolds  
In order to design a suitable scaffold for tissue engineering 

our approach was to use the family of Triply Periodic 
Minimal Surfaces (TMPS) as pore morphology. TMPS 
structures are a remarkable class of minimal surfaces that can 
be generated by trigonometric equations. This advanced 
approach consists on designing sophisticated 3D porous 
structures using the periodicity of trigonometric equations 
Mathematically defined porous structures with Gyroid (1) 
architecture were prepared using the VPCLF/NVP resin [11]. 
 The following trigonometric functions with boundary 
conditions x, y = [-6π,6π] and z = [-3π,3π] were used: 

Cxzzyyx =⋅+⋅+⋅ )sin()cos()sin()cos()sin()cos(  (1) 

To obtain porous structures with porosities of approximately 
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50-60%, offset values “C” of 0.5 are required. Rhinoceros 
software was used to scale the CAD-files of the two 
architectures to the desired dimensions. 

D. Morphological characterization of scaffolds  
Scanning electron microscopy (SEM) was performed in 

order to obtain qualitative information regarding the 
morphology and pore characteristics of the built 
VPCLF/NVP structures. The specimens were gold sputtered 
and observed with a FEI QUANTA 200 FEG scanning 
electron microscope. Nondestructive structural analysis was 
performed by micro-computed tomography (µ-CT) using a 
SkyScan 1172 micro-CT scanner (Bruker) at 5.45 µm 
resolution. 

III. RESULTS AND DISCUSSION 

A. Synthesis of VPCLF 
The polymerization of ε-caprolactone with the 

methylaluminum bis (2,6 ditertbutyl-4-methylphenolate) 
system proceeded smoothly at room temperature to give a 
polyester showing a reasonably narrow molecular weight 
distribution (MWD). PCL with a range of molecular weight 
ranging from 1.5 - 6 kDa were successfully synthesized but 
only the lower molar weight PCL (1.5kDa, VPCLC) was 
used for the following fumarate reaction. Nuclear Magnetic 
Resonance (NMR), Fourier Transformed Infrared 
Spectroscopy (FTIR), Differential Scanning 
PhotoCalorimetry (DPC) and Differential Scanning 
Calorimetry (DSC). NMR and FTIR confirm the presence of 
functional groups linked to the PCL oligomers 

B. Characterization of VPCLF/NVP network 
Networks were formed from VPCLF macromers and NVP 

by UV irradiation (365 nm) using Lucirin TPO as a 
biocompatible initiator. The NVP content was varied from 30 
to 50 wt % and the network properties were evaluated. The 
gel content of the networks obtained after a photo-
polymerization for 20 min was above 85% in all samples. 
Due to the hydrophilic character of NVP, the water uptake of 
the networks increases by increasing NVP content. The 
results suggest that hydrophilicity of the resulting networks 
can readily be adjusted and materials ranging from 
hydrophobic glassy polymer networks to hydrogels can be 
prepared. 
To assess the suitability of these networks for cell culturing 
and tissue engineering, initial cell adhesion experiments were 
performed. hMSCs cells adhered well to the VPCLF/NVP 
networks, showing a spread morphology and this 
representative morphology is a positive sign that cells have a 
good biocompatibility and affinity for the VPCLF/NVP 
materials. Our results demonstrated that the materials 
appeared not to be cytotoxic neither show a negative 
response to cell adhesion. It can be stated that VPCLF/NVP 
network films are suitable substrates for cells culturing. 

C. Mathematically defined structures 
We prepared porous VPLCF/NVP network scaffolds with a 

Gyroid architectures. These architectures are mathematically 
defined, allowing precise control of porosity and pore size of 
a fully inter-connected pore network. Such built structures 

have been realized in less than 4 hours and they are presented 
in Fig. 2. Gyroid geometries have a large specific surface 
area and high pore interconnectivity. These characteristics 
make it an excellent architecture for tissue engineering, as it 
enables cell-seeding at high densities, and allows 
homogeneous distribution of cells and flow of nutrients 
throughout the scaffold. 

IV. CONCLUSION 
The major objective of this study was to create 

biocompatible PCL scaffolds with a controlled internal 
structure for bone tissue engineering. Results proved that it is 
possible to obtain biocompatible porous scaffolds with a 
refined micro architecture by stereolithography technique 
using VPCLF/NVP photocurable resin. 
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50-60%, offset values “C” of 0.5 are required. Rhinoceros 
software was used to scale the CAD-files of the two 
architectures to the desired dimensions. 

D. Morphological characterization of scaffolds  
Scanning electron microscopy (SEM) was performed in 

order to obtain qualitative information regarding the 
morphology and pore characteristics of the built 
VPCLF/NVP structures. The specimens were gold sputtered 
and observed with a FEI QUANTA 200 FEG scanning 
electron microscope. Nondestructive structural analysis was 
performed by micro-computed tomography (µ-CT) using a 
SkyScan 1172 micro-CT scanner (Bruker) at 5.45 µm 
resolution. 

III. RESULTS AND DISCUSSION 

A. Synthesis of VPCLF 
The polymerization of ε-caprolactone with the 

methylaluminum bis (2,6 ditertbutyl-4-methylphenolate) 
system proceeded smoothly at room temperature to give a 
polyester showing a reasonably narrow molecular weight 
distribution (MWD). PCL with a range of molecular weight 
ranging from 1.5 - 6 kDa were successfully synthesized but 
only the lower molar weight PCL (1.5kDa, VPCLC) was 
used for the following fumarate reaction. Nuclear Magnetic 
Resonance (NMR), Fourier Transformed Infrared 
Spectroscopy (FTIR), Differential Scanning 
PhotoCalorimetry (DPC) and Differential Scanning 
Calorimetry (DSC). NMR and FTIR confirm the presence of 
functional groups linked to the PCL oligomers 

B. Characterization of VPCLF/NVP network 
Networks were formed from VPCLF macromers and NVP 

by UV irradiation (365 nm) using Lucirin TPO as a 
biocompatible initiator. The NVP content was varied from 30 
to 50 wt % and the network properties were evaluated. The 
gel content of the networks obtained after a photo-
polymerization for 20 min was above 85% in all samples. 
Due to the hydrophilic character of NVP, the water uptake of 
the networks increases by increasing NVP content. The 
results suggest that hydrophilicity of the resulting networks 
can readily be adjusted and materials ranging from 
hydrophobic glassy polymer networks to hydrogels can be 
prepared. 
To assess the suitability of these networks for cell culturing 
and tissue engineering, initial cell adhesion experiments were 
performed. hMSCs cells adhered well to the VPCLF/NVP 
networks, showing a spread morphology and this 
representative morphology is a positive sign that cells have a 
good biocompatibility and affinity for the VPCLF/NVP 
materials. Our results demonstrated that the materials 
appeared not to be cytotoxic neither show a negative 
response to cell adhesion. It can be stated that VPCLF/NVP 
network films are suitable substrates for cells culturing. 

C. Mathematically defined structures 
We prepared porous VPLCF/NVP network scaffolds with a 

Gyroid architectures. These architectures are mathematically 
defined, allowing precise control of porosity and pore size of 
a fully inter-connected pore network. Such built structures 

have been realized in less than 4 hours and they are presented 
in Fig. 2. Gyroid geometries have a large specific surface 
area and high pore interconnectivity. These characteristics 
make it an excellent architecture for tissue engineering, as it 
enables cell-seeding at high densities, and allows 
homogeneous distribution of cells and flow of nutrients 
throughout the scaffold. 

IV. CONCLUSION 
The major objective of this study was to create 

biocompatible PCL scaffolds with a controlled internal 
structure for bone tissue engineering. Results proved that it is 
possible to obtain biocompatible porous scaffolds with a 
refined micro architecture by stereolithography technique 
using VPCLF/NVP photocurable resin. 
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Abstract— Topography of material surface is known to exert a 
potent influence on cell fate and functions at different levels: from 
adhesion up to differentiation. Different techniques have been 
developed to fabricate micro- and nano-patterns to evaluate cell 
behavior. Here we investigated the response of NIH-3T3 cells to 
dynamic reversible topographic patterns on azopolymer films. 
Switchable reversible patterns were realized by single laser beam 
technique and were erased with incoherent light. This study paves 
the way toward a real-time investigation of the 
material−cytoskeleton crosstalk caused by the spatial and time 
changes of topographic signals. 

Keywords— cell behavior, reversible pattern, topography, 
azopolymers 

I. INTRODUCTION 
HE most notable cellular structures that mediate 

material-cytoskeleton interactions are molecular 
complexes called focal adhesions. These are dynamic 
structures that involve the recruitment, interaction and 
turnover of several molecular components. The integrins are 
relevant molecules that connect ligands of the extracellular 
space to the cytoskeleton, and are responsible for transmitting 
exogenous stimuli to the cell. The number and shape of cell 
components and the organization of focal adhesion are of 
particular interest studying the dynamics of cell adhesion and 
migration. The topographical features play a role in cell–
material interactions through the regulation of material–
cytoskeleton crosstalk. Topographical signals, however, are 
not considered in vitro artefacts because the effects of 
topographical patterns on cell activity are also present in an 
in vivo context. Examples of native topographic micro- and 
nanopatterns are found in fibrils and fibre bundles (collagen 
and fibrin), rough surfaces (crystal deposit in bone) and 
porous membranes (basement membranes) [1]. 
In natural tissues there is a dynamical remodeling of this 
topographical features that influences cells behavior, in terms 
of adhesion, migration and differentiation. To overcome the 
limits of a physically static system and to develop more 
versatile platforms, great interest has recently arisen in using 
stimulus-responsive materials as dynamic supports to 
investigate cell response [2, 3, 4]. 
The azopolymers can be used to realize dynamic and 
light−switchable supports for cell culture [5]. They consist of 
polymers functionalized with azobenzene molecules. Owing 
to the intrinsic properties of azobenzene moieties, 

azopolymers belong to a class of light−responsive materials. 
Azobenzene is an aromatic molecule formed by an azo 
linkage connecting two phenyl rings. Originally, azobenzenes 
were used as dyes and colorants, due to their powerful colors. 
Azobenzenes have two stable isomeric states: a thermally 
stable trans configuration and a metastable cis form. 
Remarkably, the azobenzene chromophore can interconvert 
between these isomers upon absorption of a photon. For most 
azobenzenes, the molecule can be optically isomerized from 
trans to cis with light and the molecule will subsequently 
thermally relax back to the trans state on a timescale dictated 
by the substitution pattern. This photochemistry is central to 
azobenzene potential use as a tool for nanopatterning [6,7]. 
The azobenzene−type molecules have a strong absorption in 
the UV, and a low−intensity band in the visible. Irradiation 
with light produces molecular changes in azobenzenes, and 
under appropriate conditions, these changes can translate into 
larger scale motions and even modulation of material 
properties [8].  
The azobenzene exhibits a unique and remarkable surface-
mass transport under light illumination. This optical 
patterning represents massive material transport on a 
micrometer and sub-micrometer length scale and provides a 
unique opportunity for nanostructure formation [8]. 
During last decades, several phenomena arising from 
azopolymers−light interaction have been observed and 
described. Among these, surface relief gating (SRG) requires 
an optical set−up, made of powerful lasers, tools and filters 
able to induce a holographic pattern of polarized light [9]. 
To overcome the limits of this optical setup other techniques 
have been used to realize dynamic pattern in real time. 
In 1998 Trypathy, Kumar and colleagues were the first to 
induce a deformation of an azopolymer film using a single 
laser beam that allows its definition and prediction [10]. 
Subsequently other research groups realized linear 
topographical patterns on azopolymer film using the laser 
scanning technique [11]. 
Here, we fabricated and characterized linear topographic 
patterns using a confocal technique and evaluated the 
behavior of NIH-3T3 cells on a dynamic reversible light 
sensitive polymeric biointerfaces.  

II. MATERIALS AND METHODS 
General Materials. Poly-Disperse Red 1-methacrylate 
(pDR1m) was supplied by Sigma. Circular cover glasses 
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were purchased from Thermo Scientific. Chloroform and 
other solvents were purchased from Romil. Cell Tracker 
Deep Red dye was supplied by Life Technologies. 
Substrate preparation. Circular cover glasses (12 mm 
diameter) were washed in acetone, sonicated for 15 min, and 
then dried on a hot plate prior to the spin coating process. 
pDR1m was dissolved in chloroform at a concentration of 
5% (w/v). The solution was spun over the cover glass by 
using a Laurell spin coater (Laurell Technologies Corp.) at 
1500 rpm.  
Cell culture and staining. NIH-3T3 fibroblasts were 
cultured in low glucose DMEM (Dulbecco’s Modified Eagle 
Medium) and incubated at 37°C in a humidified atmosphere 
of 95% air and 5% CO2. Prior to cell seeding, pDR1m 
substrates were sterilized under UV light for 30 min. For 
confocal image acquisitions, NIH-3T3 cells were incubated 
with a solution of Cell Tracker Deep Red dye 1µM in serum 
free medium. 
Atomic Force Microscopy. A JPK NanoWizard II (JPK 
Instruments), mounted on the stage of an Axio Observer Z1 
microscope (Zeiss), was used to characterize the azopolymer 
films in terms of surface topography and pattern features 
(depth and pitch). Silicon nitride tips (MSCT, Bruker) with a 
spring constant of 0.01 N/ m were used in contact mode, in 
air at room temperature.  

Micro-nanopattern inscription. A SP5 STED confocal 
microscope (Leica Microsystems, Germany) was used to 
write different topographic patterns on pDR1m substrates.  In 
more details, the trans−cis−trans isomerization of the 
azopolymer and consequent mass transport were activated by 
using an Argon laser with 514 nm wavelength (2.3 mW 
maximum intensity).  

 

III. RESULTS 
Confocal microscope technique is an innovative method to 
fabricate precise and controlled micro- and nano-patterns on 
azopolymer substrates. Different topographic patterns were 
realized by controlling the laser beam spatial position and 
illuminating the sample with a proper wavelength, that allows 
the activation of the azobenzene trans−cis−trans 
isomerization. Parallel lines were inscribed by illuminating 
the sample for 45 seconds at 514 nm (Figure 1). The realized 
pattern had a high of 300 nm with a pitch of 2.5µm to 
promote cell alignment. 
An incoherent and unpolarized light beam of a mercury lamp, 
was used to erase the topographic pattern, indeed incoherent 
and unpolarized light is highly effective in randomizing 
azobenzene molecule orientation [8]. Starting from these 
observations, a linear pattern was irradiated for 30 seconds 
with mercury lamp, reducing the height of about 200 nm 
(Figure 2). This new technique is adaptable to cell 
environment conditions and the laser intensity power is 
suitable for dynamic real-time experiments with cells; in fact, 
the microscopy setup allows pattern feature alteration in the 
presence of cells without affecting their viability. 
Topographic stimuli influence strongly cell behavior, in 
particular regarding the orientation of the cell body. We 
realized linear patterns in presence of cells using this 
confocal technique and studied the time of cell alignment. 

Cells were stained using a cell tracker dye in order to observe 
the shape. Confocal images were taken at different time 
points (Figure 3). At t=0 cell was alive and linear patterns 
were embossed on the surface. Cell began to align after 150 
minutes from the pattern realization and was completely 
aligned along the groove direction after 270 minutes from 
inscription.  
This data confirm that the orientation of the cell body is 
highly influenced by topographical stimuli, and the cell is 
completely aligned to the linear pattern after 4 hours from 
inscription. 

IV. CONCLUSIONS 
In this work, we showed a new technique for writing and 
erasing topographic patterns on pDR1 films. The pattern can 
be easily written controlling the position of single laser beam 
and erased using an incoherent light. In particular, this 
technique is a promising strategy for real-time experiments 
because the microscopy setup and illumination exposure time 
did not affect cell viability. The initial results demonstrated 
that this technique may pave the way to the study of cell 
behavior in a dynamic and biomimetic way, owing to the 
versatility of optical set-up and the unique properties of the 
azobenzene moieties. 
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Fig. 1. AFM image of linear nano-patterns realized on pDR1 substrates, using a confocal technique. (A) Bi−dimensional topographical image, (B) cross 
section profile.  
 
 

 
 Fig. 2. AFM image of linear nano-patterns realized on pDR1 substrates after illumination with mercury lamp for 30s. (A) Bi−dimensional 
topographical image, (B) cross section profile.  
 
 

 
 
Fig.3. Cell alignment on PDR1 substrates in real-time. (A) Confocal image of a single cell on flat pDR1m, (B) same location after pattern inscription 
(t=0), (C-D) cell behavior after 60 and 150 minutes, (E-F-G-H) cell alignment after 210, 270, 330 and 390 minutes. 
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Abstract—Through a microfluidic flow focusing approach, 
cross-linked Hyaluronic Acid nanoparticles are synthesized to 
be used in Magnetic Resonance Imaging (MRI) applications. By 
fine-tuning of flow conditions and the mixing among all species 
the competition between nanoprecipitation behavior and 
crosslinking reaction is adjusted very accurately, allowing the 
optimization of the entrapment of Gd-DTPA within the 
hydrogel nanoparticles; this, in turn, improves the relaxometric 
properties of CAs by influencing the relaxation time of water 
protons. Our continuous process provides better-controlled 
conditions, which leads to more homogeneously sized 
nanoparticles than the conventional discontinuous processes. 
Furthermore, the ability of hydrodynamic flow focusing on 
tuning the properties of Gd-DTPA loaded crosslinked 
nanoparticles and impacting the relaxometric properties of 
active compounds could be proposed as a microfluidic approach 
to design a new class of MRI-CAs without the chemical 
modification of chelate.  
 

Keywords— microfluidics, nanoparticles, MRI, hydrogels. 

I. INTRODUCTION 
Microfluidics is an interesting technology for different 
biological and medical applications because of its ability to 
efficient and rapidly mix reagents, provide homogeneous 
reaction environments and continuously vary reaction 
conditions. The use of microfluidic devices for nanoparticle 
synthesis is advantageous in many aspects, including 
enhanced processing accuracy and efficiency; flexibility for 
multi-step platform design; better controlling properties of 
synthesized nanoparticles, cost savings from reduced 
consumption of source materials and reagents. Rapid and 
mixing in microfluidics may allow better control over the 
process of nanoprecipitation [1] and also enable screening of 
various formulation conditions on a single platform by 
varying parameters such as flow rates, reagent composition, 
and mixing time. Flow focusing is the most frequently used 
and results from combining hydrodynamic forces with a 
specific geometry. A basic design for hydrodynamic focusing 
is a long microchannel with three inlets and one outlet. In the 
flow focused nanoprecipitation [2], [3], the non-solvent 
phase, flowing through two side channels, meets the solvent 
phase in the main channel, where the solvent phase becomes 
compressed, and the solvents mutually diffuse promoting the 
precipitation of the solute. However, investigations of the 
microfluidic flow focusing approach to support Magnetic 
Resonance field are still not studied. MRI represents the first-
line diagnostic imaging modality for numerous indications 
and microfluidics could support this area by overcoming 

limitations related to the utilization of a contrast agent (CA) 
to improve MRI images. Indeed, despite clinical GdCAs 
usefulness, they still suffer from poor sensitivity [4] and low 
relaxivity, requiring long scan time, and rapid renal 
clearance, limiting the time window for clinical MRI. Several 
studies, based on bench reactors, have been made to obtain 
nanostructures encapsulating or conjugating CAs to increase 
their tissue specificity and reduce nephrotoxicity, but only 
some of them reported an increased relaxivity of Gd-based 
CAs without the chemical modification of the chelates [5], 
[6]. Here, we perform a microfluidic flow focusing approach 
able to produce cross-linked Hyaluronic Acid nanoparticles 
with improved MRI characteristics. Through our approach, 
we achieve a fine-tuning of the process parameters to adjust 
the mixing among all species very precisely and to control 
their nanoprecipitation behavior. Contemporarily, this 
fashionable approach is optimized to perform a crosslinking 
reaction able to retain the GdCAs in the polymer matrix of 
the precipitated morphology. NPs obtain an increase of MRI 
signal larger in r1 than that of the commercial MRI contrast 
agent, Magnevist, in the common field of clinical MRI, 1.5 
Tesla. Our microfluidic approach allows a strict control of the 
characteristics of the nanoparticles and of the entrapping of 
the Gd-DTPA, showing a low polydispersity of nanoparticles 
and a high encapsulation efficiency of CAs without long and 
expensive purification steps. 

II. MATERIALS AND METHODS 

A. Materials 
Sodium Hyaluronate (MW=42 kDa) was purchased from 

Bohus Biotech (Sweden). Gd-DTPA (MW=547.57 g/mol); 
Span80; Tween21; Tween85; Divinyl Sulfone (or Vinyl 
Sulfone) (MW=118.15 Da); Acetone; Ethanol; Sodium 
Hydroxide NaOH; Gadolinium Chloride Solution GdCl3 
(MW=263.61); Sodium Chloride NaCl were purchased by 
Sigma-Aldrich Co. The water, used for synthesis and 
characterization, was purified by distillation, deionization, 
and reserve osmosis (Milli-Q Plus). A quartz microfluidic 
device “X- Junction Chip, 190 µm”, purchased from 
Dolomite Centre Ltd, was used to perform all the 
experiments. 

B. Preparation of crosslinked Hyaluronic Acid 
nanoparticles 
Nanoparticles were designed through Nanoprecipitation of 
the polymer by supersaturation in a microfluidic Flow 
focusing approach. In details, Hyaluronic Acid has been 
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dissolved in water and its precipitation was induced by 
mixing with an selected organic solvent, such as Acetone, 
Ethanol or Isopropanol. A new microfluidic setup was built 
up to obtain a sharp and stable flow focusing in order control 
the Nanoprecipitation process for generating HA 
nanoparticles entrapping Gd-DTPA. Factors such as 
molecular weight and concentration of polymer, the type of 
surfactants, the type of Anti-solvent and flow rates was 
investigated to study NPs properties. Different HA 
concentrations were tested to explore the effects of the 
nanoprecipitation on flow conditions. Different flow rates 
were tested. Precipitated nanoparticles were collected in a 
Petri glass containing few mL of non-solvent and kept under 
continuous stirring. Crosslinking reaction was performed by 
using Divinyl Sulfone (DVS).  

C. Nanoparticles purification, recovery and 
characterization 
Purification was performed by a solvent gradient dialysis or 
by ultracentrifugation. Dynamic light scattering (DLS) was 
used to determine nanoparticle size (Zeta sizer, Malvern). 
Nanoparticles were concentrated by ultracentrifugation. After 
these treatments, a hundred microliters of purified samples 
were deposited on a polycarbonate Isopore Membrane Filter 
(0.05, 0.1 and 0.2 µm) by ultrafiltration vacuum system. The 
precipitated or deposited particles were coated with gold-
palladium, and their morphology was observed by ULTRA 
PLUS Field Emission Scanning Electron Microscope (FE-
SEM Carl Zeiss, Germany). Transmission Electron 
Microscope (TEM) were also used to characterize the 
samples. 

D. In vitro MRI  
Empty nanoparticles and nanoparticles containing GdCl3 or 
Gd-DTPA at different concentrations were tested by in vitro 
MRI and results were compared with Magnevist, Gd-DTPA 
and GdCl3 in water as a control. After vigorous stirring, 
changes in relaxation time (T1 and T2) were evaluated at 1.5 
Tesla by Minispec Bench Top Relaxometer (Bruker 
Corporation).  

III. RESULTS AND DISCUSSION 
Results show that nanoparticle sizes change varying flow 
rates of solvent and non-solvent phases. Indeed, at selected 
flow rates a more stable and narrow hydrodynamic focusing 
is achieved. Hyaluronic Acid concentration also affects the 
nanoprecipitation, and most of our experiments are conducted 
at a selected concentration, allowing for a longer stability of 
the process. All experiments are conducted at selected flow 
rates due to the prolonged stability of the hydrodynamic flow 
focusing, the absence of massive precipitation. Stable Flow 
Focusing and Field Emission Scanning Electron Microscopy 
(FE-SEM) image of the collected NPs are reported in Figure 
1 A) and B). Furthermore, a crosslinking reaction is 
performed to improve the stability of the nanoparticles, 
increase loading capability and reduce swelling effects. 
Different crosslinking approaches are exploited to perform 
the simultaneous control of crosslinking reaction and 
nanoprecipitation. However, also at a very low Gd-DTPA 
concentration, we found out a strong interference on the 
nanoprecipitation. In order to restore optimized conditions we 

precisely tune pH values and, at the same time, we use an 
appropriate surfactant that can regulate the affinity between 
solvent and non-solvents. In conclusion, results clearly show 
that the relaxation time for Gd-DTPA entrapped within 
crosslinked Hyaluronic Acid nanoparticles is shorter than that 
of the “free” contrast agent. A very small particle size and 
improved MRI characteristics are obtained, achieving a 
signal intensity in r1 several times larger than that of the 
commercial MRI contrast agent at the common field of 
clinical MRI.  
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Fig. 1. A) Optical Fluorescence Microscope image of Flow Focusing; B) FE-SEM image of nanoparticles. 
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Abstract—Collagen is one of the most used materials in 
scaffolding production; this is due to its peculiar characteristics 
that make the polymer highly biocompatible and efficient in 
regeneration induction and growth cone guidance. We aimed to 
investigate whether collagen could per se induce Schwann cell 
differentiation/proliferation and how it would do so. Results 
obtained in immortalized rat Schwann cells showed differential 
effects on several proliferation and differentiation markers 
depending on the type of collagen used to produce the scaffolds. 

Keywords—Collagen, Schwann cells, differentiation, tissue 
regeneration. 

I. INTRODUCTION 
issue regeneration has been largely addressed in the last 
decade, becoming one of the most challenging and 

interesting research fields thanks to a continuous and stronger 
merge among different scientific categories such as medicine, 
biology and engineering. Efforts in this direction led to the 
production of more and more bioengineered scaffolding 
materials able to improve the physiological regenerative 
processes in diverse tissue types such as bone tissue or the 
peripheral nervous system [1], [2]. Many different kinds of 
materials (i.e.: synthetic, natural, autologous, composite) 
have been selected for their ability to support tissue 
regeneration and/or directional guidance [3], [4]. More 
recently these materials have been improved and 
functionalized in several ways (e.g.: filling tubular scaffolds 
with soluble factors like chemokines or cytokines inserting 
peptides and/or proteins) to increase the efficiency of the 
normal reconstructive mechanisms [5], [6]. 

Among all the materials analysed, collagen has been 
selected as the best performing one taking into account its 
high biocompatibility, its physiological adhesive properties 
as component of the Extracellular Matrix (ECM) and its 
ability in enhancing axonal regeneration, myelination and 
vascularisation [7]. To date, most of the work focuses to 
improve collagen by using molecules that can be inserted in 
the devices. Nevertheless, very little, is known about the 
direct influence of collagen-based surfaces on Schwann cells 
in terms of proliferation, adhesion and differentiation 
pathways that may be activated by the interaction between 
collagen and cell membranes.  

In this respect, this work aims to understand if and how 
collagen-Schwann cells interactions may be involved in 
tissue regeneration and how they could affect Schwann cells 
proliferation and or differentiation in a 2D collagen scaffolds. 

II. MATERIALS AND METHODS 

A. 2D collagen scaffold production 
Type I collagen purchased from two different companies 

has been used for film production: Symatese (S) and 
Collagen Solution (CS). 3% (S) and 2% (CS) slurries were 
produced and let them dry at RT for 48 h. The resulting films 
were DHT and EDAC cross-linked. Successively, discs of 3 
cm diameter were cut and sterilized 2h at 160°C for cell 
culture experiments. 

B. Cells culture 
RT4D6P2T schwannoma cells (250,000) were cultured 

directly onto S and CS films until they reach confluence. 
Control cells were grow directly on the plastic plate. 

C. Hematoxylin-Eosin staining 
S and CS films cultured with RT4D6P2T cells were fixed 

12 h at 4°C in 4% PFA dissolved in PBS, the devices were 
washed with fresh PBS and stained with hematoxylin/eosin 
(Sigma Aldrich). Films were then rinsed, dehydrated, 
mounted with Eukitt (Sigma Aldrich) and examined under a 
Nikon Eclipse 800 upright light microscope.  

D. RNA extraction 
Total RNA extraction was performed using  TRIzol® 

reagent (Life Technologies) followed by RNeasy plus mini 
kit (Qiagen) purification. Briefly, 1mL of TRIzol® was added 
directly to the cells to allow cell lysis. For RNA extraction 
0.2 mL of chloroform was added to the solution. After 
centrifugation and isolation of the transparent phase the RNA 
was purified following the protocol of the RNeasy plus kit . 
The resulting RNA was stored at –20°C. 

E. Protein extraction 
Proteins were extracted using 1X Laemmli buffer with 

200mM β-mercaptoethanol. Briefly, 300µL of this buffer 
were added to the cells and the resulting solution was 
collected in tubes that were vortexed and boiled at 100°C for 
10’. Protein lysates were stored at -20°C. 

F. Real-Time PCR analyses 
The RNA was quantified using NanoDrop ND-1000 

spectrophotometer (NanoDrop). One microgram of total 
RNA was retro-transcribed using iScript™ select (BioRad). 
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iQ™ SYBR® green super mix (BioRad) was used for the 
Real-Time PCR. : Specific primer pairs for MPZ, 
KROX20and cJun were used for the reactions. The specific 
gene expression levels were normalized against GAPDH 
(Glyceraldehyde 3-phosphate dehydrogenase) housekeeper 
gene expression levels. 

G. Western Blot analyses 
Proteins where quantified using the RC DC Assay kit 

(BioRad), Whole cell proteins (45µg) were separated by 
SDS-PAGE and transferred onto nitrocellulose membrane. 
Membranes were incubated with primary antibodies for 
KROX20 (abcam), MBP (Covance) and the appropriate 
secondary antibodies (anti-rabbit IgG and anti-mouse IgG; 
Cell Signaling) Signal detection was performed using ECL 
plus reagent (Thermo Scientific). Image quantifications were 
performed using ImageJ software (NIH) and protein levels 
were normalized against signals obtained using tubulin 
primary antibodies (Sigma Aldrich; housekeeper protein).. 

III. RESULTS AND DISCUSSION 
The results hereby presented indicate that collagen 

scaffolds and the commercial source of the collagen directly 
affect the behavior of Schwann cells. Histomorphological 
analysis of cells grown onto CS films shows that cells were 
highly proliferating with large network of cell-to-cell 
contacts (Figure 1). On the other hand, Schwann cells grown 
onto S scaffolds were poorly proliferating and seemed not to 
colonize the entire film surface (Figure 1). 

Interestingly, Real-time PCR and Western Blotting 
analyses revealed that only Schwann cells grown on CS 
scaffolds up-regulate (both at mRNA and protein level) the 
specific Schwann cell genes KROX20, MPZ and MBP 
(Figure 2 and Figure 3). In particular, KROX20 (Early 
growth response protein 2), MBP (Myelin basic protein) and 
MPZ (Myelin protein zero) are genes expressed in 
differentiating and myelinating Schwann cells [8]. In this 
respect, these results suggest that CS films shift Schwann 
cells towards a differentiated state while S films keep the 
cells in an undifferentiated stage. Overall, the different 
behaviour of Schwann cells that we observed on diverse 
types of collagen may have an important role in the efficient 
and correct nerve regeneration given that this cells play a 
pivotal function in the series of events (e.g.: growth cone 
development, direction, path finding, etc.) occurring after 
injury and during nerve regeneration [9], [10]. In this context, 
the development of collagen scaffolds should take into 
account the effects of materials on Schwann cells to produce 
devices with higher regeneration efficiency. 

IV. CONCLUSION 
This work introduces interesting piece of information on 

the interactions between material and cell activity. What we 
discussed in this work makes clear that specific biomaterials 
may not only give spatial and adhesive cues to cells, but also 
may give differentiating signals to Schwann cells. 

Studies on this research line have to be continued in order 
to address whether a 3D structure may have or not the same 
influences on Schwann cells; this being extremely interesting 
when it comes to the production of 3D cylindrical scaffolds 

for peripheral nerve regeneration. 
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Fig. 1. Hematoxilin and Eosin staining shows different development phenotype of the cells growing either on CS or S 
 
 
 
 
 
 
 

 
Fig. 2.  Western Blot done on MBP and Krox20. The figure shows clearly the differential expression of those two proteins 
in cells grown on CS or S collagen films. 
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Figura 3: mRNA levels ov Krox20 and MPZ genes in cells grown on CS and S collagen films 
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Abstract — An extremely promising methodology to obtain 
feedbacks from cells culture is represented by the direct 
integration of sensitive elements capable of providing 
information related to cell adhesion, migration, differentiation 
and growth. At present, most common materials used in the 
implementation of sensors dedicated to 2D cell cultures 
monitoring are noble metals. Printed electronics instead allows 
an innovative approach, both from the point of view of sensor 
realization (inkjet printing) and of sensitive materials used. This 
project aims to develop and test 2D ink-jet printed sensors, 
focusing on biocompatible substrate and inks. Both 
biocompatibility and printability of two different sensor designs 
were in particular evaluated, before performing electronic 
measurements to evaluate fibroblasts adhesion. Preliminary 
results showed good biocompatibility of Kapton® and 
PEDOT:PSS, and the possibility to correlate cell adhesion with 
an increase of impedance module, in agreement with optical 
evaluations. On-going works are related to quantitative 
assessment of the biocompatibility on specific substrates and on 
the evaluation of stretchable materials aiming to a final 
application for monitoring cardiomyocytes activity.  

Keywords — Electrochemical Cells Impedance Substrate 
(ECIS), cells monitoring, printed electronics, ink-jet printed 
sensors. 

I. INTRODUCTION 
Recently, a growing interest in pharmacology, regenerative 

medicine, and tissue engineering has been related to the 
identification of measuring systems and non-invasive 
methods that can provide real-time quantitative information 
regarding cell growth and differentiation, thus to obtain a 
feedback of cell functions and tissue development. An 
extremely promising methodology is represented by the 
direct integration into culture plates and scaffolds of sensitive 
elements capable of providing, information relating to cell 
growth, migration, differentiation or to record cellular 
electrical activity. Usually cell-substrate impedance 
measurements (ECIS) are adopted [1]–[3]. In general, the 
materials used so far in the realization of this type of sensors 
are noble metals (i.e. gold or platinum), for both two 
dimensional (2D) electrodes and sensitive elements (mainly 
nanoparticles or wires) in three dimensional (3D) 
environment [4]–[6]. Printed electronics instead allows an 
innovative approach, in terms of both implementation (inkjet 
printing) and use of sensitive materials, thus reducing 
production costs and improving the biocompatibility and the 
adaptability of these devices to deformable structures [7] . 

Concerning 2D sensing applications, a particular interest 
has regarded the introduction of organic electronics (e.g. 
PEDOT:PSS, carbon) and of stretchable surfaces to 
investigate cardiomyocytes and neural cell behavior, 
innovating traditional technology such as Micro Electrode 
Arrays (MEAs) [7]–[9]. Similarly, in 3D sensing 

applications, nanostructured materials (e.g. carbon 
nanotubes), PEDOT:PSS and conductive materials are 
emerging as promising techniques to obtain feedbacks from 
cells mimicking a physiological environment.  

The main goal of this study was to realize 2D printed 
sensors for monitoring cell cultures adhesion and growth, by 
means of Ink-jet printing technology, with a particular 
attention to the evaluation of substrate and ink 
biocompatibility. 

II. MATERIALS AND METHODS 
Biocompatibility testing and ink electrical resistance 

evaluation after immersion in cell culture medium were 
performed, in order to identify the optimal materials for 
sensors realization. Different substrates (polyimide 
(Kapton®), polyethylene terephthalate (PET), PET treated to 
improve printability (Novele® and Coveme®), thermoplastic 
polyurethane (TPU from Nagase®) and inks for inkjet 
printing (PEDOT: PSS, carbon, silver) were considered. 
After that, ECIS measurements were performed to evaluate 
the ability to monitor cell adhesion using ECIS. 

A. Qualitative Evaluation of citocompatibility 
After preparing samples of proper dimensions and printing 

strips of inks, they were adhered to the bottom of the well 
with the use of high vacuum grease (Dow Corning), sterilized 
by exposure to UV rays, and finally seeded with fibroblasts 
(30000 cells/cm2). After 24 hours, the samples were observed 
with an optical microscope to evaluate cell adhesion. Cell 
viability was evaluated using phase contrast modality. The 
same protocol was adopted after printing the complete 
sensors, before performing the electronics measurements, to 
evaluate cell adhesion and be able to compare results from 
the optical analysis with the ones from ECIS. 

B. Quantitative evaluation of citocompatibility 
Cell adhesion quantification was performed using a 

specific dye, Neutral Red, able to stain lysosomes red.  More 
specifically, since live cells incorporate neutral red into their 
lysosomes, loss of neutral red uptake corresponds to loss of 
cell viability. In details, culture medium of the cultured 
samples was replaced with a Neutral Red solution and the 
samples were incubated at 37 ° C with controlled humidity 
and 5% CO2. Once washed, samples were immersed in a de-
staining solution, under stirring, and then the absorbance of 
the solution was quantified using a spectrophotometer.  

Quantification of cells adherent on each substrate was 
calculated referring to a calibration curve that was obtained 
by incubating a specific number of cells in the same assay. 
As blank samples, a set of substrates without any cells seeded 
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was used to assess the amount of absorbance due to dye 
absorption and thus released from the material itself. 

C.  Design and production of sensors and measuring system 
Two different designs of the sensors were evaluated: a 

monopolar and an interdigitated configuration. The geometry 
was printed using a home ink-jet printer (Epson XP 225) and 
the following combinations:  PEDOT: PSS on Kapton® and 
on PET substrates, silver on treated PET (Novele®). Before 
proceeding with the printing process, Kapton® and untreated 
PET underwent specific plasma treatment to increase surface 
hydrophilicity and facilitate ink absorption. In order to 
perform ECIS measurements, two thin copper wires were 
soldered on working and counter electrodes. After that, 
sensors were glued to the bottom of Petri dishes using the 
adhesive biocompatible high vacuum grease, sterilized under 
UV radiation and finally seeded with fibroblasts (30000 cells/ 
cm2). After 24 hours, cell adhesion and viability was 
qualitatively assessed using optical microscope in traditional 
and phase contrast modality. 

D. Impedance Measurements 
Impedance measurements were carried out using a 

standardized protocol before and after seeding fibroblasts on 
sensors, in order to correlate variations in the electrical 
quantities with cell cycle events (adhesion, cell growth and 
differentiation). Control tests were performed before cell 
seeding for all the samples, to evaluate impedance due to cell 
culture medium. Duplicate measurements for each sensor 
were performed by using the impedance analyzer HP4194A 
recording impedance magnitude and phase, in a frequency 
range between 200 Hz and 2 MHz. 

III. RESULTS 

A. Qualitative Evaluation of citocompatibility 
Regarding substrate biocompatibility, Polymide (Kapton®) 

appeared to be the most compatible one: cells appeared to be 
well adherent and uniformly distributed on its surface both on 
the printed PEDOT:PSS and on the other areas of the sensors. 
On the contrary, PET substrates showed a poorer 
biocompatibility: interestingly, on untreated PET, where 
PEDOT:PSS was printed on, cells tended to migrate on the 
PEDOT:PSS pattern, showing no adhesion on the rest of the 
sensor. Novele® showed a poor cell adhesion, although 
plasma treatments and gelatin coatings appeared to partially 
improve it (Fig. 2). Among the inks, PEDOT:PSS and carbon 
showed a good biocompatibility with well adherent and 
uniformly distributed cells. Silver showed less 
biocompatibility in some of the sample, solved by increasing 
curing time to allow complete solvent evaporation.  

B. Quantitative evaluation of citocompatibility 
Preliminary results obtained evaluating Kapton® and PET 

substrates confirmed the results obtained from the qualitative 
assessment using optical microscopy (Fig.1). After the 
staining with Neutral Red, the number of cells attached on 
Kapton® substrate appeared to be significantly higher than 
the one attached on PET substrates, in agreement with what 
shown from optical images. On-going studies are related to 

the quantitative assessment of biocompatibility of all the 
materials described. 

C. Impedance Measurements 
ECIS measurements showed results in accordance to what 

could be observed from the optical analysis, suggesting the 
possibility to use this technique to assess cell adhesion and 
growth (Fig. 3). In particular, measurements performed on 
sensors realized using Kapton® and PET after cell seeding 
recorded an increase of impedance module in the order of a 
few hundred ohms compared to measurements taken with 
only culture medium. On the contrary, ECIS measurements 
performed on Novele® substrates, where the optical analysis 
identified a poorer cell adhesion, showed no significant 
changes comparing impedance before and after cell seeding.  

IV. CONCLUSIONS AND FUTURE OUTLOOKS 
Results obtained from qualitative and quantitative 

evaluation of cell adhesion suggested the possibility to pursue 
in the investigation of the described materials and 
technology.  

On-going work refers to the quantification of cell adhesion 
using the protocol described for all the set of combination of 
the substrates and inks described. Once confirmed the ability 
of impedance measurements to assess cell adhesion through 
the ECIS measurements described, subsequent activities will 
concern the evaluation of the differences between impedance 
in the course of cell growth, with the objective of correlating 
changes in impedance to specific events of the cell cycle. 
Stretchable materials in particular will be evaluated, aiming 
to a final application for monitoring cardiomyocyte activity 
under mechanical conditioning. Further research interests for 
future development may focus on the integration of sensing 
elements in 3D scaffolds, in order to monitor cell functions in 
an environment more similar to physiological conditions.  
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                                 Fig. 1.  Quantification of cell adhesion on Kapton® and PET                      Fig. 2.  Optical evaluation of cell adhesion on printed sensors, with  
                                                                                                                                                       different inks and substrates. 
 
 

 
 

 
 

 
Fig. 3.  Module acquired during cell-substrate impedance (ECIS) measurements performed using both sensors designs for all the materials combinations 
(PEDOT:PSS on Kapton®, PEDOT:PSS on PET, Silver on Novele®) 
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     Abstract— An early and effective diagnosis can increase even 
chances of survival that ensuring patients receive the most 
appropriate treatment. Nowadays diagnostic technologies could 
have a huge impact in the diagnosis and, therefore, in the 
clinical management of the pathologies at the early stages. In 
this context, the integrated PET/MRI plays a key role using 
sequentially acquired data that allows both spatial and temporal 
correlation of the signals. The aim of this work is the production 
of core-shell polymeric nanoparticles obtained by a complex 
coacervation method for dual imaging applications. An accurate 
control of the coacervation steps is realized by modulating the 
different process parameters, allowing the formation of a 
nanoparticles (NPs) that provide both MRI and PET modalities 
and, at the same time, reduce side effects and improve strongly 
the quality of the obtained images. The obtained 
chitosan/hyaluronic acid nanostructures are stabilized by a 
crosslinking able to retain active compounds. The impact of the 
hydrophilic properties of the hydrogel matrix on the 
enhancement of the relaxivity of the Gd-DTPA is evaluated, 
while sorption of a radiopharmaceutical substance into the 
polymeric matrix is discussed in terms of concentration of the 
radiotracers. 

Keywords— Coacervation, Core-shell Nanoparticles, 
Multimodal imaging, Enhancement. 

I. INTRODUCTION 

Multimodality imaging allows integration of the strengths of 
individual modalities, while overcoming their limitations. 
Anatomical imaging technologies, such as MRI, provide 
unparalleled structural detail; whereas functional modalities 
such as positron emission tomography (PET) provide insight 
into morphological and functional behaviors [1],[2]. By 
incorporating anatomical and functional imaging in a 
common hybrid imaging platform, a synergism in the 
imaging capabilities can be achieved, thus making it possible 
to precisely visualize and delineate structural and functional 
information [2]. Integrated PET/MRI allows for both spatial 
and temporal correlation of the signals, differently from using 
sequentially acquired data [3]. Moreover, the simultaneous 
acquisition is able to improve the performance and 
information content of one instrument using the information 
obtained from the other instrument: the accuracy of the PET 
estimates might be improved by including the MRI 
information as the structural framework underlying the 
distribution of the PET signal. Reciprocally, the strength of 
PET to provide absolute quantitative information might help 
validate several MRI techniques in vivo [4],[5]. It is 
important to consider the acquisition times in relation to the 
bioaccumulation of the contrast agent for MRI and to the 
half-life of the radiotracers [6],[7]. Nowadays, many efforts 
are made in the development of integrated PET/MRI 

instrumentation but still no probe that allows a simultaneous 
acquisition of the two signals is available today. The 
introduction of nanotechnology has led to the development of 
many medical applications including the formulation of new 
probes that can be used for multimodal applications [8]. The 
aim of this work is to obtain stable nanoparticles with a fast 
process easy to translate into an industrial one thanks to the 
control of some parameters as concentration of the two 
polymers, the percentage of surfactants, the pH, the 
temperature and the duration of the different phases of the 
production process [9]. The nanoparticles can be 
encapsulated with contrast agents, fluorophores for optical 
imaging and radiopharmacautical substances [8]-[10]. 

II. MATERIALS AND METHODS 

A. Materials 
 Chitosan (Ch) low molecular weight; Sodium 

Tripolyphosphate (TPP) 367.86 g/mol; Glacial Acetic Acid 
molecular weight 60.05; Ethanol (EtOH) molecular weight 
46.07; Gd-DTPA molecular weight 547.57; Mineral Oil 0.84 
g/mL at 25°C (lit.); Span80 molecular weight 274.43; 1.005 
g/mL at 20 C (lit.) are purchased by Sigma-Aldrich® while 
Hyaluronic Acid (HA) 850 kDa parenteral grade is by 
Hyasis®. MilliQ water is for all experiments.  

B. Method of Nanoparticles Production  
A Complex Emulsion-Coacervation is used for the 

production of polymeric core-shell nanostructures for 
diagnostic applications. The first step consists in the 
preparation of a w/o  emulsion  used as a template. Then, the 
solution containing HA as the coacervate polymer is added 
dropwise into the emulsion previously prepared.In different 
formulations, the Contrast Agent,  is added alternatively to 
the primary and secondary emulsion at various 
concentrations. The coacervant phase is added dropwise to 
the w/o emulsion template and homogenized controlling pH 
and the temperature values continuously. After the 
coacervant phase is added to the primary emulsion, 
coacervation step starts as soon as HA reachs the surface of 
the droplet containing the chitosan solution.  The reaction is 
stirred until a phase separation occurs.  

C. Characterization 

In order to characterize morphologically and chemically the 
system, a field emission scanning electron microscope (Fe-
SEM)by Zeiss®, Transmission Electron Microscope (TEM) 
by FEI® in DRY, CRYO and Tomography (TOMO) modes 
and IR spectroscopy Thermo® are used. The SEM 
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characterizations are made to control the integrity of the 
nanostructures after ultracentrifugation  and after the dialysis. 
Indeed, after 48 h of stirring, 200µl of the reaction are 
collected and diluted in EtOH, then filtered through an 
ISOPORE filter membrane. The TEM analyses are conducted 
both in DRY, CRYO and Tomography (TOMO) modes. In 
DRY mode the samples are prepared using Formvar/Carbon 
200 mesh Cu Agar® depositing 20µl of the suspended 
nanoparticles. In CRYO mode the samples are prepared using 
VITROBOT FEI® coating Lacey Carbon film 200 mesh Cu 
Agar® with 3µl of nanoparticles suspension. To investigate 
the linkage formation between Ch, TPP and HA in the 
nanoparticles formation process, FT-IR studies are 
conducted.  Experiments by Minispec 60mq are made with 
glass tube on nanoparticles suspension. Free Induction Decay 
sequence (FID) is used to evaluate the best value of the Gain 
to control the saturation of the signal and measure T2*; 
Saturation Recovery (SR) and Inversion Recovery (IR) 
sequences are used to measure T1 instead Carr Purcell 
sequence (CPC) to evaluate T2. Concentrations of Gd-DTPA 
in the different nanostructures are evaluated by ICP-MS 
Agilent® to gain information about the loading capability of 
the produced nanocapsules. Mass spectrometry (Agilent 
Technologies 6530 Accurate-Mass Q-TOF LC/MS) method 
is dedicated to the analysis of radiopharmaceutic agent decay.  

III. RESULTS 
The described process has led to the generation of 
nanoparticles with a chitosan core and an outer shell of 
hyaluronic acid. In the following image there is a physical 
characterization of produced nanoparticles by SEM imaging  
Fig. 1. The study of emulsion-coacervation system is made 
on a ternary diagram. The ternary diagram obtained is built 
analysing the behaviour of the polymer (Chitosan) at 
different concentration of the acetic acid solution. The Ch is 
not soluble in water so between these two elements there is a 
gap of miscibility. Adding the acetic acid dropwise, the gap 
between them decreases allowing the dissolution of the Ch. 
The use of the temperature allows a time reduction of the 
reaction. The innovation of this system consists in a double 
crosslinking that allows to control the stability and the 
degradation behavior of the two chosen polymers. The results 
show a reduction of the relaxation times and so an 
enhancement of MRI signal of several times respect to the 
signal obtained with the use of commercial Gd-DTPA . 
Additionally, a radiopharmaceutical agent decay sorption is 
reported preserving the core shell morphology. The NPs at 
increasing concentrations are tested in vitro and vivo on 
different type of cells and on C57/BALB mice to investigate 
the variation of the toxicity at short and long term 
biodistribution. Toxic effects at short and long period are not 
observed.  The biodistribution analysis are made at different 
time points.  
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Fig. 1 – Physical characterization of produced nanoparticles by SEM 
imaging. 
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Abstract— 
 In this work glass-ceramic scaffolds designed as bone tissue 

models are investigated through nanomechanical indentation 
tests; furthermore, the macroscopic elastic properties are 
obtained through micro Computer Tomography (micro-CT) 
scans and finite element models. The nanoindentation tests 
provided the mechanical properties of the solid walls; the 
computational analyses have determined the quantitative 
relationship between the macroscopic elastic modulus and the 
morphological parameters like scaffold porosity and wall 
thickness. 

 
Keywords—Glass-ceramic scaffolds, micro-CT, finite 

elements, nanoindentation. 

I. INTRODUCTION 

In this work 3-D bioceramic sintered scaffolds fabricated 

from the SiO2-based glass formulation CEL2 are 
characterized. This material is particularly attractive for bone 
tissue engineering applications as well as for potential 
candidates as tissue models able to mimic healthy and 
diseased tissues.  

The fabrication method (sponge replication) is able to 
produce highly-interconnected 3-D network of open 
macropores [1] and trabecular structures characterized by 
micro and nanopores. These peculiar features at different 
length scales substantially affect the mechanical properties of 
the scaffold. 

The aim of this study is to establish a quantitative 
relationship between the mechanical properties of glass-
ceramic scaffold and the nano and micro-scale properties of 
the constituent material with specific reference to the material 
stiffness. This aim is achieved through an experimental and 
analytical approach to the mechanical characterization of the 
scaffolds carried out at multiple characteristic lengths. A 
nanoindentation study carried out at multiple penetration 
depth (indentation load) is integrated with analytical 
homogenization models and voxel-specific micro-CT data on 
3-D porous scaffolds. 

Furthermore, elastic moduli of glass-ceramic scaffolds are 
estimated by means of finite element analyses of three-
dimensional models based on micro-CT scans. The specific 
purpose is to determine the quantitative relationship between 
the morphological properties of the obtained scaffolds. More 
specifically the relationship between the elastic properties of 

the scaffolds and morphological features like macroscopic 
porosity and trabecular thickness are sought.  

II. METHODS 

A. Scaffold preparation and nanoindentation tests 
The scaffold samples were obtained through the sponge 

replica process which was shown to be very effective to 
obtain porous ceramics with a highly-interconnected 3-D 
network of open macropores; the full description of the 
method is reported in [2] and [3].  

Three bulk samples and four porous samples were 
subjected to nanoindentation tests; these were performed on 
Nanotest Platform 3 (MicroMaterials®) at controlled 
temperature of 28º C using a Berkovich diamond indenter. 
Load-controlled indentation tests were performed at 1, 50, 
100 and 200 mN maximum load. Multiload indentations at 
low load level were also performed with the purpose to 
determine the elastic properties of the full dense material. 

B. Micro-CT data analysis and Finite Element modeling 
The three dimensional microstructure of the scaffold was 

quantitatively investigated through micro-Computer 
Tomography (micro-CT) by using a high resolution in vitro 
scanner Sky-Scan1174 (Micro Photonics Inc.). Acquisition 
parameters for the micro-CT imaging are reported elsewhere 
[1-2]. The resulting pixel size is 6.5 micron. The 16bit 
acquired images were treated by means of a custom made 
analysis code in MATLAB coding environment (R2015b). 
All images in the stack were transformed into 8bit images 
with 255 grey levels. The images where then treated with a 
thresholding algorithm as described in [3] and a black and 
white stack of images is eventually obtained. Approximately 
about 700 slices in the stack where available for each sample 
and each image size was 685x730 pixels. Micro-CT data 
were used to assess microporosity of the whole scaffold, 
nanoporosity of the wall and the average wall thickness. The 
wall thickness was obtained as average values of the mean 
intercept length along the three Cartesian directions. 
Microporosity was used to determine the correlation with the 
macroscopic stiffness. 

The stiffness of the scaffold was estimated my means of 
finite element models of the three-dimensional microstructure 
of the scaffold walls. Cubic Representative Volume Elements 
were identified with size ranging between 150x150x150 
pixels and 250x250x250 pixels. A voxel-type finite element 
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mesh was created in which each pixel represents one single 
cubic three-linear finite element. The selected size is a 
compromise between the computational costs and the 
representativity of the selected volume.  A total amount of 21 
finite element models has been obtained, which were 
considered a sufficient population to obtain a meaningful 
mechanical characterization. 

The material of the solid walls was modelled as a linear 
elastic isotropic material having Young modulus as obtained 
through the nanoindentation technique above mentioned. 

The macroscopic elastic properties of the scaffolds are 
estimated through the well known homogenization 
computational method. Briefly, each three dimensional model 
was analysed by applying six sets of boundary conditions 
each representing the six unit strain modes. Macroscopic 
stress components were determined as a volume average of 
the microscopic (local) stress and the full elastic tensor was 
determined as stress averages per unit strain [4]. 

 

III. RESULTS 
Figure 1 shows that the indentation modulus decreases with 

the penetration depth. The maximum modulus found at 
shallow indentations is consistent with that found on bulk 
ideally pore-less samples (data not shown). The indentation 
modulus found at 200 mN is consistent with the elastic 
properties of a nanoporous glass-ceramic. The walls of the 
porous scaffold exhibit an elastic modulus of approximately 
62GPa which much lower than the 100 GPa found for the full 
dense material. Figure 2 (left) Shows a representative image 
of the porous scaffold. The right panel show a representative 
Finite Element grid used to estimate the macroscopic elastic 
modulus of the scaffold.  

Figure 3. Shows the estimated average modulus of the 
scaffold as obtained through the homogenization approach 
(black bullets) versus the macroscopic porosity of 21 scaffold 
models. The red bullets represent the average wall thickness. 

 

 
Fig. 1.  Indentation modulus versus indentation load Box plots represent 
95 percentile and 5 percentile of all experimental measures. Top and 
bottom whiskers represent the extreme measured values. Outliers are 
reported with cross symbols. 

IV. CONCLUSION 
Bone-like glass-ceramic scaffolds with multiscale porosity 

have been produced by the sponge replica method. 

Mechanical properties of the scaffolds at the scale of the 
single strut have been assessed in this work by means of a 
nanoindentation study. The experiments have proven that the 
elastic modulus of the scaffold walls is lower than that of the 
bulk material. Micro-porosity resulting from SEM and micro-
CT investigation on the porous scaffolds explains the elastic 
mismatch with the bulk material which does not exhibit 
micro- or nano-porosity. Finite element models have shown a 
correlation of the scaffold stiffness with both the 
macroporosity as well as with the wall thickness. The results 
indicate that the manufacturing procedure is able to provide 
porous scaffold with the desired mechanical properties. 

ACKNOWLEDGEMENT  
The research leading to these results has received funding 

from the Italian Ministry of University and Research (MIUR) 
in the frame of the PRIN project “Engineering 
physiologically and pathologically relevant organ Models for 
the INvestigation of age related Diseases” (MIND). 

REFERENCES 
[1] C. Vitale-Brovarone, F. Baino, and E. Verné, “High strength bioactive 

glass-ceramic scaffolds for bone regeneration”, in J Mater Sci Mater 
Med, 20, 2009, pp. 643-653. 

[2] F. Baino, S. Caddeo, G. Novajra, C. Vitale-Brovarone, “Using porous 
bio-ceramic scaffolds to model healthy and osteoporotic bone”, in 
Journal of the European Ceramic Society in press, 2016.  

[3] M. Shahgholi, S. Oliviero, F. Baino, C. Vitale-Brovarone, D. Gastaldi, 
P. Vena, “Mechanical characterization of glass-ceramic scaffolds at 
multiple characteristic lengths through nanoindentation”, in Journal of 
the European Ceramic Society in press, 2016. 

[4] S. J. Hollister, N. Kikuchi, “A comparison of homogenization and 
standard mechanics analyses for periodic porous composites” in 
Computational Mechanics vol. 10, 1992,pp.  73-95. 

 
 

 
Fig. 2   Example of three dimensional micro-CT based finite element 
mesh with voxel elements. 

 

Fig. 3.  Normalized elastic modulus (black bullets) and wall thickness 
(red bullets) vs macroporosity 
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Abstract—Biophysical signals in the form of topographic 
patterns, are known to influence cell fate and functions. 
Topography affects focal adhesion formation, shape and 
maturation, which in turn regulate the assembly of 
cytoskeletal structures. These dictate the mechanical 
properties of the cell and of the nucleus owing to a direct 
link between actin fibres and the nuclear envelope. Thus, 
patterning of adhesive sites can have profound effects on cell 
behaviour up to the nuclear mechanics. The aim of this work 
is to investigate how topographic features combined with 
substrate adhesivity alter the mechanical properties of stem 
cell nuclear region. 

 
Keywords—Nanopatterns, Nuclear Stiffness, 

Cytoskeleton, Cell Adhesion 

I. INTRODUCTION 
IOPHYSICAL signals are known to influence cell fate 
and functions [1]. In particular, topographic signals 

dramatically affect growth and spatial positioning of focal 
adhesions (FAs) [2]. These not only cause FAs and actin 
fibres to follow the pattern contours, a phenomenon 
usually referred to as ‘contact guidance’, but also affect 
the structural assembly of the cytoskeleton. Adhesion 
conformation and contractility are known to affect stem 
cell lineage specification [3]-[4]. Additionally, the nuclear 
envelope is directly connected to the cytoskeleton through 
specific linker proteins [5]. Therefore, an active stress 
transfer exists between the nucleus and the cytoskeleton, 
which might eventually induce chromatin reconfiguration 
and possibly gene transcription [6]. Hence different 
topographic patterns may in principle affect contractile 
states of the cytoskeleton and shape of the nucleus, which 
both can eventually dictate cell’s fate and functions. This 
notwithstanding, how topographic patterns alter 
cytoskeletal assemblies and contractility, i.e. cell 
mechanics, and nuclear shape is still unclear.  
 

II. MATERIALS AND METHODS 

A. Sample preparation 
Patterned substrates were obtained by replica moulding 

of Polydimethylsiloxane (PDMS, Sylgard 184) on a 
Polycarbonate master. Substrates were characterized by 
an array of parallel channels 700 nm wide and 250 nm 
deep. Pattern periodicity was 1.4 µm. Flat PDMS were 
used as control. Both types of substrates were treated with 
oxygen plasma and then incubated with serum (FBS, 
10%) or fibronectin (FN, 10 ug/ml).  

B. Cell culture and immunofluorescence 
Human Mesenchymal Stem Cells (hMSCs) were 

cultured on the nanopatterned surfaces and flat surfaces 
for 48h. Immunofluorescence staining was carried out 
with TRITC-phalloidin (red) to stain actin bundles, FAs 
were recognized by incubating samples with anti-vinculin 
monoclonal antibody (green) and nuclei are stained with 
sytox (blue). 

Nuclear lamins were quantified by immunofluorescence 
by integrating the fluorescence signal acquired in 
confocal mode over the nuclear volume. 

C.  Mechanical characterization 
Mechanical properties were calculated using the 

CellHesion Atomic Force Microscope (AFM). A PNP-DB 
cantilever with a pyramidal tip was used to indent the cell 
surface. An upper threshold of 1.2 nN was used to indent 
cells. Measurements were performed on 30um x 30um 
square binned in a 16 x 16 map (Fig. 1).  

 

III. RESULTS AND DISCUSSION 

A. References 
Our analysis showed relevant structural and mechanical 

heterogeneities of the cell body and in this context both 
topography and substrate adhesivity played a crucial role. 
More specifically, cells displayed an elongated 
morphology and were aligned along the pattern direction. 
Cell cultivated on FN treated surfaces, although 
elongated, were larger with respect to those observed on 
FBS treated surface, with well-developed stress fibres on 
both sides of the cell. Conversely, cells cultivated on FBS 
treated surface had a markedly spindle-like shape (Fig. 2). 
On flat surfaces, cells displayed an irregular morphology. 
Such peculiar assemblies of stress fibres presumably 
induced different compressive stresses on the nuclear 
envelope inducing alteration of the nuclear A/R and 
volume. Indeed, we found higher values of A/R and 
smaller nuclear volumes on FBS treated substrates with 
respect to what measured on the other surfaces. 

We then asked whether these morphological differences 
could reflect differences in the mechanical properties of 
the nuclear region. AFM measurements of the stiffness of 
the nuclear region revealed a positive correlation between 
the elastic modulus and the nucleus aspect ratio (Fig. 3a) 
whereas a negative correlation was found between the 
modulus and the nuclear volume (Fig. 3b). Additionally, 
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we observed a marked negative correlation between 
Lamins A/C content and nuclear volume (Fig. 3c), which 
resulted in a positive dependence of the nuclear modulus 
the lamins content (Fig. 3d). 

 

IV. CONCLUSION 
Our data demonstrate that the spontaneous elongation 

of cells, driven by substrate nanopatterning and its 
biochemical functionalization, alters not only hMSC 
cytoskeletal arrangement but also the nucleoskeleton, 
nuclear shape and possibly its mechanical properties. Our 
results pave the way for capturing designing concept to 
fabricate novel patterned platforms that effectively alters 
nuclear mechanics and possibly cell fate by tuning the 
material-cytoskeleton-nucleus crosstalk. 
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Abstract—Our group recently reported that the 
FRHRNRKGY peptide (mapped on human vitronectin and 
named HVP) grafted to titanium or glass surfaces promotes h-
osteoblast adhesion. In solution this peptide is cleaved by the 
trypsin of the serum. We have synthesized retro-inverted 
peptides for the stabilization of the sequence toward enzymatic 
degradation. The retro-inverted sequence of the dimeric form of 
HVP has proved to be a potent adhesive analogue completely 
resistant to trypsin-mediated degradation.  
Keywords—Bioactive surfaces, Adhesive peptides, 

Degradation, Retro-inverted sequences. 

I. INTRODUCTION 
ANY factors are deemed to play a key role in cell 
adhesion process, and they are mainly due to substrate 

chemical composition and surface morphology. With specific 
regard to the surface of endosseous implants, considerable 
efforts have been devoted to define how surface properties 
can affect osseointegration process. Actually the relationships 
linking surface treatments (e.g. mechanical, chemical and 
electrochemical) with surface morphology are thoroughly 
investigated; moreover, surface optimization has been 
recently driven towards the nanometric scale to improve cell 
adhesion. The key role of many physiologically molecules in 
cell adhesion and growth has been elucidated: the acquired 
knowledge opens the perspective of a new approach to 
surface treatments, i. e. the so-called “biochemical 
functionalization” to improve surface to cells interactions. 
Several peptides able to promote osteoblast adhesion have 
been discovered and tested: in particular, a nonapeptide from 
the human Vitronectin protein has been proved to enhance 
osteoblast cell adhesion throught an osteoblast-specific 
mechanism, involving interaction between 
glycosaminoglycans (GAGs) from the osteoblast membrane 
and proteins from extracellular matrix (ECM). The peptide 
HVP reproducing the sequence 352-360 of human vitronectin 
have been used to produce biomimetic surfaces via 
unselective or selective grafting [1]-[5]. The biomimetic 
surfaces improved h-osteoblast adhesion and promoted a 
more strength adhesion with respect to control surfaces not-
decorated with adhesion peptides. We have observed that 
HVP dissolved in a solution containing 10% fetal bovine 
serum (FBS) is cleaved in fragments by trypsin. The 
elucidation and the overcoming of the degradation process 
promoted by proteases is fundamental in the design of 
bioactive surfaces of last generation biomaterials.  To 
overcome this problem, we have designed and synthesized 
two retro-inverted analogues (monomeric and dimeric 
sequences) [6]. The reproduction of a bioactive peptide of L-
amino acids with inverted sequence using D-amino acid is a 

strategy to create a peptide that is not recognized by 
proteolytic enzymes (due to D-amino acids presence) but is 
able to orientate its side chains groups in the same way than 
L-sequence. It was demonstrated that a retro-inverso RGD 
peptide still maintains its targeting activity and selective 
binding affinity to integrin αvß3 [7]. The biological assays 
demonstrated that the dimeric retro-inverted sequence (D-
2HVP) enhances h-osteoblast adhesion with respect to HVP 
and increases gene expression of bone sialoprotein, 
osteopontin and vitronectin. The incubation of D-2HVP with 
10% serum and the following characterization by HPLC 
showed the complete stability of this innovative peptide 
toward trypsin-mediated degradation. 
 
II EXPERIMENTAL PART  

A. Peptide Synthesis 
All peptides were synthesized by standard Fmoc chemistry 
using Sieber Amide resin (0.72 mmol/g; scale 0.125 mmoles) 
and a fully automated peptide synthesizer (Syro I, 
Multisynthec, Witten, Germany). The synthetized sequences 
are reported in Table I. 
 
 
 
 
 
 
 
 
 
 
 
 
The side chain protection employed were: Arg, Pbf; His and 
Asn, Trt; Lys, Boc; Tyr, tBu.  
The coupling reaction was carried out using 5-fold excess of  
Fmoc protected amino acid and HOBt/HBTU/DIPEA. All the 
couplings were double. The peptides were cleaved from the 
solid support without contemporary side-chain deprotection 
using the following mixture: 1% TFA in DCM.  

B. HPLC analysis of peptide degradation in the presence of 
serum 
The assessment of peptides degradation in the presence of 
FBS (Fetal Bovine Serum) or Trypsin solution (300 µg/L) in 
PBS (phosphate buffer solution) was carried out as follows: 1 
mg of each peptide was dissolved into 100 µL water, then 
900 µL of 10% FBS in saline buffer or Trypsin solution was 
added and left at 37°C for 5 hours. The solutions were 
analyzed by HPLC: all peaks were collected to identify the 
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TABLE I 
HVP SERIES OF SYNTHETIC PEPTIDES 

Name Sequence 

HVP FRHRNRKGY 

2HVP FRHRNRKGYFRHRNRKGY 

D-HVP YGKRNRHRF 

D-2HVP YGKRNRHRFYGKRNRHRF 

 
   The underlined sequences refer to D-amino acids. 
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fragments through MALDI-TOF mass analysis. The results 
showed that HVP and 2HVP underwent enzymatic 
degradation with both solutions; in Fig.1 is reported HVP 
degradation caused by Trypsin. On the contrary the retro-
inverted sequences didn’t degrade after both FBS or Trypsin 
treatment. Fig.2 shows the chromatogram of D-HVP after 
Trypsin treatment: no fragmentation is present. 

C.  Specific Peptide grafting on glass 
 To verify the bioactivity and the capacity of the retro-
inversed sequences D-HVP and D-2HVP to improve h-
osteoblast adhesion, glass surfaces were specifically 
functionalized with each synthetic peptide. The glass samples 
(2x2 cm) were treated overnight with 2% APTES ((3-
aminopropyl) triethoxysilane)/acetone solution at 40°C. After 
three washings with CH2Cl2, acetone and water, the glass 
surfaces were dried at 100°C for 10 minutes. The samples 
were treated with a solution of 10 mg glutaric anhydride and 
5 mL DIPEA (N,N-Diisopropylethylamine,) in 40 mL of 
NMP (N-Methyl-2-pyrrolidone) for 4 hours at 25°C. The 
glass surfaces were washed with NMP and acetone, and 
finally dried under vacuum. The samples were treated with 
26.7 mg of each side-chain protected peptide, 3.75 mg of 
HBTU, 1.34 mg of HOBT and 5 µL of DIPEA and 10 mL of 
NMP for 21 hours at room temperature. The glass samples 
were washed and dried. The side-chain protections on grafted 
peptides were removed with 10 mL TFA (trifluoroacetic 
acid), 0.25 mL EDT (1,2-Ethanedithiol), 0.1 mL TES 
(Triethoxysilane) and 0.23 mL water, for 1 hour at room 
temperature.  

D.  Biological assays 
Cells (1.3×105 cells/cm2) were seeded onto glass 
functionalized surfaces in 100 µL of complete culture 
medium. Cultures were then incubated in a humidified tissue 
culture incubator (Heraeus; Corston, Bath, UK) at 37°C in 
5% CO2 and 95% humidity. The incubator was also equipped 
with an additional pan of sterile water to prevent evaporation 
of tissue culture media. The volume and the pH of the 
complete medium were checked every 24 h. 

Adhesion assay. Cellular vitality was assessed by using the 
MTT (3-(4,5-dimethylthia- zole-2-yl)-2,5-diphenyl 
tetrazoliumbromide) assay. H-osteoblasts seeded on glass 
were incubated at 37°C for 2 h. 

Gene expression. Human Vitronectin protein (hHVP), 
Integrin-binding sialoprotein (IBSP) and runt-related 
transcription factor 2 (RUNX2), specific transcript levels 
were quantified in osteoblast cells cultured for 24 h on 
functionalized glass scaffolds as reported in [3] 
Statistical analysis was performed using student’t t-test with a 
minimum confidence level of 0.05 for statistical sig- 
nificance. Data are reported as mean±standard error of the 
mean. 

II. RESULS AND DISCUSSION 
Covalent grafting of adhesive molecules is considered a 
successful strategy to encourage the early stages of tissue-
implant integration. In particular, the first adhesion phase, 
which precedes the proliferation, can be positively influenced 
by the presence of adhesive peptide sequences covalently 

anchored to the implant surface. To date, in literature there 
are not studies about the stability of such peptides with regard 
to the degradation operated by proteolytic enzymes present in 
the serum. In this paper we showed that the peptide HVP and 
its dimer (designed to increase the interaction with the cell 
surface GAGs) underwent enzymatic degradation in solution. 
The type of fragments, cut at basic residues level, indicates 
trypsin as the responsible enzyme. The two retro-inverted 
analogues, under the same conditions, resulted completely 
stable and has been recovered intact. The biological assays, 
performed on model glass surfaces covalently functionalized 
with the four peptides, have shown that only two sequences 
are able to improve the adhesion of h-osteoblasts compared 
with the control (silanized glass): HVP and D-2HVP. These 
results indicate that: 
1. The dimer of HVP was not able to increase or even 
maintain the binding to osteoblasts GAGs. 
2. D-HVP did not increase the adhesion of osteoblasts 
compared to the control. 
3. D-2HVP significantly increased the adhesion of 
osteoblasts compared to the control. D-2HVP possessed 
biological activity comparable with HVP. 
The D-2HVP peptide was also able to stimulate gene 
expression of three proteins important for osteoblasts. 
Conformational studies and docking analysis of the 
sequences with the molecular models of h-osteoblasts GAGs 
are underway to formulate a possible structure-function 
relationship. 
 

III    CONCLUSIONS 
 
From this study it emerges that the adhesive sequence D-
2HVP is capable of promoting adhesion of h-osteoblasts as 
the HVP peptide, is able to modulate the gene expression of 
hBSP, hOPN and hHVP and at the same time is not 
absolutely degraded by serum enzymes. In a near future, the 
ability of this sequence to promote osseointegration will be 
evaluater in vivo. 
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Fig. 1.  Chromatograms of HVP (a detail, A) and D-2HVP (B) after Trypsin treatment, in the following conditions: 
column Jupiter C18 “proteo” (4 µm, 90 Å, 4.6 x 250 mm, Phenomenex); injection volume, 200 µL; flow rate, 1 
mL/min; eluent A, 0.05% TFA in water; eluent B, 0.05% TFA in CH3CN; gradient, from 0%B to 30%B in 60 min, 
detection at 214 nm, then 80%B for 10 min. 

 
Fig. 2.  Human osteoblast adhesion on functionalized glass surfaces, determined at 2 hrs from the seeding, through 
MTT assay. “Glass” sample refers to the silanized surface; “mutatRAD” refers to a RGD mutated sequences, not 
showing adhesive properties. *p-value<0.05 Student’s t-test compared to “Glass” and “mutatRAD”. 

 
Fig. 3.  Gene expression of hBSP, hOPN and hHVP, at 2 days from the seeding through q-PCR. “Glass” samples refer 
to silanized surface; “mutatRAD” refers to a RGD mutated sequences, not showing adhesive properties. *§p-
value<0.05 Student’s t-test compared to to “Glass” and “mutatRAD” respectivelly. 

0

5000

10000

15000

20000

25000

mutatRAD GLASS HVP 2HVP DHVP D2HVP

CELL  ADHESION

*
*



GNB 2016

245

BIOMECCANICA
DEL MOVIMENTO UMANO



246

BIOMECCANICA DEL MOVIMENTO UMANO
GNB2016, June 20th-22nd 2016, Naples, Italy 1 

Abstract— In this paper we wont to introduce the concept of 
Walk Analysis like a method to describe, in an objective way, 
some of the characteristics of the walk and of underlying 
mechanisms of gait disability. The experiences of over 25 years 
of research on foot pressures analysis and the innovation 
introduced with the ULTRASENSOR PLATFORM allow today 
to define a new clinical investigation path: THE WALK 
ANALYSIS LABORATORY, which makes possible the study of 
spontaneous ambulation without constraints, with acquisitions 
in high resolution of the foot's natural rolling, and that thanks 
to the optoelectronic evaluation tools and measuring the angular 
/ linear movement also allows to assess postural influences on 
the body structure: the test takes few minutes and data can be 
consulted by any specialist. 
Keywords— GAIT analysis; WALK analysis; Biomechanics; 
New technology 

I. INTRODUCTION 
HE Analysis of the human gait is the object of many 

research projects at the present moment. A search on the 
Web of Knowledge for scientific articles that include “gait” 
in the title shows more than 4000 publications between 2012 
and 2015. Since research on this type of analysis was first 
begun in the 19th century, it has centered on achieving 
quantitative objective measurement of the different 
parameters that characterize gait in order to apply them to 
various fields such as sports [1–2], identification of people 
for security purposes [3–5], and medicine [6–8]. 

 
On the medical field, changes in gait reveal key 

information about persons’ quality of life. This is of special 
interest when searching for reliable information on the 
evolution of different diseases: (a) neurological diseases 
such; (b) alterations in deambulation dynamic due to sequelae 
from stroke (c) systemic diseases; and (d) diseases caused by 
ageing, which affect a large percentage of the population. 
Accurate reliable knowledge of gait characteristics at a given 
time, and even more importantly, monitoring and evaluating 
them over time, will enable early diagnosis of diseases and 
their complications and help to find the best treatment. 

 
Human gait is a complex and cyclical process requiring the 

synergy of muscles, bones, and nervous system [9], mainly 
aimed at supporting the upright position and maintaining 
balance during static and dynamic conditions [10]. The gait 

cycle is defined as the period of time from the initial contact 
of one foot to the following occurrence of the same event 
with the same foot. The correct discrimination of gait phases 
can be considered the starting point for several scientific 
applications, such as: (i) the evaluation of gait recovery status 
in patients after interventions or rehabilitation treatments; (ii) 
the classification of daily life activities; (iv) athlete coaching; 
and, (v) finally, distinguishing between normal and 
pathological gait. 

 
The traditional scales used to analyse gait parameters in 

clinical conditions are semi-subjective, carried out by 
specialists who observe the quality of a patient's gait by 
making him/her walk. This is sometimes followed by a 
survey in which the patient is asked to give a subjective 
evaluation of the quality of his/her gait. The disadvantage of 
these methods is that they give subjective measurements, 
particularly concerning accuracy and precision, which have a 
negative effect on the diagnosis, follow-up and treatment of 
the pathologies. 

 
In contrast to this background, progress in new 

technologies has given rise to devices and techniques which 
allow an objective evaluation of different gait parameters, 
resulting in more efficient measurement and providing 
specialists with a large amount of reliable information on 
patients’ gaits. This reduces the error margin caused by 
subjective techniques. In this paper we wont to introduce the 
concept of Walk Analysis like a method to describe, in an 
objective way, some of the characteristics of the walk and of 
underlying mechanisms of gait disability[11-15]. 

II. MATERIALS AND METHOD 
 
The experiences of over 25 years of research on foot 
pressures analysis and the innovation introduced with the 
ULTRASENSOR PLATFORM allow today to define a new 
clinical investigation path: THE WALK ANALYSIS 
LABORATORY, which makes possible the study of 
spontaneous ambulation without constraints, with 
acquisitions in high resolution of the foot's natural rolling, 
and that thanks to the optoelectronic evaluation tools and 
measuring the angular / linear movement also allows to 

From gait to walk analysis:  

The Walk Analysis Lab 
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assess postural influences on the body structure: the test takes 
few minutes and data can be consulted by any specialist.  
 
In THE WALK ANALYSIS LABORATORY  we have 
utilized the D.B.I.S. technology (Digital Biometry Images 
Scanning®) for specific investigation of posture, used for 
clinical activities by Postural Biomedicine Team, which 
includes Universities [such as: University of Chieti-Pescara, 
and University of Rome “Torvergata” and University of 
Viterbo] and Research Centre. 
The data acquired through the D.B.I.S. system are the basis 
of Bio Postural Test that integrates the values of the 
following devices: 
• Electronic Baropodometer, foot pressure evaluation systems 
• Stabilometry Platform, body balance study systems 
• Body Analysis Kapture and Image System, investigation 
systems 
• Surfacer and B3DR, three-dimensional column and body 
survey systems 
• Podoscanalyzer, foot morphology study system 
• Myoton muscle activity detection system. 
 
The data were analysed by the software ReBioDes, Report 
Biometric Description,  that is an expert system of applied 
logic used for descriptive reporting of biometric test. 
ReBioDes it allows a comparison with indicators of more 
biometric tests with specific conclusions on each indicator 
detected and at the end giving indication of any additional 
biometric exam needed. 
The systems are used by Universities, Hospitals, Medical and 
Radiologic Clinics, Physiotherapy and Sport Centres; 
Medical Specialists(Orthopaedics, Dentistry, Otolaryngology, 
Ophthalmology, Phlebology, Forensic Medicine), health 
professionals such as Physiotherapists, Podiatrists, 
Osteopaths, Chiropractors, Physiotherapists, Kinesiologists, 
and by all those concerned with postural problems.  
One of the more innovative and performance Walk Analysis 
Lab was performed in Viterbo, at Belcolle Hospital [ASL 
VT].  
 
The next technology we will add to the "walk analysis lab" 
will be a new kind of innovative UltraSensor platform. 
The UltraSensor platform represent a concrete answer for a 
“trustable analysis of the walk employing foot pressure 
measurement”, to be used in the Walk Analysis Lab. For a 
correct acquisition of the parameters of the walk the 
SCIENTIFIC literature suggests a path of at least 6 meters. 
The standard required from most of the Gait Analysis Labs in 
the USA  are indicated in a length of at least 5 m and a width 
of 1 m. 
 
We have realized a new UltraSensor patented platform in 
order to meet the gait evaluation needs, having a surface 
expandable up to 20 meters in length and 2 meters in width. 
To properly detect the characteristics of the pressure of the 
foot, to study the functional responses of each subsequent 
support of the same foot, to evaluate changes in the overall 
dynamic center of mass (COM, calculated from the single 
pressure points) is required the acquisition in high resolution. 
The sensor acquisition surface should at least have a detail 
with more than 6 sensors each cm2 and the UltraSensor 
Platform has 7 sensors each cm2. 

III. CONCLUSION 
 

In the last decades, interest in obtaining in-depth 
knowledge of human gait mechanisms and functions has 
increased dramatically. Thanks to advances in measuring 
technologies that make it possible to analyse a greater 
number of gait characteristics and the development of more 
powerful, efficient and smaller sensors, gait analysis and 
evaluation have improved. In contrast to the traditional semi-
subjective methods which depend on the specialist's 
experience, the different parameters being studied can now 
be objectively quantified. These new methods have great 
impact in various fields such as human recognition, sports, 
and especially in the clinical field, where objective gait 
analysis plays an important role in diagnosis, prevention and 
monitoring of neurological, cardiopathic and age-related 
disorders. 
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Abstract — The identification of turnings segments during 
walking trials including the U-turns represents the first 
preliminary step required for the analysis of gait featuring 
straights and turns. To this purpose IMU-based methods were 
developed, however many of them rely on the a-priori 
knowledge of the number of turns. In this study, we selected two 
methods and compared them to evaluate their ability to detect 
the number of turns in continuous gait with multiple U-turns 
without further assumptions. Gyroscope data were recorded 
during gait trials performed at different speeds by two groups of 
subjects (healthy elderly and patients with Parkinson disease). 

Results show that the method that employs a sensor on the 
back yields better results than the one making use of a sensor on 
the ankles. 

Keywords—Turning, Gait, Gyroscopes, IMU  

I. INTRODUCTION 
UANTITATIVE gait analysis traditionally focuses on 
the study of straight walking, the determination of 

spatio-temporal parameters and joint kinematics are typical 
goals of it [1]. However, some classical clinical evaluations 
of gait, such as the Time-Up-and Go (TUG) and the Six-
Minutes-Walking test, include one or more turns. The correct 
identification of the turning occurrences is the first step for 
properly segmenting the walking trials into portions of 
straight walking and turns. 

Recently, the use of miniaturized inertial measurement 
systems which include accelerometers and gyroscopes 
(IMUs) and specific signal analysis techniques have allowed, 
in addition to the quantitative analysis of standardized gait 
parameters, also for the recordings and analysis of composite 
gait tasks, as those including turnings [2], [3]. Moreover, the 
use of wearable IMUs can allow for the analysis of gait 
outside the laboratory, in more ecological conditions, 
therefore including turns. 

Several studies in the literature have focused on the 
analysis of turnings during instrumented clinical test 
featuring a predefined number of straight gait and turnings. 
For instance, in the TUG test a 180 degrees turn is expected 
in the middle of the trial plus a second toward the end of it. 
Methods for the analysis of the IMU-instrumented TUG 
found in the literature exploit the information about these 
imposed motor tasks sequence [4]-[7]. 

Very few studies have been proposed for the analysis and 
turn-straight gait segmentation of walking trials including 
with an unknown number of turns [8]. In this study, we 
selected two published methods based only on gyroscopes 
recordings for the analysis of gait tasks featuring a known 
number of turns. These methods were extended to analyse 
gait trials that did not have a number of turns known a-priori. 

Aim of this study was to test their capability of detecting the 
correct number of turns during walking trials including U-
turns. To this purpose, we applied them to gait trials 
performed at different speeds by two different groups of 
subjects: healthy elderly and patients with Parkinson disease. 

II. MATERIALS AND METHODS 

A. Experimental setup 
The study included 10 healthy elderly (ELD) and 12 

subjects with Parkinson’s disease (PD). The Declaration of 
Helsinki was respected, all subjects provided informed 
written consent, and local ethic committee approval was 
obtained. Two IMUs (Opal, APDM) were attached to the 
ankles just above the malleoli and a third one to the trunk, 
between L4 and S2. Gait data were acquired using the IMUs 
and an instrumented mat (GAITRite®), simultaneously. The 
signals from the IMUs were recorded at 128 Hz, streamed 
wirelessly to a laptop and stored for offline analysis. 

Subjects walked back and forth along a 12-m walkway for 
one minute. They	performed	straight	walking	portions	on	
the instrumented mat and the U-turns outside of it. The setup 
and the sensors placement are depicted in Figure 1. Subjects 
stood still for a few seconds after the beginning of the 
acquisition before walking. For each subject, two gait 
conditions were tested: normal walk (NW – self selected, 
comfortable speed) and fast walk (FW – walking as fast as 
possible). The total number of passages on the instrumented 
mat and U-turns recorded during the one minute acquisition 
varied with the subject speed. 

B. Methods description 
Two published methods were selected and implemented for 

comparison [9], [10]. For both methods, only gyroscope 
signals are required for the identification of the U-turns. 

Method A 
The method is based on the work of Nguyen [9], which 

requires a gyroscope on the back and it identifies turns from 
the analysis of the angular velocity about the gyroscopic axis 
approximately aligned to the yaw axis. A band pass filter was 
first applied to the angular velocity component (low and high 
cut off frequencies set at 0.0025 Hz and 0.7 Hz, respectively). 
The filtered signal was then de-trended and normalized. The 
timing of peaks of the resulting signal corresponded to 
timings of turns. Two or more peaks occurring within the 
same turns (<4 seconds) were associated to a single turn. 

Method B 
The method is based on the work of Greene et al [10] 

Identification of multiple U-turns using gyroscopes: 
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which requires a gyroscope applied on the ankle and 
identifies turns from the analysis of the angular velocity 
about the medio-lateral (ML) axis. Greene and colleagues 
determined through empirical tests that the amplitude of the 
ML angular velocity signal during turning was lower than 
during straight walking. Threshold values used in the original 
paper were not reported. In this study, the determination of 
the ML angular velocity threshold was carried out by 
analysing the gait trials recorded on the ELD group at normal 
speed. In particular, the threshold was varied until the 
number of turning identified on the data recorded by the 
gyroscope attached to the left side was equal to that measured 
by the instrumented mat.  

C. Data analysis 
The performance of the two methods was evaluated by 

comparing the number of turns they detected with the number 
of turns obtained from the instrumented mat (actual turns). 
The last was obtained from the number of passages on the 
walkway minus one, given that the trial did not end with a 
turn. 

Since the method B was applied to the data recorded by 
each of the two gyroscopes attached to the left and right 
ankles, two independent estimates of the total number of 
turns were obtained for each subject. 

III. RESULTS AND DISCUSSION 
The number of actual turns as measured by the 

instrumented mat (reference data) and the total number of 
detected turns estimated using both method A (back 
gyroscope) and method B (right and left gyroscopes), are 
reported in Table I. 

Method A detected the 100% of the actual turns across 
groups and gait speeds. 

Method B missed 3 turns (6% overall) on the left side (L) 
and none on the right (R) in the PD group. The number of 
errors increased at higher walking speed (respectively on R 
and L sides 8% and 11% in ELD, and to 7% and 18% in PD). 

 

IV. CONCLUSIONS 
The better performance of the method A is probably due to 

the low variability, which characterizes the yaw angular 
velocity recorded at the low back level. On the contrary, 
angular velocity at the ankles is characterized by higher 
variability and it changes with gait speed. Since the threshold 
used in the method B was defined on comfortable walking 
speed, the performance of the method worsened at higher 

walking speed. A similar conclusion can be drawn with 
respect to the differences found between right and left sides. 

It is important to mention that the identification of the 
number of turns during walking trials including U-turns 
represents the first preliminary step required for the analysis 
of gait featuring straights and turns. Once the number of turns 
is correctly determined it is necessary to identify when each 
turn begins and ends, to then segment the straight and turning 
portions of the walking trial. Once walking trials are 
segmented, it is possible to extract the relevant gait 
parameters by using algorithms specifically devoted for the 
analysis of either straight or curvilinear gait, [1],[11],[12]. 

The observations presented in this study are encouraging 
but still preliminary. For more definitive conclusions, a larger 
number of subjects must be included in the analysis and, 
above all, different pathological groups should be analyzed to 
test the methods performance when	 the	 deviations	 of	 the	
angular	 velocity	 patterns	 from	 those	 typical	 of	 normal	
gait	are	not	negligible	[13]. 

As future development, the use of the magnetometer 
signals in addition to the angular velocities will be explored. 
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TABLE I 
NUMBER OF ACTUAL AND DETECTED TURNS 

Algorithm ELD 
NW 

PD 
NW 

ELD 
FW 

PD 
FW 

Actual turns 48 47 64 56 

Detected turns 
Method A 48 47 64 56 

Detected turns 
Method B, R 48 47 59 52 

Detected turns 
Method B, L 48 44 57 46 
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Fig 1.  A schematic representation for the experimental setup and sensors placement 
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Abstract— The aim of this study is to compare some specific 
gait parameters extracted by one inertial sensor against those 
obtained through a marker-based motion capture system, and to 
check whether differences in filtering lead to relevant changes in 
estimation accuracy. To this end, a population sample of 4 
healthy young individuals repeated walking trials at different 
speeds, while wearing an inertial sensor allocated on the lower 
back. Stride time, gait speed, step length, stride frequency, step 
symmetry and stride regularity were estimated from the two 
systems. For both step length and gait speed, different values of 
high-pass frequency for displacement estimation from 
accelerometer data were considered. Coefficients of 
determination (R2) between parameters calculated by motion 
capture data and those estimated by the inertial sensor were 
extracted. Stride time, stride frequency and gait speed showed 
values of R2 higher than 0.9, and step length showed a clear 
dependence of the regression accuracy from frequency; this 
appeared also for the gait speed estimation, though to a minor 
extent. A cut-off frequency of 1.3 Hz is then suggested for high-
pass filtering for step length estimation, as it showed the highest 
R2 values. Step symmetry and stride regularity showed low 
values for R2, and this may be related to the reduced availability 
of consecutive steps upon which these parameters were 
calculated.  

Keywords— gait parameters, accelerometer, validation 

I. INTRODUCTION 
Gait refers to the style of walking of an individual. A normal 
walk presents repetitive gait sequences, with a nearly 
periodic behavior [1]. The measurement of gait parameters 
allows to have a synthetic sketch that may help identify 
deviations from normal patterns or values and, thus, to 
understand the reason of these differences. Different are the 
application fields, such as the assessment of children with 
cerebral palsy in orthopedic treatment planning, or the 
assessment of people with other movement disorders, or the 
evaluation of fall risk in the elderly, a theme that is becoming 
increasingly topical [2]. Recent advances in miniaturized 
technological tools brought the availability of having 
wearable high-resolution devices, the inertial sensors, able to 
capture some kinematic variables associated with gait. 
Thanks to them, the analysis has been brought outside the lab 
and, so, used for applications in daily life, in such a way that 
motor behavior is not modified or hindered by the use of a 
limited space or of a controlled environment. 
In terms of user acceptability, the smaller the number of 
sensors to be placed, the lower the computational cost – and 
obviously the more comfortable the set-up for the user. The 
inertial sensor placement is also crucial in terms of 
wearability, as it is recommendable to be in a position 
accepted by people. A common practice, in these regards, is 
to allocate one sensor on the lower trunk, in such a way that 
information about kinematics of both legs can be gathered. 

While the definition of the spatio-temporal parameters is 
agreed in the literature, different techniques for their 
calculation and validation from inertial sensors data have 
been proposed in the literature [3], [4], with varying choices 
as per the pre-processing parameters (filtering being one 
among them). The purpose of this study is thus to specifically 
study the effect of different numerical choices for filtering in 
the estimation of gait parameters from inertial sensors, 
through a validation based on motion capture data. 

II. MATERIALS AND METHODS 

A. Participants and procedure 
4 healthy volunteers (age range 24-39 years, height range 
1.64-1.79 m) with no referred motor disorders, participated to 
the experiments. Subjects were instructed for the 
experimental procedure described in the following, and all of 
them gave written informed consent according to the 
declaration of Helsinki. 
The experiment included five repetitions of gait within a 6 m-
long walkway at three different speeds freely chosen by each 
participant (slow, normal, fast), thus summing a total of 15 
trials with at least two entire strides for each participant.  

B. Signal recording 
Each participant worn a wireless inertial measurement unit 
(Shimmer3, Shimmer sensing, Dublin, Ireland) placed on the 
back of the lower trunk. Linear accelerations and angular 
velocities around the three major axes (range ±2 g) were 
captured at 102.4 samples/s and stored for offline processing. 
Smart-DX (8 cameras, BTS Bioengineering, Milan, Italy) 
captured marker data positions in the calibrated volume at a 
sampling rate of 250 samples/s. Markers used for the 
experimentation were placed on top of the inertial sensor, and 
bilaterally on each heel, lateral malleolus, and fifth 
metatarsophalangeal joint. Offline resampling and 
synchronization were performed for data validation.  

C. Data processing and parameter extraction 
From the marker dataset, it was possible to directly determine 
the spatio-temporal parameters of gait: stride time, gait speed, 
step length, stride frequency, step symmetry and stride 
regularity. 
The same parameters were, then, estimated from inertial 
sensor data, through the procedure detailed in the following: 
stride time is the time lag which maximizes the signal 
resulting by the sum of the unbiased auto-covariance of the 
acceleration components along the three directions [6]; gait 
speed and step length are modeled using the method 
proposed by Gonzales et al. [7], where the single stance 
phase follows the concept of an inverted pendulum, while the 
double stance phase is calculated by a value proportional to 
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foot length: for this parameter, initial and final contact of the 
foot were also estimated. Step symmetry – which describes 
the similarity between right and left steps – and stride 
regularity – which refers to similarity between successive 
strides – are calculated by the harmonics of the auto-
covariance along the vertical direction [5]; stride frequency 
considers the modal frequencies of the spectra along the three 
directions [6]. 
In particular, the calculation of stride velocity and step length 
through inertial sensor data requires double integration of 
acceleration. In order to minimize drift, high-pass filtering 
before each integration step is necessary. In the present 
research, the cut-off frequency of this filter was varied in a 
range between 0.1 and 1.6 Hz, with steps of 0.1 Hz.  
Furthermore, the chosen method for step length estimation 
[7] is a modification of the method of Zijlstra and Hof [8], 
which allows to decrease the error of the estimation 
introducing a proportionality constant K which multiplies the 
length of the foot of the subject. Two different values from 
literature [7] are assigned to K, respectively 0.67 and 0.83, 
and for both of them the calculation was made. 
All recorded data were processed together: indeed, fast, slow 
and normal velocities are referred to a single individual, and 
they do not represent different classes, since each participant 
chose their own selected speed for the three classes. 

D. Gait parameter validation 
The extracted parameters from both systems were compared, 
and the coefficient of determination for each parameter was 
extracted. In order to determine the influence of high-pass 
filtering on both step length and stride velocity, the value of 
the coefficient of determination was calculated for each 
individual frequency lying in the range [0.1-1.6] Hz. This 
made it possible to check whether an optimum frequency for 
high-pass filtering was present in the recorded dataset. 

III. RESULTS 
Linear regression resulted very high for both stride time and 
stride frequency (R2 = 0.9968 and 0.9896, respectively). Step 
length estimation accuracy resulted highly variable with the 
cut-off frequency (R2 resulted varying in the range 0.5207-
0.8401, for K = 0.83, see figure 1), and the best linear 
regression appeared with fcut = 1.3 Hz. These results were 
practically identical with K = 0.67: changes of K essentially 
introduce a subject-dependent bias, that is only minimally 
captured by R2. Stride speed estimation accurately matches 
values obtained from motion capture data with a slight 
dependence from filtering frequency (R2 higher than 0.91 for 
every fcut and maximum value = 0.9732, for fcut = 1.4 Hz).  
Figure 2 shows the scatter plots of the parameters mentioned 
above, with the respective trend lines and R2. 
As per the step symmetry, inertial-based values lie in the 
range 0.9519±0.0451, while motion capture data lead to 
values in the range 0.9630±0.0154 (R2 around 0.0095). Stride 
regularity gives 0.8251±0.0830 vs. 0.9798±0.0088, with R2 
around 0.3943. It is to be highlighted that the definition of 
both these parameters is inherently different if calculated by 
the two systems. Moreover, given the rather small number of 
steps that were captured within one trial, results on these 
parameters – which rely on the availability of multiple steps 
to be accurately estimated – may be influenced by that. 

IV. DISCUSSION AND CONCLUSION 
The results obtained for stride time and stride frequency are 
good, and the used method showed high accuracy on a 
variety of different speeds and anthropometric factors.  
Regarding step length and stride speed estimation, we 
decided to choose the optimum cut-off frequency as the one 
that maximized the coefficient of regression R2 of the step 
length. The motivation behind this choice is the fact that 
stride speed is calculated by combining two estimated 
parameters – step length and stride time – thus introducing 
uncertainties coming from the combination of two different 
sources of error. 
We did not choose frequencies higher than 1.6 Hz, as this 
brought to the introduction of peaks in the signal, that needed 
some manual identifications of gait events. If automatic 
detection had been done, gait temporal events would have 
been misidentified, and the corresponding estimation of gait 
parameters would have been largely affected. 
Step symmetry and, especially, stride regularity give results 
that are only loosely correlated with the expected values 
coming from motion capture data. This is probably due to the 
fact that only few strides were made available for each 
repetition, whereas it would make sense to apply these 
estimations to longer paths, with more strides. 
Thanks to the results obtained, the direction to follow is to 
assess the correlation between cut-off frequency and the 
velocity of walking, in such a way that a gait speed-
dependent cut-off frequency may help reduce the inter-
individual variability. Finally, the idea is to use the developed 
methods to longer walking sessions, thus increasing the 
accuracy in parameters extracted from inertial sensor data, in 
order to apply them, later, to other population samples, 
including elderly people. 

REFERENCES 
[1] M. W. Whittle, “Clinical gait analysis: A review”, Human Movement 

Science, pp. 369-387, 1996. 
[2] M. Marschollek, K. H. Wolf, M. Gietzelt, G. Nemitz, H. M. zu 

Schwabedissen, R. Haux, “Assessing elderly person’s fall risk using 
spectral analysis on accelerometrici data”, in 2008 Proc. IEEE EMBS 
Conf., 3682-3685.  

[3] F. Bugané, M.G. Benedetti, G. Casadio, S. Attala, F. Biagi, M. Manca, A. 
Leardini, “Estimation of spatio-temporal gait parameters in level 
walking based on a single accelerometer: Validation on normal subjects 
by standard gait analysis”, Computer methods and programs in 
biomedicine, 108.1: pp. 129-137, 2012.   

[4] D. Trojanello, A. Cereatti, U. Della Croce, “Accuracy, sensitivity and 
robustness of five different methods for the estimation of gait temporal 
parameters using a single inertial sensor mounted on the lower trunk”, 
Gait & Posture, 40.4, pp. 487-492, 2014. 

[5] R. Moe-Nilssen, J. L. Helbostad, “Estimation of gait cycle characteristics 
by trunk accelerometry”, Journal of Biomechanics, 37.1, pp. 121-126, 
2003. 

[6] S. M. Rispens, K. S. van Schooten, M. Pijnappels, A. Daffertshoofer, P. J. 
Beek,J. H. van Dieen, “Identification of Fall Risk Predictors in Daily 
Life Measurements: Gait Characteristics’ Reliability and Association 
With Self-reported Fall History”, Neurorehabilitation and Neural 
Repair, 1-8, 2014.  

[7] R.C. Gonzales, D. Alvarez, A. M. Lopez, J.C. Alvarez, “Modified 
pendulum model for mean step length estimation”, in 2007 Proc. IEEE 
EMBS Conf. pp. 1371-1374.   

[8] W. Zijlstra, A. L. Hof, “Assessment of spatio-temporal gait parameters 
from trunk accelerations during human walking”, Gait & Posture, 18.2: 
pp. 1-10, 2003.  

 



254

BIOMECCANICA DEL MOVIMENTO UMANOGNB2016, June 20th-22th 2016, Napoli, Italy 3 

 
 

 
 

Fig.1. The graph on the upper panel represents the regression coefficient under varying frequencies for K equal to 0.83, relative to the estimation of step 
length, while the one on the lower panel is relative to the estimation of stride speed. The red point shows which is the frequency chosen. 

 
 

 

 
 

Fig. 2. Scatter plots of stride time, step length, stride frequency and gait speed, with the respective trend lines and R2. 
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Abstract—Studying human grasping  is of paramount interest 
for advancing on the comprehension of human sensorimotor 
strategies and for imparting similar skills to robotic hands. This 
paper wants to propose and validate an experimental 
framework for hand biomechanical analysis composed of (i) a 
set of instrumented objects for force analysis during grasping 
aimed at evaluating the behaviour of human as well as robotic 
hands and (ii) a kinematic protocol for assessing the hand 
functionality in terms of range of motion and joint angles. A 
combined kinematic and dynamic analysis has been performed 
on 7 subjects during grasping a set of instrumented objects. 
Information about motion kinematics have been obtained from 
data acquired with an optoelectronic system.  
Keywords—Kinematic reconstruction, hand biomechanical 

analysis, instrumented objects, grasping force. 

I. INTRODUCTION 
IOMECHANICAL analysis of the human hand during 
grasping is a fundamental issue to be faced while 

studying human grasping strategies as well as robotic 
grasping capabilities. In case of studies on humans, force 
analysis in addition to kinematic analysis allows investigating 
sensori-motor mechanisms responsible for human grasp 
control, with important implications both in neuroscience and 
in robotics.  
 Different approaches have been proposed in the literature 
to acquire information about forces and hand kinematic 
behavior during the grasping action. Sensors embedded in 
gloves or directly positioned on the hand  have been adopted 
in [1] and [2], respectively, to measure grasping forces. 
Instrumented objects, i.e. objects embedding tactile or force 
sensors, have been used for studying grip force during pinch, 
tripod and power grasps. Different transduction technologies 
have been embedded in these objects for providing 
information about force values and spatial distribution of 
contact points, such as force transducers, strain gauges [3], 
tactile sensors [4] and force-torque sensors [5]. The main 
limitations of these solutions are represented by the 
impossibility of recognizing the forces applied by each finger 
in correspondence of the contact points and, in some cases, 
the high costs. 
 As regards the hand kinematic analysis, different methods 
for human hand joint motion reconstruction from 3D marker 
positions acquired with optoelectronic motion analysis 
systems [6], as well as different kinematic models [7] have 
been proposed.  

The objective of this paper is to propose an experimental 
framework for performing  hand kinematic and force analysis 
through a purposely developed protocol for optoelectronic 
systems and a set of instrumented objects during grasping. 
The protocol for positioning markers on the hand has been 

chosen in such a way to minimize artefacts, due for example 
to skin movements or marker occlusions, and to obtain 
information about wrist position. The set of instrumented 
objects is conceived to be low-cost and able to analyze the 
force applied by each finger during the task and to detect 
slippage. 

II. METHODS 

A. Kinematic protocol for hand motion analysis 
 In order to describe finger behaviour during grasping, a 
kinematic model consisting of 21 degrees of freedom (five 
for the thumb and four for each of the long fingers) and a 
protocol for tracking hand motion and reconstructing joint 
angles starting from the marker positions acquired with an 
optoelectronic motion analysis system have been adopted [8] 
(Fig. 1). In particular, finger joint trajectories and angles have 
been determined placing 25 reflective markers of 6 mm 
diameter on the subject’s right hand. For each image frame, 
the 3D marker positions acquired with the optoelectronic 
system are used for obtaining unit vectors representing the 
axes of joint reference frames. The angular parametrization 
of Euler angles in configuration ZYX has been chosen in 
order to obtain the hand joint angles from the rotation 
matrices. 

B. Instrumented objects for grasping force evaluation 
 A set of instrumented objects has been conceived to be 
jointly used with the system for motion analysis in order to 
obtain a complete grasp analysis of human hands. In 
particular, in this paper the development and testing of two 
spherical objects for tripod and pinch grasp analysis is 
discussed.  
Each object embeds (Fig. 2): (i) Force Sensing Resistor 
sensors (FSR, Model 400 by Interlink Electronics, Inc.), (ii) 
an electronic board for acquisition and amplification of the 
output signals provided by the aforementioned sensors, (iii) 
movable parts, one for each contact point, sliding on 
mechanical springs lodged into rails, and (iv) a triaxial 
accelerometer (ADXL330 Analog Devices, Inc.) for slip 
detection. The location of the contact areas on the object 
surface answers the requirement of ensuring grasp stability 
for human hands.  
The CAD of the two objects is shown in Fig. 3. Three 
piezoresistive sensors have been located in order to measure 
the forces applied by the hand fingers during grasping. Each 
sensor has a circular active area (diameter of 5.08 mm), a 
discrimination threshold of 0.2 N and a measurement range 
up to 20 N. The input-output relationship of the FSR sensor is 
described by the equation 
 

Experimental framework for human hand 
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Figure 1. Protocol for marker positioning. 

 

 
Figure 2: The electronic circuit is collocated inside the developed 

instrumented objects. 

 

 
Figure 3. CAD model of the instrumented objects for tripod (left) and 

 pinch  (right) grasps. The arrows point to the contact areas. 

 

 
Figure 4. Final grasping configuration. 

 
 

 
Figure 5. Flexion/Extension angle behavior of the index and middle fingers 

MCP and PIP joints. 

 
Figure 5. Flexion/Extension angle behavior of the thumb TM and IP joints. 

 

 
Figure 6. Finger forces (a), components of acceleration (b), and PSD (c). 
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Abstract—The automatic estimation of the centre of rotation 
(CoR) is a challenging issue in the identification of the kinematic 
chains representing the human body from a biomechanical 
perspective. When accurate enough, such models could be used 
to provide quantitative evaluation of the range of movements in 
different biomedical applications, such as rehabilitation and 
functional evaluation. 

In this paper, we investigate the possibility of identifying the 
CoR by means of magneto-inertial sensors in a mechanical 
analogue of the gleno-humeral joint. By exploiting a “functional 
approach”, the CoR location can be identified without taking 
any mechanical measurement on the system, just relying on the 
sensors output. The influence of the experimental conditions on 
the quality of the solutions are analysed, revealing how 
performing fast movements, with the MIMU close to the CoR 
has a positive impact, whereas the range of motion during the 
trial has a negligible influence. Such information can be 
exploited in order to design the trial for a CoR identification 
with MIMUs maximizing the performance of the functional 
approach. 
Keywords—inertial sensors, centre or rotation, functional 

approach, biomechanics. 

I. INTRODUCTION 
UNCTIONAL evaluation, human-assisted rehabilitation and 
self-managed rehabilitation, are typically characterized 

by the evaluation of range of movements by eye. 
Instrumenting such practices could improve the quality of the 
evaluation, opening new possibilities in rehabilitation. In the 
field, the adoption of magneto-inertial measurement units 
(MIMUs) could provide substantial benefits over other 
techniques, thanks to the unobtrusive monitoring, without the 
occlusion problems typical of optical and depth-sensing 
technologies. However, the adoption of MIMUs is hampered 
by the low accuracy and the complex setup, requiring 
anthropometric measurements and precise sensors placement 
on the human body. The so-called “functional approach” 
requires the subject to perform ad hoc joint movements in 
order to identify the parameters of the kinematic model of his 
body. Such an approach can be used to locate the centre of 
rotation of the spherical joints between the bony segments 
[1]. This is a well-known issue with stereo-photogrammetry 
techniques [2], but it is still to be evaluated with MIMUs. 
 In this paper, we proposed a functional approach to 
identify the position of the centre of rotation (CoR) of a 
spherical joint model from the movement data recorded using 
a MIMU [3]. In particular, we investigated the impact of the 
experimental conditions (sensors location, movement 
velocity and range of motion) on the CoR estimate accuracy.  

II. MATERIAL AND METHODS 

A. The mathematical model 
Consider a model composed of two rigid segments 

connected by a spherical joint, and consider one of them 
fixed and the other free to move. The acceleration of a point 
on the moving segment, by considering a global frame (GF) 
with the CoR in the origin, is given by: 

)( rωωr
ω

a ××+×=
dt

d
 (1) 

where ω  is the angular velocity and r is the distance of the 
point from the CoR. Eq. (1) can be re-arranged in order to 
exhibit the form: 

arωωK =),( !  (2) 
where K is function of ω  and its time derivative ω! . 
This equation is linear in the unknown vector r, which 
represents the CoR position (latent variable). The vectors a 
and ω  represent the observable variables, whereas the angular 
acceleration is computed as the discrete-time derivative of ω . 
Computing (2) for each of the N sampled instant of time 
recorded during an ad hoc movement, an oversized linear 
system can be obtained: 

arK =  (3) 

Where K  is a 3N×3 matrix and a is a 3N×1 array. The 
least-squares solution for r can be obtained by computing the 
pseudoinverse of K . 

B. Validation framework 
A commercial MIMU (MTx, by Xsens) has been firmly 

attached to a non-ferromagnetic mechanical device (Fig. 1), 
consisting of a rigid aluminum bar (segment 1) connected 
through a ball-and-socket joint to a fixed basement and built 
based on the dimensions of the human shoulder complex. The 
nominal position of the center of the spherical joint was 
determined from the device geometry with a tolerance of 1 
mm. A cylinder with its axis orthogonal to the basement and 
passing through the joint, can be used to limit the range of 
motion of the aluminum bar to a maximum angle. The device 
can be manually operated, to generate movements with 
plausible patterns and velocities. The functional movement 
consisted in a cross (two arcs on two perpendicular planes). 
Three trials for every conditions were recorded. 

The MIMU orientation was estimated using the Kalman 
filter by Xsens. The gyroscopes and magnetometers were 
calibrated before the experiments using the calibration tool 
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provided in the vendor’s software (MT manager). The 
experimental conditions are reported in Table I. 

 

 

C. Processing 
 Data processing was performed off-line with Matlab. A 
static acquisition phase (5 s), before and after the dynamic 
phase, was used to evaluate and compensate the constant bias 
in the gyroscope data and to verify the effectiveness of the 
gravitational contribution removal. The constant gyroscope 
bias was partially compensated by subtracting from the gyro 
signals the values obtained by averaging the first 4 s.  

For each trial, the error was computed as the absolute value 
of the difference between the CoR nominal position and the 
estimated position. A comparison between different 
experimental conditions was carried out in terms of mean and 
standard deviation of the error over the three trials 
repetitions. 

III. RESULTS 
Results are reported in the bar charts in Fig. 2. Each bar 

represents the mean error (± std) of the estimated distance 
between the CoR and the origin of the sensor’s reference. 

The different experimental conditions have different impact 
on the quality of the CoR estimation from MIMUs. 
Variations in the methodology implementation largely 
affected the CoR estimation. The most critical factor resulted 
to be the speed of the joint movement used for the CoR 
estimation, followed by the distance of the sensor from the 
CoR and, lastly, the range of motion. Such results are 
important for a perspective biomedical applications since 
they suggest that this methodology can be applied to 
impaired patients with limited range of motion. Conversely, 
since the motion speed is the most critical aspect, larger 
errors can be expected on patients with bradykinesia. 

IV. CONCLUSION 
The findings of the present study encourage the application 

of this technique for studies on human subjects. Since the 
achieved accuracy levels are comparable with state-of-the-art 
optoelectronic stereo-photogrammetry techniques [4], the 
potentialities of the proposed approach can be investigated in 
clinical scenarios. Currently we are investigating the quality 
of the approach on human subjects on the gleno-humeral 
joint, evaluating the accuracy and the effect of the soft tissue 
artefacts. 
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TABLE I 
EXPERIMENTAL CONDITIONS TESTED 

Sym. description Parameters value 

P1 MIMU close to joint 309 mm, 25 mm, 3 mm, d= 310 mm 

P2 MIMU far from joint 559 mm, 25 mm, 3 mm, d= 560 mm 

θ1 Smaller range of motion 45° 

θ2 Larger range of motion 90° 

V1 Slow motion  6 s 

V2 Quick motion 2 s 

For P1 and P2, the parameters represent the position of the CoR with 
respect to the sensor, in the LF.  
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Fig. 2. Summary of the results (mean ± std) of the trials performed at different experimental 
conditions: different speed of motion (quick and slow), different range of motion (θ1 and θ2) and 
different distance of the sensor from the CoR (P1 and P2). 

Fig. 1. A mechanical analogue of the 
shoulder joint. The MIMU is oriented with 
the x axis aligned to segment 1 and pointing 
to its tip; the y axis is parallel to the plane of 
the rigid plate and directed perpendicularly 
away from segment 1; z axis is oriented 
according to the right-hand rule. 
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Abstract—The modality of Visual Biofeedback (VBF) 
presentation influences the postural performance during quiet 
stance. Analysis of posturographic parameters taken from force 
plate data revealed that the use of a discretized VBF improves 
the postural performance and favours a more natural postural 
behaviour. Conversely, literature is lacking in studying 
kinematics to evaluate postural strategies in quiet stance during 
VBF tasks. Therefore, this paper aims at studying the 
correlation between kinematic data obtained from motion 
capture, and dynamics taken form force plate data, during a 
baseline condition (no VBF) and during the tasks in which a 
continuous and a discretized VBF were randomly presented.  

During required tasks, motion capture data were used to 
estimate ankle and hip joint flexion-extension, while a force 
plate collected the centre of Pressure (CoP) coordinates. These 
latter ones were processed in real-time to be used in the VBFs 
presentations, shown on a screen in front of the subject.  

The correlation between the CoP and both the hip and ankle 
angles was calculated, to check possible variations between 
postural strategies coming from the presentation of VBF. 
Preliminary results show different correlation values depending 
on the presented VBF, with an inverse correlation between hip 
and ankle With the small sample size now at hand, no definite 
behaviour appears in terms of differences, while it can be 
speculated that, with an extended sample it may be possible to 
infer on the presence of an effect of the VBFs on the 
contribution of hip and ankle postural strategies in quiet stance. 

  
Keywords—Posture, Visual Biofeedback, Optoelectronic 

System, Force Plate. 

I. INTRODUCTION 
osturography is one of the biomechanical techniques 

dealing with the study of the neuromuscular control 
system and tries to provide quantitative information on 

the strategies underlying balance mechanisms. Upright 
stance, in fact, is a not trivial task and deals with keeping 
several joints and muscle groups in a geometric relationship 
with the environment [1]. Even when required to stand still, 
the human body cannot be considered as a motionless 
structure and continuous action of the central nervous system 
is necessary to maintain balance. Therefore, despite its 
seemingly simplicity, maintaining balance is a rather 
complex task that requires the integration of information 
coming from different sensory channels including 
proprioception, vestibulum, and vision [2].  

In particular, the vision is one of the most important 
sources of information to keep balance [3]. 

Among systems developed to improve balance 
performance, the Visual BioFeedback (VBF) consists of 
delivering additional artificial visual information about body 
motion to supplement the natural visual information, to help 

improve human balance [4]. The use of real-time VBF 
obtained from the Centre of Pressure (CoP) during a standing 
task is a common tool for the evaluation and training of the 
postural control [5]. The CoP position is presented in real 
time on a monitor screen and the subject is required to 
confine it to the narrowest possible zone ]. Literature includes 
a wide range of VBFs [6-8] showing that the modality of 
VBF presentation influences the postural performance. In 
particular, in a recent study [7] two different VBFs were 
compared: one based on the traditional CoP presentation, and 
a second based on the presentation of a discretized 
information. The analysis of the traditional postural 
parameters has shown that the use of a discretized VBF, as 
compared to the continuous VBF, favoured a more natural 
postural behaviour by promoting a natural intermittent 
postural control strategy. The possible impact on the control 
strategies adopted to maintain balance needs to be studied by 
integrating dynamics data necessary to extract CoP, with 
those directly related to the multi-segmental kinematics. The 
scientific literature on this topic, in fact, includes few studies 
on the kinematic analysis of upright stance maintenance with 
VBFs [8,9], although the importance of assessing the 
kinematic compensations occurring when balance is 
challenged under different conditions is acknowledged [10]. 

The aim of the present case study is to describe the effect 
of the two different modality of VBF presentation assessing 
the correlation between the anterior-posterior coordinate of 
CoP and the kinematic data (hip and ankle angles).  

 

II. MATERIALS AND METHODS 

A. Experimental set-up and procedure 
The preliminary experiments were conducted on a young 

volunteer (aged 32, weight 80kg, height 1.70m). He did not 
report neuropathies at the peripheral level, or vestibular 
pathologies, they had normal visual acuity and no colour 
blindness. He was instructed as for the experimental 
procedure that will be described in the following. 

During the experiments the subject stood barefoot, feet 
together on a custom force plate and he was asked to 
maintain an upright natural posture with arms along his sides.  

Kinematics was collected using an eight-camera BTS 
SMART-DX6000 (BTS Bioengineering, Milano, Italy) 
motion analysis system (fc = 250 Hz), calibrated over a 
collection volume measuring approximately 3x4x3m. 
Twenty-two spherical reflective (9mm) markers were applied 
to assess the body segment movements, according to the 
Davis protocol [11]. Anatomical markers were positioned on 
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both lower limbs over the iliac crest, the greater trochanter, 
the half thigh, the femoral condyle, the tibial plateau, the half 
shank, the malleoli, the fifth metatarsal head, the heel in 
addiction to ones positioned on the sacrum on both shoulders 
and on the 7th cervical vertebrae. 

Visual biofeedback was displayed on a computer LCD 21'' 
monitor placed in front of the subjects at a viewing distance 
of 1 m (Fig.1).  

Three different conditions were considered, with the 
following instructions:  
• noVBF : we asked to maintain a natural posture looking 

at a black screen  positioned in front of him 
• VBFcontinuous: we asked to maintain a white spot within a 

red square displayed on the same black screen. The spot 
is a real-time representation of the CoP and the red 
square represents the area of stability. 

• VBFdiscretized: we asked to maintain a smiling emoji on. 
 

In the VBFcontinuos case, a time continuous biofeedback was 
displayed, thus providing a detailed temporary information 
regarding their balancing.  

In the VBFdiscretized case, a time discrete biofeedback 
consisting in a set of five emoticons were selected and 
displayed in real time on the basis of the current CoP 
displacement. A smiling emoji was displayed if the CoP 
position was inside the stability area (defined as in the 
VBFcontinuos task) while a sad emoticon was displayed in the 
opposite case, changing in shape and size depending on the 
direction [7]. Each condition consisted of three 30 s trials, the 
interval among the trials was 60 s. 
 

B. Data acquisition and Processing 
Analogue signals were low-pass filtered (10 Hz) and 

sampled at 100 samples/s (NI USB-6210, by National 
Instruments). A custom LabView code (National Instruments 
Corporation) was used to control the VBFs in real time and to 
store the CoP coordinates for offline processing. The 
LabView code execution was synchronized with the motion 
capture system by means of an external trigger 
communication. 

From the kinematic data, the following joint rotations were 
calculated: ankle dorsiflexion and hip flexion-extension.  

III. PRELIMINARY RESULTS 
The correlation (corr) was calculated between the 

ankledorsiflexion angle (A_df) and the antero-posterior 
(APCoP) coordinate of the CoP, and between the hip flexion-
extension angle (H_fe) and the APCoP coordinate. 

Preliminary results show a positive correlation between 
APCoP and A_df, in each repetition, when the subject stood on 
force plate without a VBF (mean_corr=0.23) and during the 
VBFdiscretized task (mean_corr = 0.15).  

Conversely, when the VBFcontinuous was presented on the 
screen the correlation resulted negative (mean_corr = -0.12, 
Fig.2).  

At the same time, slight negative correlation between 
APCoP and H_fe appeared, in each repetition, when the subject 
stood on the force plate without VBF(mean_ corr =-0.1) and 
during the VBFdiscretized task (mean_corr = -0.28).  

Conversely, when the VBFcontinuous was presented on the 
screen the correlation was positive (mean_corr = 0.15, Fig.3).  
 

IV. DISCUSSIONS AND CONCLUSIONS 
The aim of this preliminary study was to evaluate if the 

modality of VBF presentation influences the postural 
strategies. The first conducted experiments on a single 
subject show that the continuous and discretized VBFs have 
different effects on the adopted postural strategy. 

In particular, during the VBFcontinuous presentation, ankle 
dorsiflexion was negatively correlated with APCoP., while hip 
flexion-extension was positively correlated with it. 

Conversely, during the VBFdiscretized presentation, ankle 
dorsiflexion was positively correlated with APCoP, while hip 
flexion-extension appeared negatively correlated with it. 
Moreover, the results obtained with the VBFdiscretized tasks 
appeared more similar to the postural strategies used in the 
case of noVBF.  

From these results it can be observed that, when VBF is 
presented, hip and ankle main rotations are inversely 
correlated with CoP excursions, thus in agreement with a 
compensating postural strategy. These preliminary results 
encourage in the ongoing of the measurement campaign on a 
larger sample population. 
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Fig.1. the experimental setup 
 

 
Fig.2. correlation between the APCoP and the Ankle Dorsiflexion, for each condition (noVBF, VBFcontinuos, VBFdiscretized) and all trials. 

 

 
 

Fig.3. correlation between the APCoP and the Hip Dorsiflexion for each condition (noVBF, VBFcontinuos, VBFdiscretized) and all trials. 
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Abstract— The 2/3 power law links the kinematics of 
handwriting with a movement trajectory but lack of precision 
for handwriting movement. In order to study a more 
appropriate relationship between velocity and curvature in 
handwriting movements we examined the writing responses of 
204 children from 2nd and 5th primary school. Cursive writing 
was acquired by a digital tablet and its dynamic aspects were 
studied in five different experimental conditions:two repetitive 
sequences of le and uno, a series of numbers (in letters) in 
ascending order and a sentence written in accurate and fast 
conditions. We found a limit law that identify the maximum 
velocity required to perform a specific curvature. 
Keywords— Handwriting, Kinematic analysis, Graphic tablet. 

I. INTRODUCTION 
INCE the early 1980s the study of drawing and 

handwriting movements has come to be known as the 
field of graphonomics. The main aim of this field is to 
identify the relationships between the planning and 
generation of drawing and handwriting movements. This 
permits to define the nature and limitations of the processes 
taking place at various levels of the neuromotor system as 
these movements evolve [1]. Nowadays, graphic tablets and 
appropriate software simplify and enhance graphonomics, 
allowing the extraction of precise kinematic features from 
digitally recorded writing samples [2]. In particular, the 
factors concerning the basic elements of writing, such as 
components and strokes [3] have shown to be very promising 
for hand motor performance quantification. A component 
represents the segment between two successive penlifts, 
while a stroke is the basic element of writing movements, 
delimited by the points of minimal curvilinear velocity. 

According to the 2/3 power law [4], the nonlinear 
relationship between tangential velocity and radius of 
curvature of the endeffector trajectory, a very high velocity of 
motion does not permit the execution of accurate movements 
with small radius of curvature (large curvature). However, 
studies on this law show that it is not reliable for handwriting 
movements [5]. Indeed, the velocity is not proportional to the 
curvature because their relationship is influenced by several 
factors. Due to the kinematic structure of the human arm and 
the constraint of the central nervous system in the smooth 
rhythmic trajectory, the 2/3 power law is applicable only to 
the planar drawing patterns of relatively small size [6], and 
when fewer or simpler joint systems are involved (e.g. better 
for finger than for wrist motion) [7]. Furthermore, the power 
law can be considered a good model in high speed condition, 
when movement execution time has been set [8]. 

In this paper we investigated possible relation between 
velocity and curvature of the trajectory in cursive 
handwriting; in particular we examined the writing of school 

children from 2nd grade to the 5th grade of Primary school. 
Each participant had to produce two repetitive cursive 
sequences, about independent from linguistic aspects, then a 
task, partly dependent on the mathematical knowledge 
acquired by the child, and finally had to copy a short 
meaningful sentence, for which adequate linguistic 
competences were required. 

II. MATERIALS AND METHODS 

A. Participants 
In order to study the relation between velocity and 

curvature of the trajectory in cursive handwriting, 204 pupils 
was recruited from different primary schools of Trieste, Italy. 
No selection was performed on subject: Italian and no-Italian 
mother-tongue, both right and left-handed, with or without 
handwriting problems or organic pathologies, were 
considered. The distribution of subjects along the four 
considered classes and ages was: 48 in 2nd (Mean = 7.9 years 
± 0.4), 43 in 3rd (Mean = 9.0 years ± 0.4), 50 in 4th (Mean = 
10.0 years ± 0.3), 42 in 5th (Mean = 10.9 years ± 0.4). 

Before starting the tests, written informed consent was 
obtained from the parents. In this study no specific 
neurological and neuropsychological assessments were 
conducted.  

B. Test 
All children undertook a series of five exercises: the first 

two tests (LE and UNO tasks) were partially independent 
from linguistic aspects; it required students to write in fast 
way, for 60 seconds, a cursive sequence of ‘le’ or ‘uno’, 
respectively. The third test (NUM task) was partly dependent 
on the mathematical knowledge acquired by the child; it 
required students to write in 60 seconds, as quickly as 
possible, numbers in cursive letters and in ascending order. In 
the last two tests (A and F tasks) adequate linguistic 
competences were required; it asked students to copy in 
cursive the Italian sentence: L'elefante vide benissimo quel 
topo che rubava qualche pezzo di formaggio. This sentence 
was constructed in order to contain all the letters of the 
Italian alphabet and several phonological rules. In the A task 
child had to write, as accurately as possible, while in the F 
task, he/she had to write as Fast as possible.  

As regard the posture and the prehension to keep, no 
indication was given to the students. 

C. Apparatus 
Wacom Intuos 3 Tablet with Intuos Ink Pen, and ruled 

paper appropriate to the grade attended were used for the data 
acquisition. The digitizing tablet has a spatial resolution of 
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5µm and samples horizontal and vertical pen displacement at 
200Hz. The Intuos Ink Pen enables simultaneous collection 
of both digital and hardcopy data, reproducing a normal pen 
and paper context.  

D. Data Analysis 
A proprietary MATLAB program [9] was used to perform 

this analysis. 
At first, for each test, the components were identified as the 

written tracts between two consecutive pen lifts. Then, the 
horizontal and vertical pen positions were separately filtered 
by means of a second order lowpass Butterworth filter (10Hz 
cut-off frequency) with phase compensation and the 
curvilinear motion characteristics, i.e. position, and velocity 
curves were derived. To identify the strokes, an automatic 
segmentation procedure detected points of minimal 
curvilinear velocity, hypothesizing that each velocity 
minimum corresponds to a different motor stroke, as claimed 
by the bell-shaped velocity profile theory [10]. 

The curvature, with its direction, was calculated using the 
Eq (1).  Positive curvature values indicate a clockwise 
rotation and negative curvature values a counter clockwise 
rotation in handwriting movements. 

2
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In Eq (1), vx and vy are respectively the maximum 
horizontal and vertical velocities of the considered stroke 
(mm/s) and ax and ay their first derivative with respect to 
time. 

To study possible relation between velocity and curvature 
with schooling advances, at first the max value of velocity 
was calculated for each value of curvature and averaged 
across students of the same grade. For each class a 
curvilinear velocity-curvature curve was plotted and grouped 
by task. 

III. RESULTS AND DISCUSSION 

A. LE task 
(Fig. 1) Regarding positive values of curvature (clockwise 

rotation) the velocity required to perform them is the same 
for 4th and 5th classes. In 3rd class, the velocity for curvature 
values greater than 0.3 starts to move away from the curves 
of higher classes. This explains that, only when radius values 
are larger enough, pupils from 3rd can achieve the same 
velocity of older students; their velocity execution decreases 
for larger curvatures.  Instead, pupils from 2nd class always 
keep a lower velocity respect the higher classes.  

In LE task execution we expect only clockwise rotation. 
However some negative values of curvature was detected due 
to inaccurate strokes of the pen.  

B. UNO task 
(Fig. 2) The curve for 2nd class is different in trajectory 

respect the other classes: for curvature closer to zero, 2nd 
class achieves higher velocity and, with a higher gradient, 
decrease increasing the curvature. 

C. NUM task 
(Fig. 3) For positive curvature, we can discriminate two 

different trend in that 3rd with 5th and 2nd with 4th have similar 
curves. Regarding negative curvature, 2nd class has a different 
curve respect the higher classes. 

D. A task 
(Fig. 4) For little positive curvatures, all classes achieve the 

same velocities. Decreasing radius values, differences 
between classes become evident. Younger students cannot 
perform fine movements with the same velocity of older 
students. For negative curvatures, 2nd and 3rd classes has the 
same curve, velocities increase from 4th to 5th class. 

E. F task 
(Fig. 5) 4th and 5th have the same curves. For each 

curvature values the maximum velocity that students can 
achieved is proportional to the class attended. 

IV. CONCLUSION 
A relationship between curvature and velocity exists but it 

is not a close relation. The power law is applicable only to 
simple geometric patterns (e.g. circles, ellipses); it is not 
applicable to complex movements like handwriting 
movements. 

Curvilinear velocity-curvature curves vary considerably 
over task although only children between 7 and 10 years was 
considered. On the other hand, clockwise (positive values) 
and counter clockwise (negative values) curvatures are 
different for each task and subjects.  

In conclusion, the relationship between velocity and 
curvature is influenced by several factors that make difficult 
the identification of a precise and universal law describing 
any type of movement. In this paper we found the limit law 
identified by the curves that identify for each curvature value 
the maximum velocity value required to perform it. 
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Fig. 1.  Curvilinear velocity-curvature curve for each class regarding LE task’s execution 

 
Fig. 3.  Curvilinear velocity-curvature curve for each class regarding NUM task’s execution 

 
Fig. 2.  Curvilinear velocity-curvature curve for each class regarding UNO task’s execution 
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Fig. 4.  Curvilinear velocity-curvature curve for each class regarding sentence task’s execution in accurate (A) modality 

 
Fig. 5.  Curvilinear velocity-curvature curve for each class regarding sentence task’s execution in fast (F) modality 
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Abstract – Handwriting is considered a silent movement since 
the friction of the pen on the paper does not produce sound and 
generally it is examined by visual analysis starting from the 
written trace. Recently, many studies were carried out on 
writing acquisition performed by means of digitizing tablets that 
allow objective quantitative kinematic analyses of the writing 
quality. Duration, length, velocity, legibility, direction of letters 
and numbers of strokes or components are the typical kinematic 
parameters of handwriting movements that provide information 
about the development level achieved by a subject [1] and they 
can be also used in the evaluation of a handwriting 
rehabilitation treatment. 

In this work a new technique for the assessment of the 
handwriting, useful also in the evaluation of a rehabilitation 
program, based on writing sonification is proposed. This 
technique is suitable for silent movements such as writing and it 
is able to help an external examiner to evaluate hidden features 
in order to better understand movement characteristics. The 
sound was associated to the handwriting velocity profile of 
children with handwriting problems.  

In order to examine the goodness of this technique, thirteen 
volunteers listened two different sounds generated before and 
after rehabilitation, and compared their fluency. The results 
showed that sounds associated to different handwriting could 
help to distinguish between good writing and not. 
Keywords—sonification, graphomotor rehabilitation, 

handwriting, dysgraphia. 

I. INTRODUCTION 
Handwriting is a motor learning process that involves the 

coordination of several abilities. In particular phonologic, 
visuo-perceptive, motor and visuo-spatial abilities are the 
most important. Alterations in the grapho-motor production 
could bring to a not legible writing that both is not 
precociously identifiable and needs a rehabilitation process to 
regain a correct writing. The method based on visuo-motor 
feedback is widely adopted in the rehabilitation processes but 
also alternative proprioceptive methods have been recently 
proposed.  

The adoption of sound feedback for the recovery of the 
dysgraphia could represent an alternative and complementary 
method besides the previous ones.  

The sonification (i.e. the use of a sound for representing a 
physical quantity different from a sound), like visualization, 
can be applied to many kind of data in order to simplify the 
communication. In particular, it can be a valuable tool in the 
evaluation/transformation of a movement as well as in the 
motion perception supporting the possibility to use it beside 
the visualization feedback for physical training and 
rehabilitation [2]. Furthermore, the association of a sound to 
some kinematic parameter of a movement like, for example, 
velocity, fluency or pressure [3] could be also used for 
supporting the identification of either a good or a bad writing 
(dysgraphia). In the literature, many techniques to sonify a 

physical quantity are proposed [2], for the majority based on 
pitch modulation. 

By handwriting sonification, we might help both therapists 
and teachers to evaluate the children writing, only by 
listening thus supporting a more precise identification of 
dysgraphic subjects. 

Until now, very few experiments have been carried out to 
test the effects of handwriting movement sonification; 
however, preliminary results showed that the sonification of 
handwriting of a child without writing problems generates a 
more fluent and regular sound [4]. 

Since the curvilinear velocity profile is considered one of 
the most significant parameter in discerning a bad trace from 
a good one, in this study we sonified this kinematic 
parameter. In order to verify if the sonification could be an 
useful support in the discrimination between good and bad 
writing, the reproduced sound of some writing of dysgraphic 
children before and after a rehabilitative program was heard 
by a group of evaluators. 

II. MATERIALS AND METHODS 

A. Subjects  
The handwriting of 10 dysgraphic children (of primary 

school) recorded before and after a rehabilitation treatment, 
for a total of 100 sounds, was examined. The pair of sounds 
produced for the same writing exercise before and after 
rehabilitation was compared by each evaluator.  

B. Tasks 
Five type of writing tests were used in the following order: 

LE, UNO, NUM, A task and F task.  
The LE test required pupils to write as quickly as possible a 

cursive sequence of lelele for a minute; the UNO task 
required pupils to write as quickly as possible, for a minute, a 
repetitive cursive sequence of the word uno; the NUM task 
required the child to write in cursive, as fast as possible, 
numbers (in letter) in ascending order, for a minute. 

In the A and F tasks the pupils have to copy in cursive the 
Italian sentence: L’elefante vide benissimo quel topo che 
rubava qualche pezzo di formaggio (meaning The elephant 
clearly saw that mouse stealing some pieces of cheese). In the 
A task the child had to write as Accurate as possible, while in 
the F task he had to write as Fast as possible.  

C. Handwriting acquisition  
Data were acquired by means a commercial digitizing 

tablet (Wacom, Inc., Vancouver, WA, Model Intuos 3.0), 
using an ink pen and a lined paper of the adequate school 
grade. The pen displacement across the tablet was sampled at 
200Hz and acquired with a spatial resolution of 0.02 mm. 

Sonification of pre and post rehabilitation 
writing 
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The size of the tablet is a little bit bigger that an A4 sheet. 
The acquisition was carried out by a program based on the 
Wacom SDK (Software Development Kit, 
LCS/Telegraphics) and optimized for the purposes of 
research at the Laboratory of Biomedical Instrumentation, 
University of Trieste. Analysis was performed using a 
proprietary program written in MATLAB® [5]. The 
horizontal and vertical pen positions were filtered separately 
by means of a second order low-pass Butterworth filter 
(10Hz cut-off frequency) with phase compensation, and the 
curvilinear motion signal was derived together with the 
corresponding velocity. 

D. Methods 
For the sonification, the sound was generated by using a 

frequency modulation; the range of frequencies were 
obtained by Eq.(1). 

 
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 ∗  30 + 200  (1) 

 
We multiplied the curvilinear velocity by a factor 30 and 

summed 200 in order to create a range of possible 
frequencies between 200 Hz and 2200 Hz. For each 
instantaneous velocity value, a sinusoidal wave with a 
frequency following the eq. (1) was created with a duration 
corresponding to a single handwriting sample interval (5ms); 
in this way a sequence of sounds, variables in accordance 
with the velocity profile, between 200 Hz (relative to the null 
velocity) and 2200 Hz (representing the maximum velocity) 
was produced. In this way a high frequency sound 
corresponds to a greater velocity while a low frequency 
sound represents a lower handwriting velocity.  

E. Method assessment  
In order to assess the handwriting differentiation by means 

of the proposed sonification method, we asked a group of 13 
adult volunteers (7 females and 6 males, average age 30.2 
years) to listen, for each child and each test, the two sounds 
corresponding to the handwriting before and after the 
treatment. The couple of the two sounds were presented 
randomly in the order (before/after or after/before treatment) 
and they could also be the same sound. Each sound had the 
same total duration of the corresponding written trace. 

The evaluators were not experienced in writing and did not 
know the project. No one of them was hearing impaired. 
Their task was to tell if a difference between the two listened 
sounds was present (and which of them seemed more or less 
fluent); they could express only four type of judgment: more 
fluent, less fluent, equal and not catch. 

III. RESULTS 
Figure 1 shows an example of the written production in the 

test UNO with the corresponding curvilinear velocity profile. 
Test A is the most recognized, indeed 62% of sounds were 

properly associated with pre or post rehabilitation (Fig.2), 
while test NUM is the least recognized (47% of sounds 
correctly associated).  

The other tests showed a percentage of association greater 
than 50%, in particular the F task presented 60% of success, 
the LE test 53% and the UNO test 52%. 

The results clearly proven that in some tests the 
identification of the differences before and after rehabilitation 
are well recognizable, demonstrating that sounds derived 
from less legible writings are discriminated against those 
readable; however, the writings with slight differences are 
not well discriminated yet. 

IV. CONCLUSION 
The purpose of this study was to study how to translate 

dynamic characteristics of handwriting into sounds and if 
these sounds could be used to identify different kind of 
writing. The latter could be employed to improve the 
diagnosis of grapho-motor problems, like dysgraphia. 

The results showed that sounds are able to give information 
on writing and to discriminate a fluent writing from a not 
one. Hence, the sonification could be a very useful tool both 
in the diagnosis and in the rehabilitation of dysgraphia. 
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Fig. 1 Example of test UNO (left side) and corresponding curvilinear velocity profile (right side). 

 

 

Fig. 2. Percentage of responses in the test A association between sound and writing. 
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Abstract—this paper presents in-time detection of heel strike 
(HS) and toe-off (TO) events at three different walking speeds; 
slow, normal and fast. Shank mounted gyroscope was used to 
gather gait data from four participants. Proposed modified 
algorithm correctly identified the all events thus without causing 
any delay in events detection. The aim of the study was to build 
a system which can facilitate the online deployment of the 
algorithm with less complexity. Validation of the algorithm 
using optical motion analysis system shows that algorithm 
detects HS event earlier (4 ms) with 95% confidence interval of 
[-8, 0] and FO event earlier (44 ms) with 95% confidence 
interval of [-56, 32] than the motion capture system. 

 
Keywords—gait event detection, gyroscope, heel strike, Toe-

off. 

I. INTRODUCTION 
The ability to automatically and robustly segment individual 
strides from gait sequences derived from inertial sensors is 
crucial for monitoring gait variations and helps answer 
specific clinical needs, such as identifying disease-related 
patterns or quantifying gait impairments associated with 
movement disorders [1-3].  

The development of a system able to capture these 
variables needs to incorporate sequentially the following 
three functions: (1) an accurate and robust segmentation of 
the gait sequences into individual strides; (2) a detection of 
temporal events within each stride, and a calculation of the 
corresponding gait parameters; (3) a comprehensive 
evaluation of these parameters in the context of the clinical 
questions [4]. This work focusses on the first function, 
presenting and testing a novel technique for the identification 
of gait events and the identification of single strides from gait 
performed at different velocities on a flat surface. 

A number of approaches have been used to identify gait 
events: Aminian et al. [5] used gyroscopes on the shank and 
thigh to identify strides during straight walking, based on 
wavelet-based decomposition and threshold-based event 
detection; Catalfamo et al. [6] and Lee et al. [7] identified the 
initial contact and foot off events with the an average delay 
of 120 and 320 ms respectively; in [8], each foot-off event 
was detected based on the local minimum search from the 
expected foot-off point to zero-crossing of the next swing 
phase; Trojanello et al. [9] combined data coming from 
inertial sensors taken bilaterally to increase accuracy in the 
estimation of temporal events in gait of both controls and 
people with a variety of movement disorders. 

This paper presented a modified gait event detection 
algorithm based on real-time identification from raw 
gyroscope data. The performance of the gyro-based system 
was validated against temporal events identified by a motion 
capture system. The remainder of this article is organized as 

follows: the second section presents the materials and 
methods used in this study; the third section elaborates the 
results on experiments; in the last section the conclusions are 
drawn. 

II. MATERIALS AND METHODS 

A. Methods  
Inertial sensor 
An inertial measurement unit (Shimmer3, Shimmer 

sensing, Dublin, Ireland) including one tri-axial gyroscope 
(±2000 deg/s) was placed on the shank of the left leg to 
collect the walking data at 102.4 samples/s, then resampled 
for validation. Only the component on the sagittal plane of 
the angular velocity recorded by the gyroscope was used for 
the analysis.  

Motion capture 
An optical motion capture system (Smart-DX, BTS 

Bioengineering, Milan, Italy) has been used as ground truth 
to validate the gyroscope measuring method. Eight cameras 
were mounted to capture the motion analysis data on a 
calibrated volume of around 35 m³. Four markers were placed 
over the foot complex of the preferred leg (over the IMU, 
ankle, heel and toe). The data were sampled at 250  
samples/s.  

Protocol  
Four healthy young adults participated in this study. They 

walked inside the motion capture calibrated volume with 
three different self-selected speeds; slow, normal and fast. 
Each task was repeated five times to collect the sufficient 
data.  

B. Data processing 
Data obtained from the markers were processed in SMART 

Analyzer. Heel strike and toe-off events were obtained from 
the heel and toe markers.  

1) Detection of gait events: Identification of the gait events 
was performed on the raw gyroscope angular velocity data. 
Temporal locations of heel strike (HS) and toe-off (TO) were 
identified through a modified gait event detection algorithm 
that uses the sagittal component of the angular velocity: It is 
agreed that the two successive local minima after mid swing 
(maximum angular velocity) correspond to HS and TO, 
respectively. The algorithm thus searches for two successive 
zero-crossings (a negative zero-cross followed by a positive 
zero-cross) that are hypothesized as characteristic of the 
swing phase: the swing phase is thus identified if the 
maximum value of the angular velocity in that direction is 
greater than a specified threshold (2.7 rad/s). Once the swing 
phase is identified, the algorithm starts searching for the 

Validation of a real-time gait event detection 
algorithm across different walking speeds 
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following minimum value (HS). Once HS is found, the 
algorithm searches for the local maximum tmax and local 
minimum tmin and verifies the following condition: 

 
 

If this condition is not satisfied within 1.3 s, then the 
algorithm discards the current saved swing phase and starts 
the search for the next swing phase. A single stride is then 
segmented with duration as the temporal distance between 
two successive HSs. Figure 1 shows the algorithm detections 
over a single stride. 

2) Accuracy of detection: to determine the accuracy of the 
gait event detection algorithm, HS and TO as estimated from 
gyro-based method were compared against those taken from 
the motion capture system. Difference in the events timings 
and in stride duration was calculated in terms of root mean 
square error and in percentage of the gait cycle duration, 
respectively. 

III. RESULTS  
The event detection presented in this work is a simple rule-
based algorithm that detected all events, thus showing high 
reliability across a variety of different speeds. 

Table 1 shows the mean differences in events timings 
estimation from those calculated from motion capture data. 
HS events were detected, on average approximately 4 ms 
earlier, with a 95% confidence interval of [-8, 0]; TO events 
were detected on average around 44 ms earlier, with a 95% 
confidence interval of [-56, 32]. As the average stride time is 
1.2 s, 44 ms corresponded to around 3.6% of the gait cycle. 
Table 2 shows the average stride time of each subject with 
standard deviation. 

 
 

 
 
 
 

TABLE II 
STRIDE TIMES (S): MEAN (STANDARD DEVIATION) 

 Slow  Normal Fast 

Subject 1 1.26 (0.05) 0.95 (0.01) 0.98 (0.01) 

Subject 2 1.32 (0.05) 1.11 (0.03) 0.88 (0.01) 

Subject 3  1.29 (0.04) 1.19 (0.04) 0.98 (0.02) 

Subject 4  1.69 (0.03) 1.09 (0.05) 0.9 (0.02) 

Average  1.39 (0.19) 1.08 (0.1) 0.92 (0.04) 

IV. DISCUSSION AND CONCLUSION 
The present study investigates the detection of HS and TO 

events from a shank-mounted gyroscope. The algorithm 

performed well on all three walking speeds with the same 
threshold values, although data showed variability in walking 
speeds among the subjects. The results obtained in this study 
are comparable with others even though the position of the 
sensors and reference systems used are varied. 

Catalfamo et al [6] reported a mean difference between 
gyroscope and reference system was <-25 ms and < -75 ms 
for initial contact (IC) and foot-off (FO) events respectively. 
Additionally, a delay of approximately 120 ms is also 
reported to detect FO based on the window search. Selles et 
al [10] used two uni-axial shank-mounted accelerometers to 
detect IC and FO, and obtained an average error of 34 ms 
with a 95% confidence interval of [3, 66] ms for IC and of 19 
with a 95% confidence interval of [-36, 76] ms for FO. In [7], 
the algorithm detected FO earlier (-8 ms) and IC later (19 ms) 
than the reference system. Moreover, the algorithm produced 
a delay of 0.32 s (320 ms) to detect the gait events.  

The studies cited for comparison added filtering and the 
use of a search window to detect the gait events. Instead, the 
algorithm presented in this work, which performs accurately 
among different walking speeds, does not add any pre-
processing (except for resampling, needed for validation 
purposes) and the absence of search windows does not lead to 
additional delays for event detection. It may thus be 
considered as a valid alternative when real-time detection of 
gait events is needed. 
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TABLE I 
DETECTION TIMING DIFFERENCE BETWEEN BOTH SYSTEMS; MEAN (RMSE) 

[95% CONFIDENCE INTERVAL] 

 HS(ms) TO (ms) 

Slow -4 (16) 
[-8, 0] 

-60 (40) 
[-68, -52] 

Normal 0 (16) 
[-4, 4] 

-36 (56) 
[-48, -24] 

Fast  0 (16) 
 [-4, 4] 

-40 (48) 
 [-52, -28] 
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Fig. 1. Segmentation algorithm detection for a walking step, where black and red triangles are tmin and tmax, red asterisks are heel strike and aqua circles are toe-

off
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Abstract— One-third to one-half of the population over age 65 
reports some difficulties with balance or ambulation. A 
comprehensive clinical assessment of balance is important for 
both diagnostic and therapeutic reasons in clinical practice. 
Balance disorders can have serious consequences for physical 
function (leading to fall-related injuries) as well as social 
function (fear of falls leading to activity restriction and social 
isolation). The aim of this study was to investigate the 
correlation between the traditional clinical scales and 
quantitative assessment obtained by means inertial sensors in 
evaluating the balance and gait impairment in hemiparetic 
patients. 
Keywords—inertial sensors, rehabilitation, balance, gait. 

I. INTRODUCTION 
he neuromotor rehabilitation field is among the medical 
specialties of greater development in the last decade and 

with a rapidly growing demand. 
Primarily this is due to the recent advances in emergency 
medicine and intensive rehabilitation programs which often 
allow the patients to overcome the acute phase of several 
diseases, such as stroke, while in past often led with high 
probability the patient's death. 
One of the critical aspect and current clinical interest in 
rehabilitation, is the evaluation of outcome rehabilitation, 
particularly in the evaluation of functional results of the 
rehabilitation treatments that often are exclusively entrusted 
by means of the qualitative and subjective methods.  
One of the most appealing features of new rehabilitation 
programs consists in the possibility measure the clinical 
outcomes be means of quantitative evaluations, while 
traditional clinical scales permit only qualitative and 
potentially disagreeing evaluations[1]. 

Until now, the prevailing technology used in motion 
analysis laboratories has based on optoelectronic stereo-
photogrammetric systems or systems based on the placement 
of passive markers, allowing the acquisition of kinematic 
variables non-invasively.  

The optoelectronic systems that use cameras operating in 
the visible or near infrared range, together with the markers, 
representing the most widespread technological solution for 
the estimation of human movement.  

These systems, although guaranteeing high accuracy, 
provide an estimate and not a direct measurement of 
kinematic variables.  

The advantages in the use of such systems can certainly be 
identified in the possibility of an extremely detailed study of 

the kinematics of all body segments involved in the journey, 
but the main limits  which have also limited the use in 
clinical practice, consist in the high cost of the 
instrumentation, ranging around some hundreds of thousand 
euro, in the long times of the examination,  the need for large 
and perfectly mackerel spaces devoted to the laboratory and 
the need of a carefully trained staff to ensure the quality of 
the measures.  

Recently an alternative method based on accelerometer 
systems is spreading [2-4], allowing a quantitative 
assessment of gait kinematics that although more simplified 
than the traditional method, however, often provides the 
clinician the main measurements of clinical interest, taking 
advantage of an extremely simple method, with examinations 
lasting a few minutes and more economic compared to the 
optoelectronic stereophotogrammetric systems. 

The aim of this work is to study the correlation between the 
quantitative parameters of measurements of gait and balance 
measured by instrumental analysis accelerometer, and the 
assessment of motor disability performed with the traditional 
clinical scales, usually used in the medical rehabilitation 
field. 

II. MATERIALS AND METHODS 

A. Mobility Lab 
The system used for the study of the way was the APDM's 
Mobility Lab ™ (Figure 1), which represents a new system of 
gait analysis and balance assessment, composed by a set of 
wearable inertial sensors and their docking stations. There is 
an Access Point for wireless data transmission, an user-
friendly software to help the user and subject through the 
testing protocols. Finally, there is an automated analysis and 
reporting of the recorded data. 
Three Opals are attached to the body with Velcro. The 
clinician, guided through the protocol, can easily abort, 
repeat, or comment trials as necessary.  
Mobility Lab™ provides immediate access to measures of 
gait and balance along with matching control values to aid in 
research or clinical decision-making. 

B. Protocol and Sway analysis 
This study involved 19 hemiparetic patients enrolled through 
the assistance of neurologists and psychiatrists and they were 
be able of walking without assistance.  
Three Opals sensors have been attached to the patient body 
with Velcro straps (one on the low back for postural sway, 
two on the shanks for gait). The vibrating units have been 

Correlation between clinical scales and 
quantitative analysis of balance and gait  
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fixed to the splenius muscles of the neck for the whole 
duration of the measure.  
Subjects have been instructed to stand quietly for 30 s and 
then have been asked to walk at their comfortable speed for 
7m, turn 180° and walk back to the starting point.  
This protocol (Figure 2), named Instrumented Stand and 
Walk (ISAW) and offered by the APDM system permits to 
combine measures of postural sway, anticipatory postural 
adjustments (APA) during step initiation, gait and turning 
into one. 
The Berg Balance Scale (BBS), the Barthel Index (BI) and 
the Trunk Control Test (TCT) were used to assess the 
impairment in balance and mobility. 
The inertial sensors provided several kinematic indexes 
related to the balance, straight and turning gait [5-7]:  
The sensors and the vibrating units have been removed after 
finishing 3 ISAW trials and after each ISAW trial the 
subjects were allowed to rest. All patients signed a consent 
form before involvement in the study. 
In order to quantifies the degree to which the inertial balance 
and gait variables are related to the clinical scales, the results 
have been analyzed by means of the Pearson correlation. 
 

III. RESULTS 
The most interesting results are now illustrated. Figure 3 
shows the highly significant correlation between the BBS and 
frequency variable Centroidal,  95% Frequency.  
  Among the several gait parameters, we have found a highly 
significant correlation between the BBS and RoM Shank Left 
and RoM Shank, as shown in Figure 4.  
  Moreover, we have found, a highly significant correlation 
between the TCT and frequency variable Centroidal (figure 
5). Related to straight and turning gait, we found moderate 
correlation between TCT and RoM Shank L e RoM Shanke 
(Figure 6). 

    Finally we found highly significant correlation between 
the BI and frequency variable Centroidal and 95% Frequency 
(Figure 7). Related to straight and turning gait, we found 
moderate correlation between BI and RoM Shank Left e 
RoM Shanke (Figure 8). 

 

IV. CONCLUSIONS 
 

Summarizing, the frequency variable Centroidal, RoM 
Shank Left e RoM Shanke simultaneously showed significant 
correlations with all the considered scales. The 95% 
Frequency Variable has simultaneously shown correlations 
with Berg Balance Scale and Barthel Index.  

Firstly, this study demonstrates the full clinical validity of 
the assessments carried out by mean of the accelerometer 
methodology.  

We found, in fact, a significant consistency between the 
kinematic parameters evaluated using accelerometer sensors, 
and the assessment obtained by completing the clinical scales 
in evaluating the motor impairment. 

Secondly, some of the kinematic parameters calculated by 
means of accelerometric system show simultaneously 

significant and strong correlations with multiple clinical 
scales. This is clear for the Centroidal Frequency Variable 
which significantly correlated with the scales of Berg 
Balance Scale, the Trunk-scale and the Barthel Index.  

This consideration allows to infer that the quantitative 
assessment of Centroidal Frequency variable can provide the 
same information resulting from the compilation of 
qualitative three different clinical scales.  

 
 
The latter observation is very interesting because could  

lead to the conclusion that the evaluation of a single 
parameter, such as the Centroidal Frequency variable, could 
substitute the qualitative scores obtained with Berg Balance 
Scale, the Barthel Index and the Trunk Control Test, making 
this parameter as one of the most promising rehabilitative 
clinical outcome of the motor impairment. 
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Figure 1: A. Sensor dimension. B. Mobility Lab system and 

components 
 
 

 
Figure 2. the ISAW protocol. 

 
 
 

  
Figure 3. Correlation analysis between BBS and frequency 

variable Centroidal and frequency 95%. 
 

 

 
Figure 4. Correlation analysis between BBS and RoM Shank 

Left (degrees) and  RoM Shank (degrees). 
 

 
Figure 5. Correlation analysis between TCT and frequency 

variable Centroidal. 
 

 
Figure 6. Correlation analysis between TCT RoM Shank Left 

e RoM Shanke. 
 
 

 
 

 
Figure 7. Correlation analysis between BI and frequency 

variable Centroidal and frequency 95%. 
 
 

 
Figure 8. Correlation analysis between BI and  RoM Shank 

(degrees). 
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Abstract—The aim of this work is to compare three methods 
to extract gait events for normal and pathological gait. Methods 
used data from wearable inertial measurement units (IMU) 
placed  on the body centre of mass (BCOM, 1 method) or on the 
shanks (2 methods).  Twenty-one subject with early to moderate 
Parkinson’s disease (PD) and thirteen healthy individuals were 
included in this study. All subject repeated the 7 meter Timed 
Up and GO (TUG) test three times. Foot strike and toe off 
detection, obtained using the three different methods, were 
compared. A paired t-test was run to evaluate the shank-based 
gait segmentation outcomes referring to the BCOM-based 
segmentation method as a reference. Statistical tests did not 
report significant differences across the BCOM-based method 
and the shank–based methods when testing either healthy or 
pathological gait. 
Keywords—gait events, inertial sensors, gait segmentation. 

I. INTRODUCTION 
ccurate and efficient detection of gait events is 

essential for the analysis of human gait. The 
determination of foot strike (FS) and toe off (TO) events 
allows walking trials to be segmented into strides and 
discriminating the stance and the swing phases. This eases 
the comparison across multiple strides and walking trials. 
Gait data are usually assessed in clinical settings with 
reference to gait events or phases, to estimate variables such 
as knee flexion at heel strike or knee moment at fifty percent 
of stance phase. Then an accurate and consistent gait events 
detection throughout a trial is critical. 

Researchers have used several experimental methods to 
determine gait events. The current gold standard solutions for 
gait phases segmentation require structured environment with 
complex instrumentation such as optoelectronics systems, 
force sensitive walkway, or a walkway containing multiple 
force plates [1][2]. Alternative wearable-sensors based 
solutions can use for example pressure sensitive foot switches 
that have been employed to detect when a load is placed on 
or removed from the foot, allowing then to determine FS and 
TO events [3][4]. However, this approach requires the 
modification of the subject’s footwear. Furthermore it has 
limited use in subject populations with abnormal gait, 
especially in populations in which the subject lacks sufficient 
foot clearance during the swing phase. Novel techniques, 
based on the use of miniature gyroscopes have also been used 
to determine the timing of gait events and looks promising 
for the application to abnormal gait conditions [5][6][7].  
In this work, three computational methods of determining 
gait events from wearable sensors (accelerometers and 
gyroscopes) data during TUG test are compared. The overall 

objective of this study was to evaluate the ability of the three 
algorithms to predict gait events by comparing the 
computationally predicted events among each other. In order 
to evaluate the robustness of the algorithms, data were 
collected from a variety of subject populations including 
healthy and Parkinson’s disease (PD) subjects. 

II. MATERIALS AND METHODS 
Data were collected from 13 healthy adult subjects, with no 
history of gait issues, age 70.7 ± 6.9 years, weight 72.5 ±12.1 
kg, and from 21 people with PD, from stage 1 to 4 of Hoehn 
and Yahr scale, age 70 ± 8.4 years, weight 68.8 ±14.9kg. 
Participants were asked to perform the TUG test: rise from a 
chair, walk seven metres at their normal comfortable speed, 
turn around, walk back to the chair, and sit down.  
During the test, the subjects wore their regular footwear and 
did not use any mobility aid. Three inertial measurement 
units (IMUs) have been used for this study at the body sites 
of interest: body centre of mass (BCOM), right and left shank 
to detect some gait events.  

A. Data Acquisition 
A dedicated custom-made Android application was used to 
connect, synchronize, stream and save data from wearable 
sensors during the exercises. Three custom-made IMUs [8] 
sampling at 100 Hz, were placed on participant during tests 
using elastic bands. Each IMU contained a tri-axis angular 
rate sensor (gyro) with a sensitivity up to 131 LSBs/dps and a 
full-scale range of ±250dps and a tri-axis accelerometer with 
a programmable full scale range of ±2g. One sensor was 
secured on the region around the third lumbar vertebrae L3, 
(BCOM), and the others were placed on the anterior aspect of 
the right and left tibia, For our purposes, only accelerometer 
and gyroscope signals were retained. 

B. Data Analysis 
Data processing was done offline in MATLAB® (Math-
Works, Inc., Natick, MA, USA). Inertial sensors  data were 
then filtered using a 2nd order Butterworth band-pass filter 
with cut-off frequencies of 0.2 and 15 Hz. Gait data were 
then automatically located into the trials and separated from 
data corresponding to sit to stand transition (SiST) and stand 
to sit transition (StST). To do so the angular velocity of 
BCOM along the vertical and the medial lateral axis was 
used. The numerical integration of these quantities allowed 
an estimation of the trunk tilt angles along the two axis, 
indicated as θ and φ respectively. In particular, the zero cross 
of θ  nearest the local maximum peak of φ identifies the SST 
transitions, Fig. 1. Once  gait data were isolated, the three 
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segmentation methods for the extraction of FS and TO were 
evaluated. In synthesis the used  
methods were: 

• ‘Peak Detection Method (PDM)’ [9]. Pattern of antero-
posterior (AP) acceleration of BCOM were used to identify 
the FS events. The medio-lateral (ML) acceleration was used 
to discriminate left and right support. The vertical 
acceleration was used to locate the TO as the point in which 
the vertical acceleration was still larger than gravity, as a 
result of a contralateral knee extension due to activity in the 
quadriceps muscle, Fig. 2. This BCOM-based method, 
previously validated on PD subjects was used as a reference 
in this preliminary analysis to evaluate the efficacy of the two 
shank-based methods [10]. 

• ‘Local Maximum Peaks (LMP)’[11]. Events were determined 
based on shank angular velocity in the ML axis. First, the 
time events corresponding to the mid-swing of shank angular 
velocity were individuated as the local maximum peak. Mid-
swing  was used as reference to select the intervals in which 
negative peaks reminiscent of TO and FS were to be found. 
The nearest local minimum after mid-swing was selected as 
FS while the minimum preceding the mid-swing was selected 
as TO,  Fig.3. 

•  'Hidden Markov models method (HMM)' [12][13]. This 
segmentation approach was based on the use of Hidden 
Markov Models (HMMs). In synthesis, such statistical 
method was used to provide a statistical modelling 
framework for gait data (accelerometers and gyroscopes). In 
the model definition, gait phases were paired to model states. 
New signals were then processed using the model to extract 
the more likely sequence of model states that could better 
explain data, corresponding then to gait phases sequence. 
This approach confirmed its efficacy on healthy and 
pathological gait  and look as a promising research approach, 
because it could also find application on gait classification 
tools. 
The difference in the events detection was recorded and 
evaluated graphically using box plots of the error occurring 
on the normalized stride profile, Fig. 4. Paired difference 
Student’s t-test, was returned to determine whether 
significant change occurred between methods (significance 
level α = 5%). The test was done for all the combinations 
between the methods. 

III. RESULTS 

A. Healthy Subjects  
A total of 785 gait events (during TUG) were used for 
comparison of gait events. LMP and HMM methods 
determined all the gait events within a range of -10 to +10 
data samples for TUG- 7 meters when compared to PDM.  
No statistical differences were observed when comparing gait 
events using t-tests (p-values higher than 0.1). 

B. PD Subjects 
PD provided a total of 1658 gait cycles. Such number is 
larger than the one obtained by healthy subjects due to the 
characteristic of the pathology (make a lot of small step near 
the transitions: turn and StST). Confirming the tendency of 
previous case the LMP and HMM methods determined all the 
gait events within a similar range of variability and no 
statistical differences were observed with a p-value higher 

than 0.3. Table 1, shows the distribution of the bias in gait 
events determination between LMP and HMM methods, 
using PDM as reference. 

IV. DISCUSSION 
Results from this study verified the applicability of the three 
tested methods to gait events detection in both healthy and 
PD subjects. While event detection for the healthy 
unimpaired subjects showed closer behaviour to the PDM, 
the algorithms appear to be valid for use in population where 
altered gait patterns are present. The large amount of gait 
cycles used in this work and the small average value of errors 
respect to the previously validated PDM approach in event 
prediction demonstrate the ability of the three methods to 
calculate gait events even in the presence of altered gait 
pattern. 
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BIAS MEAN , STANDARD DEVIATION AND MEAN ABSOLUTE ERROR (SAMPLES) 
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 Gait Event (method) MEAN ± STD,  MAE  
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TO (LMP) -1.11 ± 5.98, 5.28 
TO (HMM)  -0.31 ± 5.97, 5.17 
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Fig 4: Box plots of gait event bias respect to the PDM approach on the normalized stride. Strides were normalized 
referring to the FS obtained from PDM. Left plot refers to PD subjects, right plot refers to healthy controls. 
 

 
 

 
Fig 1: Integrated BCOM angular velocities, θ and φ variables. θ zero-crosses for the identification of sit-to-stand 
transitions (SST) closer to the maximum peak of φ are indicated with yellow dots. 

 
Fig 3: ML angular velocity of right (green) and left (light blue) shank. Circles indicate FS and triangles indicate 
TO, as detected from left (blue) or right (red), LMP method. 
 

 
 

Fig 2: AP (blue) and ML(violet) acceleration data of BCOM. Cross indicates FS and the circles indicates TO, as 
detected from left (red) or right (green) shank. 
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Abstract—The aim of this study is to completely describe 
(temporal, kinetic, kinematic and surface electromyographic 
parameters) gait in Hereditary Spastic Paraparesis (HSP) in 
order to individuate specific gait patterns in subgroups of 
patients according to lower limb joint kinematics. Forty HSP 
patients were evaluated by computerized gait analysis system 
and compared to healthy subjects. When patients were 
subdivided as subgroups 1 to 3, according to their kinematic 
behaviour, three distinctive gait patterns were observed 
Particularly, patients were classified as having deficits at all hip, 
knee and ankle level (subgroup 1), at knee and ankle level 
(subgroup 2), and higher activation at hip level (subgroup 3). 
Identifying specific gait patterns, related to both primary motor 
deficits and secondary compensatory mechanisms, are helpful in 
individualizing the pharmacological and rehabilitative 
treatments and better evaluating the effects over the time. 
 
Keywords—HSP, gait analysis, kinematics, sEMG. 

I. INTRODUCTION 
SP is a heterogeneous group of inherited 

neurodegenerative disorders characterized by retrograde 
degeneration of the long axonal fibers of the corticospinal 
tracts. Lower limb spasticity, which predominates on the 
muscle weakness, is the key clinical feature in patients with 
HSP [1] and greatly impairs their walking ability [2], [3].  

Only antispastic drugs and physiotherapy [4]-[7]  may be 
helpful to preserve gait function, then characterizing the gait 
impairment is crucial in HSP in order to better focus 
pharmacological and rehabilitation treatments. However most 
of the reports are based on clinical observations [1], [8]-[10] 
and only few studies quantitatively evaluated the gait 
impairment in HSP [11]-[13]. Nevertheless, the pathologic 
gait pattern does not reflect the clinical heterogeneity of HSP 
disease. Our assumption was that different joint kinematics 
behavior in HSP patients, due to spasticity, generated specific 
gait patterns. 

 The aims of this study were: i) to perform a 
comprehensive analysis of kinematics, kinetics and sEMG 
parameters in a sample of HSP patients; ii) to individuate 
specific gait patterns in subgroups of patients classified 
according to lower limb joint kinematics. 

II. MATERIALS AND METHODS 
Patients and controls were evaluated and compared by 

computerized gait analysis system (BTS System) which 
recorded kinematic (8 infrared cameras-300 Hz), kinetic (two 
dynamometric platforms-1200 Hz) and surface 
electromyography (16-channel wireless system-1000 Hz). 
They walked at comfortable self-selected speeds along a 
walkway with 22 reflective spherical markers attached on the 
anatomical landmarks [14] and 12 bipolar electrodes placed 
on the right leg on the Tibialis Anterior (TA); Gastrocnemius 
Lateralis (LG); Gastrocnemius Medialis (MG); Soleus 
(SOL); Peroneus Longus (PL); Vastus Lateralis (VL); Vastus 
Medialis (VM); Rectus Femoris (RF); Biceps Femoris (BF); 
Semitendinosus (ST); Tensor Fascia Latae (TFL); and 
Gluteus Medium (GM) [15]-[16]. Acquisition of kinematic, 
kinetic and electromyographic data was integrated and 
synchronized. All participants provided informed written 
consent (Helsinki Declaration and had local ethics committee 
approval). After each acquisition performed by SMART 
Capture, 3D markers trajectories were reconstructed using 
SMART Tracker. Data were processed using SMART 
Analyzer and MATLAB. 

We evaluated time-distance gait parameters (i.e. walking 
speed, step length, step width, stance and swing duration) and 
the joint range of motion (RoM) for hip, knee, ankle, trunk 
and pelvis. Angular impulse [17] was calculated from joint 
moment curves. The raw sEMG signals were band-pass 
filtered using a filter at 20–400 Hz, rectified, and low-pass 
filtered at 10 Hz. For each individual, the EMG signal from 
each muscle was normalized to its peak value across all trials. 
The co-activation of ankle muscles through the time-varying 
multi-muscle co-activation function (TMCf) [18] were 
assessed (TMCfArea_Ankle).  

In order to classify patients according to lower limb joint 
kinematic behavior we used a z-test choosing a z-score of 
mean±1.5*SD of the joint RoMs of the control group as 
threshold. T-test for between-group differences and post hoc 
analyses between patients subgroups were performed, when 
significant differences were observed in the ANOVA.  
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III. RESULTS 
    According to the z-score thresholds, three subgroups of 
patients were identified: i) subgroup 1: patients with hip, 
knee and ankle joint RoMs reduced; ii) subgroup 2: knee and 
ankle joint RoMs reduced and hip joint RoM close to those of 
controls; iii) subgroup 3: ankle and knee joint RoMs close to 
those of controls and hip joint RoM increased. 

When comparing the whole sample of patients with 
controls group, significant differences were found in step 
length, step width, knee, ankle, trunk and pelvis RoMs and  
TMCfArea_Ankle (Table I).  

A significant effect of patients’ subgroup was found on 
walking speed, stance, swing duration and double support 
duration, step length, hip, knee ankle and pelvis tilt RoMs 
(Fig. 1).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Mean values for the whole sample of HSP patients and healthy subjects. 
Differences between HSP and Controls are statistically different. 
 

IV. DISCUSSION 
In the present study we investigated the gait pattern in 

patients with HSP by performing a comprehensive analysis of 
all time-distance, kinematic, kinetic and sEMG parameters. 
According to previous studies [11]-[13], when comparing the 
whole sample of patients with controls, we found a 
pathologic gait pattern (Table I). However some specific 
biomechanical features were hidden within the global 
walking strategy.   

Conversely, when subgrouping patients three clear gait 
patterns were identified. The gait pattern of subgroup 1 
patients (the most severely affected with the slowest speed) 
was characterized by reduced hip, knee and ankle joint 
RoMs. The gait pattern of subgroup 3 patients (the mildest 
affected with the highest speed) was characterized by 
increased hip joint RoMs and close to controls knee and 
ankle joint RoMs. The gait pattern of subgroup 2 patients 
(disease severity and gait speed between the subgroups 1 and 
3), was characterized by close to controls hip joint RoM 
values and decreased knee and ankle joint RoMs.  

Identifying specific gait patterns allow to distinguish both 
primary motor deficits and secondary compensatory 
mechanisms and may be helpful in individualizing the 

pharmacological and rehabilitative treatments and better 
evaluating the effects over the time. 
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TABLE I 
TIME-DISTANCE, KINEMATIC, KINETIC AND SEMG PARAMETERS  

                   HSP         Controls 

Step length [%] 0.60 0.71 

Step width[%] 0.33 0.29 

Knee RoM[°] 45 59 

Ankle RoM[°] 21 28 

Trunk RoM[°] 26 12 

Pelvis RoM[°] 17 12 

TMCfArea_Ankle 23 13 
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Fig. 1.  Mean values (±SD) of time distance and kinematic parameters (RoM) in HSP subgroups. * significant differences among the three subgroups at post 
hoc analysis. 
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Abstract— In this paper a novel method based on Non-
negative Singular Value Decomposition (NNSVD) to extract 
muscle synergies is proposed. The proposed method is compared 
with traditional and commonly used Non-negative Matrix 
Factorization (NNMF) method on simulated data. Simulated 
data are generated from synthetic synergies, whose activation 
coefficients are corrupted either by making them highly 
correlated or by adding noise in order to obtain low SNR levels. 
The performance of both methods (i.e. NNSVD and NNMF) are 
assessed by using quality of identification of the original 
simulated synergies, starting from the decomposition of a 
simulated dataset. Simulation results demonstrate that NNSVD 
has achieved better quality of reconstruction in extracting 
muscle synergies than NNMF in the presence of correlation in 
the data and low SNR levels.    
Keywords—Electromyography (EMG), Muscle synergy, 

NNMF, NNSVD. 

I. INTRODUCTION 
USCLE synergies are a pattern of synchronized 
activations of a group of muscles which are used by the  

central nervous system (CNS) to create muscle activity for 
movement production [1-2]. Muscle synergies are extracted 
from surface myoelectric data. Recently, various 
dimensionality reduction methods have been used to extract 
and analyse muscle synergies for neuromuscular control 
including: Factor analysis (FA) [3], Principle Component 
Analysis (PCA) [4], Independent Component Analysis (ICA) 
[4], and Non-negative Matrix Factorization (NNMF) [4-7]. 
Among the above mentioned methods, NNMF is the most 
commonly and prominently used method to extract muscle 
synergies from EMG data. In [4] and [7], the performance of 
these methods (i.e. FA, PCA, ICA and NNMF) were 
compared and discussed in detail. The authors suggested that 
the PCA performance were lower than other methods 
whereas FA and ICA were almost at the same level in 
identifying muscle synergies. However, NNMF was better 
than FA and ICA due to its non-negativity constraints and 
low computational complexity but it was found that likewise 
FA and ICA, NNMF also could not accurately identify 
existing muscle synergies in the following cases: 1) when 
data was contaminated with noise and 2) when synergy 
activation coefficients were correlated. Therefore, 
considering these facts, a study has been carried out to 
overcome the limitations of NNMF. In this regards, a novel 
method based on Non-negative singular value decomposition 
(NNSVD) is proposed. In [8], NNSVD has been applied 
successfully on the microarray data of spermatogenesis to 
have correlated biological processes and it was demonstrated 
that NNSVD has achieved better results than NNMF.  

In this work, muscle synergies are extracted from EMG 
data using NNSVD method based on the Weixiang Liu 
algorithm [8]. NNSVD is adopted by incorporating non-

negativity constrains in singular value decomposition (SVD) 
and multiplicative update rules. The preliminary results of 
extraction of muscle synergies from simulated EMG data 
reveal that that NNSVD in extracting muscle synergies 
performs better than traditional NNMF.  

The rest of the paper is organised as follows. Section II 
presents the simulation of muscle synergies and muscle 
activation coefficients with controlled signal to noise ratio 
(SNR) and controlled correlation among muscle activation 
coefficients. Section III gives a brief description of the 
methods. Section VI discusses preliminary results of the 
proposed method and finally conclusion is provided for 
future direction in Section V.  

II. GENERATION OF SIMULATED DATA 
The main goal of simulating EMG data is to assess the 

performance of the proposed NNSVD method in extracting 
muscle synergies. This is done by assessing the quality of 
synergy identification, by using different SNR values and 
different ranges of correlation between muscle activation 
coefficients. Non-negative simulated data were generated 
with two numbers of basis vectors (i.e. synergies), four data 
dimensions (i.e. muscles) and the data were consisted of 1000 
data points; such as [4] 

                                    EcwD +×=                    (1) 
,00.. ≥≥ wandcts  

where 1000kcε ×
+R is the synergy activation coefficient matrix 

containing the activation of a single synergy in each row, and 
k denotes number of synergies, 4 kwε ×

+R is the synergy matrix 
where each column is a synergy vector and contains four 
dimensions (i.e. muscles) in each synergy vector, 

1000 4 Eε ×R is additive Gaussian noise (AGN) which is levied 
to the generated data based on different signal to noise ratio 
(SNR) levels and 4 1000 Dε ×

+R is the data generated from the 
simulated synergies. In this simulation study, for every trial, 
activation coefficients are generated randomly with 
controlled correlation between them.  

 
 

III. METHODS 

A. Nonnegative Matrix Factorization (NNMF) 
Nonnegative matrix factorization (NNMF) has been widely 

explored and it has been proven to be a powerful method for 
analysis of nonnegative data [2], [4], [6-7]. Concisely, 
NNMF factorizes the given nonnegative data  m nDε ×

+R into 
two nonnegative matrices w and c such that: 

,D w c≈ ×          (2)  
where  m kwε ×

+R is matrix of muscle synergy vectors,  k ncε ×
+R  

is activation coefficient matrix and k is the number of 
synergies. Typically, NNMF minimizes the nonnegative 
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matrices Frobenius norm 2|| ||FroD wc−  iteratively by 
incorporating multiplicative update rules explained in [5], 
such that: 

                        ( )( )
  ,     .

( ) ( )

TT
kjik

ik ik kj kjT T
ik kj

w DDc
w w c c

wcc ww c
← ←

                     (3) 

 

NNMF considers nonnegativity constraint on w and c 
matrices which makes it advantageous over traditional ICA 
and PCA [4], particularly in muscle synergy extraction [4], 
[7] 

 

B. Nonnegative Singular Value Decomposition (NNSVD) 
The proposed NNSVD for the extraction of muscle 

synergies from nonnegative EMG data is summarized as 
below: 
Step 1. Apply SVD on data matrix  m nDε ×

+R to decompose D 
into two left and right real orthonormal matrices 

 m mU ε ×R and nT nV ε ×R , and nonnegative diagonal 
matrix  m nS ε ×

+R , such that:  

. . 0.TD USV s t S= ≥             (4) 
Step 2. In order to achieve nonnegativity in SVD, optimize 

eq. (4) as 
( ) 21 min , ,  || ||

2
T

D Frof U S V D USV= −                          (5) 

  { }. .                    ,    0.s t U V and S ≥                       (6) 
                  Where ||.||Fro is a known as Frobenius norm. 
Step 3. To solve the problem for w and c in eq. (1), 

multiplicative updates are derived as [5], [8] 
( )
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where u=w, v=c and s contains singular values which 
may use for sorting the learned basis vectors.   

Step 4. Stop updating factors (i.e. u, v, and s), if 
|| ||  T

FroD USV thr− ≤ , where thr is a certain set 
threshold (i.e. thr = 0.01).  

In order to validate the proposed method NNSVD, a 
statistical parameter, i.e. the quality of reconstruction (QR), is 
used. QR calculates an average similarity based on 
correlation between generated muscle synergies and the 
synergies extracted by an algorithm. The QR gives a value 
between -1 and 1, with 1 indicating highest similarity 
between extracted muscle synergies and simulated muscle 
synergies. The proposed method is compared with traditional 
NNMF method in extracting synergies using this 
performance metric. 

QR is computed with NNSVD and NNMF for simulated 
data presenting different SNR values (i.e. 20dB, 15dB, 10dB 
and 5dB) along with different ranges of correlation (using 10 
steps from 0 to 1) among muscle activation coefficients. The 
average value of QR over 30 runs is computed between the 
original muscle synergies, synthetically generated, and the 
synergies extracted by NNSVD and NNMF. 

IV. RESULTS  
Fig. 1, 2, 3, and 4 shows the comparison between NNSVD 

and NNMF when SNR level is 20dB, 15dB, 10dB, and 5dB 
respectively. From the figures, it can be seen how the 

performance of NNMF and NNSVD are similar when the 
correlation among muscle activation coefficients is low and 
the SNR level is high. The results also demonstrate that the 
performance of NNMF decrease dramatically when 
correlation among muscle activation coefficients increases 
and SNR level decreases. Vice versa NNSVD maintains the 
same level of performance, thus presenting a behaviour that 
seems to be independent from SNR and correlation. 

V. DISCUSSION AND CONCLUSION 
In this paper, the performance of the proposed method 

NNSVD in extracting muscle synergies is investigated and 
compared with traditional method NNMF. Simulation results 
of an average of 30 runs show that NNDSVD has achieved 
better quality of reconstruction than NNMF over different 
range of correlation among muscle activation coefficients 
along with different SNR levels. Hence, NNSVD may be 
used more effectively than NNMF for those applications 
where muscle activation coefficients are highly correlated 
and the extraction of accurate structure of synergies is 
required, such as; execution of movement after stroke [9-10], 
muscle synergy analysis in children with dystonia [11] and 
cerebral palsy [12]. In addition, proposed method has an 
advantage over NNMF: NNMF has only two factor matrices 
while NNSVD has three; one extra factor i.e. ‘S’, that can be 
used to identify additional features in the data.  
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Fig. 1. Comparison between NNMF and NNSVD when SNR = 20dB  

 
Fig. 2. Comparison between NNMF and NNSVD when SNR = 15dB 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

Fig. 3. Comparison between NNMF and NNSVD when SNR = 10dB 
 
 
 
 
 
 
 

Fig. 4. Comparison between NNMF and NNSVD when SNR = 5dB 
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Abstract— Inter-foot distance (IFD) is an important indicator 
of gait stability. The aim of this work was to evaluate the 
accuracy of the IFD estimate at mid-swing obtained on 13 
healthy subjects with a wearable system integrating an infrared 
range sensor (IRR) and an inertial measurement unit (IMU). 
Data were acquired during gait performed at two different self-
selected gait speeds and two bases of support. The IFD gold 
standard measurement was obtained with a stereo-
photogrammetric system. The error found was larger for gait 
tasks performed at a greater base of support regardless the 
speed, while it was limited when gait was performed without 
overextending the base of support especially at slow gait speed. 
The study supports the potential use of the proposed technology 
for estimating IFD in daily living conditions. 
Keywords—Gait analysis, IMU, step width, inter-foot 

distance. 

I. INTRODUCTION 
NTER-FOOT distance (IFD) is the projection along the 

medio-lateral direction of the distance between 
corresponding points of the feet. It is an indicator of the 
stability of gait throughout the gait cycle [1]. Its value at heel 
strike coincides with the step width (SW) which is used in 
clinical gait analysis to evaluate the stability of gait and risk 
of falls [2,3]. SW is commonly measured in laboratory 
settings with instrumented treadmills and instrumented gait 
mats [4,5]. Conversely, to measure the entire IFD pattern 
during the gait cycle (including SW), conventional stereo-
photogrammetric (SP) systems [1] are used. However, IFD or 
SW measurements obtained in laboratory settings may not 
represent the subject specific gait characteristics in real life. 
Few studies proposed the measurement of IFD using 
wearable sensors, such as those based on ultrasounds (US) 
and infrared light (IR), often integrated into the shoes [6-9]. 
The US unit and inertial measurement units (IMUs) were 
fused together, however the resulting measurement system 
was bulky and needed to be calibrated [6,7]. IR based 
systems proposed in [8,9] included a micro camera and a 
panel with LEDs and were integrated with IMUs, resulting in 
bulky devices affecting walking patterns. Infrared range 
sensors (IRR) integrated with IMUs have shown their 
potential [10]. IRR sensors employ the single point optical 
triangulation principle for measuring the distance from a 
target object and are competitive in terms of response time, 
resolution, beam width, power consumption and size. 
The aim of this work was to evaluate the accuracy of the 
previously proposed IRR-IMU device applied to the subject 
shoes in estimating the IFD at the mid-swing phase of gait. 
Data acquired during gait were compared to those acquired 

simultaneously with a SP system used as gold standard to 
evaluate the accuracy of the IRR-IMU system in dynamic 
conditions. 

II. MATERIAL AND METHODS 

A. Instrumentation 
The IRR sensor (GP2Y0A41SK0F, Sharp Corp™, 
29.5×13×13.5mm) was preliminary calibrated [10]. 
According to the manufacturer’s specifications, the 
measuring range is 40÷300 mm and the short measuring 
cycle is ~16ms. The IRR sensor was wired to an IMU 
(Shimmer 2R, Shimmer Sensing) through a dedicated 
expansion board (Shimmer AnEx), and a white paper screen 
(120×200mm) reflecting the emitted IR signal was 
manufactured. A 6-camera SP system (Vicon T20, 128 
frames/s) was used as gold standard. Additional IMUs 
(OPAL, APDM) were applied on the feet for synchronization 
with the SP system purposes. 

B. Experimental setup 
The IRR-IMU system was positioned on the right foot (the 
IRR just below the medial malleolus and the IMU over the 
dorsal aspect). The white paper screen was positioned on the 
medial aspect of the left foot. Three spherical markers were 
positioned on each foot to form a local reference frame (over 
the IMUs, the toes and the heels). Two additional markers 
were positioned over the IRR sensor and the screen during a 
static acquisition for system position calibration purposes 
[11]. The additional IMUs were also applied on the dorsal 
aspect of each foot. 

C. Subjects and acquisition protocol 
13 healthy subjects (6 F, 7 M; 29.2 ±3.2 y.o; H: 1.69 ± 0.1 m) 
were recruited for this study. They were asked to walk along 
a 10 m walkway including the SP system calibrated volume 
at two self-selected speeds, comfortable gait (CG) and slow 
gait (SG), and with normal (N) and wide (W) base of support. 

D. IFD Estimation 
To determine the minimum IFD during gait the following 
steps were performed: 
- the right foot mid swing phase was isolated from the rest of 
the cycle by identifying the time interval in which ML 
angular velocity, as recorded by the IMU on the right foot, 
exceeded 60% of its maximum value [12]; 
- the measurements obtained from the IRR sensor within the 
central 20% duration of the above mentioned time interval 
was isolated (as it was supposed to include the time when the 
white paper screen reflected the emitted IR light); 

Inter-foot distance measured during gait with 
wearable IMU and IRR sensors 
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- the minimum value of the above mentioned measurements 
was determined and assumed to represent the minimum IFD 
estimate. 
The gold standard values were obtained from the distance 
between the IRR and the white paper screen as measured by 
the SP system after the calibration of their position with 
respect to the local reference frame identified by the three 
markers attached to each foot [11]. The IFD was then 
obtained as the projection of the above mentioned distance 
along the ML direction. The minimum IFD values, obtained 
at right foot mid swing, were finally used as gold standard 
measurements. 

E. Data analysis 
For each gait condition the gold standard IFD (IFDSP) and the 
IFD estimates obtained with the IRR-IMU (IFDIRR-IMU) were 
estimated as the relevant mean values of the IFDs measured 
at each gait cycle. The error (e) was then calculated as the 
difference between the two above mentioned IFD 
measurements (e=IFDIRR-IMU–IFDSP). A Wilcoxon signed 
ranked test was performed to verify if statistically significant 
differences between errors resulting in different gait 
conditions were found (CG vs SG – both with N and W base 
of support and N vs W – both at CG and SG speeds). The 
significance level was set to 0.05 and then adjusted using the 
Bonferroni’s correction. 

III. RESULTS AND DISCUSSION 

A. Error dependency on gait speed and IFD 
Descriptive statistics of e together with gait speed and gold 

standard IFDSP values observed in each gait condition are 
reported in Table I. 

 
Errors for each subject and in each gait condition are 

reported in figure 1 as a function of gait speed (fig. 1a) and of 
IFDSP (fig.1b). No correlation between e and gait speed was 
found (r= -0.23), while a considerable correlation between e 
and IFDSP was found (r= -0.80). 

The Wilcoxon signed rank test showed that e was 
statistically different between the N and W base of support 
both for SG and CG speeds. Statistically significant 
differences were also found for e between CG and SG 
speeds, but only for the N base of support.  

Overall, the results of this study showed that the IRR-IMU 
system may provide a satisfactory estimate of the IFD when 
its value is lower than about 110 mm especially when 
walking at slow speed, while it tends to underestimate the 
IFD when it is greater than about 110 mm and the 
underestimation increases as the IFD increases. 

Noteworthy, most of the subjects walking with a N base of 
support showed an IFD lower than 110 mm, while when 

walking with a W base of support showed an IFD greater 
than 110 mm. While obtaining better IFD estimates at slower 
gait speed is promising for applications of the proposed 
technology on elderly subjects at risk of fall, the larger error 
found for greater IFD values may be detrimental. In fact, 
greater IFD at mid swing may be representative of larger base 
of support also in elderly populations. However, if the IFD 
measured on elderly does not reach the values observed in 
this study for the trials performed with a W base of support, 
errors in estimating IFD may be limited to 10 to 20 mm. 

IV. CONCLUSION 
The technology tested in this study based on the 

combination of a wearable IMU connected to a IRR sensor 
applied on the shoe allows estimating the minimum IFD 
during gait with a satisfactory accuracy, especially at slow 
gait speed. Performance deteriorates as the minimum IFD 
increases regardless the gait speed. 
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TABLE I 
 

Gait 
Condition 

e [mm] 
mean (sd) 

Gait Speed [m/s] 
mean (sd) 

IFDSP [mm] 
mean (sd) 

SG-W -22 (13) 0.64 (0.11) 174 (31) 

SG-N 0 (6) 0.65 (0.1) 89 (23) 

CG-W -32 (23) 0.97 (0.15) 171 (37) 

CG-N -7 (8) 0.95 (0.11) 87 (26) 
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(a) (b) 

Fig. 1. Error in estimating IFD (mm) as a function of gait speed (a) (m/s) and of IFD true value (b) (mm) with the 
IRR-IMU system employed. For each subject, errors resulting from gait performed in the four conditions tested are 
grouped in four categories. 
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Abstract—The objectives of the work are: to identify surface 
electromyography (sEMG)-based indices acquired during the 
execution of controlled lifting tasks designed to have growing 
lifting index (LI); to verify the sensitivity of these indices to the 
risk level and their relationship with forces at the L5-S1 joint. 
During the execution of lifting tasks in three conditions, 
kinematic, kinetic and sEMG data of 16 workers were recorded. 
We found differences between each pairs of lifting conditions for 
each muscular parameters investigated (average rectified value, 
maximum value of  trunk muscles, simultaneous activation of all 
the trunk muscles by using the time-varying multi-muscle co-
activation function). Correlation analysis showed a significant 
relationship between sEMG parameters and kinetic variables. It 
is possible designing a quantitative sEMG-based lifting pattern 
recognition toolbox. 

 
Keywords—Biomechanical risk assessment, lifting index (LI), 

sEMG, work-related low-back disorders (WLBDs).  
 

I. INTRODUCTION 
ork-related low-back disorders (WLBDs) are the costly 
and most common musculoskeletal problems, 

principally caused by manual lifting tasks, [1], [2]. Revised 
NIOSH (National Institute for Occupational Safety and 
Health) Lifting Equation (RNLE), published by the NIOSH 
to prevent and reduce the risk of WLBDs, was an approach 
used in overall the world to assess two-handed manual lifting 
demands [3], [4]. Its strength lies in the fact that the risk of 
WLBD increases as the lifting index (LI) increase from 1.0 to 
3.0 [5]-[8]. On the other hand, RNLE does record also some 
weakness: the parameters and equation restrictions represent 
a limit in the RNLE usability [9], [10]. These limits are the 
rationale to develop further quantitative methods for lifting 
tasks risk assessment. In this study, we investigated the 
surface electromyography (sEMG) activities of the trunk 
muscles and forces at the L5-S1 joint (FL5-S1) to identify 
sEMG-based indices acquired during the execution of 
controlled lifting tasks designed to have growing LI and to 
verify the sensitiveness of these indices to the risk level and 
their relationship with FL5-S1. 

II. MATERIALS AND METHODS 

Sixteen workers were recruited in this study. They gave their 
informed consent prior to taking part in the study, which 
complied with the Helsinki Declaration and was approved by 
the local ethics committee. An eight infrared cameras 

(sampling frequency 340 Hz) optoelectronic motion analysis 
system (BTS System, Milan, Italy) was used to detect the 
movements of 4 spherical reflective markers placed on a 
plastic crate and of 33 spherical markers covered with 
aluminum powder reflective material, placed over prominent 
anatomical bony landmarks (suprasternal notch, sternum, 
sacrum, cutaneous projections of the spinous processes of the 
seventh and tenth cervical vertebra and bilaterally over the 
temple, posterior-superior parietal bone, anterior superior 
iliac spine, great trochanter, lateral femoral condyle, fibula 
head, lateral malleoli, metatarsal head, heel, acromion, 
olecranon, styloid ulnar and radial processes and head of the 
third metacarpal bone) [11]-[15]. Four dynamometric 
platforms were used to record ground reaction forces at a 
sampling rate 680 Hz. Surface myoelectric signals were 
acquired at a sampling rate of 1 kHz using a 16-channel Wi-
Fi transmission surface electromyography. Six electrodes 
were placed on the right side of the trunk: Latissimus Dorsi 
(LD), Erector Spinae Longissimus (ESL), Erector Spinae 
Iliocostalis (ESI), Multifidus (M), Rectus Abdominis Middle 
(RAM) and Rectus Abdominis Superior (RAS) muscles.  

 
 
 
 
 
 
 
 
 
 
 
 
The values of the load weight (L), the horizontal (H) and vertical (V) 
locations, the vertical travel distance (D), the asymmetry angle (A), the 
lifting frequency (F) and the hand-to-object coupling (C) for each lifting 
condition (LI=1, 2 and 3). 
 
The subjects were asked to perform the manual material 
lifting task of a load with handles using both hands in three 
different lifting conditions (LI=l, 2 and 3), according to the 
RNLE [3] (see Table I). Subjects also performed the 
isometric maximum voluntary contractions (iMVCs), 
according to SENIAM recommendations [16]. After each 
acquisition performed by Smart Capture (BTS, Milan, Italy), 
three-dimensional marker trajectories were reconstructed 
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TABLE I 
LIFTING CONDITIONS 

LI 1 2 3 
L (kg) ~21 kg ~21 kg ~20 kg 

LC 23 kg 23 kg 23 kg 
H (m) 0.25 0.50 0.63 
V (m) 0.75 0.75 0.30 
D (m) 0.25 25 0.45 
A (°) 0 0 0 

F (lift/s) 0.033 0.033 0.033 
C good good good 
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using a tracking system (SMART Tracker, BTS, Milan, 
Italy). Data were processed using SMART Analyzer software 
(BTS, Milan, Italy) and Matlab software (MathWorks, 
Natick, MA, USA). The vertical displacement and velocity of 
markers placed over the vertex of the crate were evaluated to 
define the onset and termination of the lifting task. Using a 
polynomial procedure, kinematic, kinetic and sEMG data 
were then time normalized to the duration of the lifting tasks 
and reduced to 101 samples. According to the multi-segment 
upper body model (hands, forearms, arms, head and trunk) 
[17], the compression ( ) and shear 
(  forces at the L5-S1 joint were calculated in the 
local reference system on the trunk in which the  axis is 
oriented as the vector C7-sacrum and -  represents the 
orthogonal plane to . sEMG signals were processed as 
follows: the iMVC and the sEMG raw data of the lifting tasks 
were band-pass filtered (30 and 400 Hz) [18], [19], full-wave 
rectification and low-pass filtered using filter at 5; the 
rectified and filtered sEMG data related to the lifting tasks 
were expressed as a percentage of the sEMG peak value 
calculated as the mean of the maximum values detected for 
each of the two iMVCs. From the elaborated sEMG signals 
of each lifting task, we evalueted the average rectified value 
(ARV) and the maximum value (Max) within the cycle, to 
characterize differences in the sEMG activity between 
different conditions. Furthermore, we have calculated the 
simultaneous activation of all the trunk muscles by using the 
time-varying multi-muscle co-activation function (TMCf) 
proposed by Ranavolo [20] and we considered the area of 
total TMCf (TMCfArea) within the cycles. Using SPSS 17.0 
software, the Shapiro-Wilk test was used to analyze the 
Gaussian distribution of the data. We analyzed a one-way 
ANOVA to determine any significant differences between 
the three risk levels. Post-hoc analyses were performed using 
a paired t test with Bonferroni’s corrections. The Pearson test 
was used to investigate any correlations between each 
muscular parameters and forces. 

III. RESULTS 

The repeated measures ANOVA revealed a significant effect 
of the lifting condition on ARV and Max for all the muscles 
except RAM. Fig. 1 shows the significant differences of the 
paired t test with Bonferroni’s corrections for the ARV and 
Max of all the muscles investigated. We also observed 
significant differences for TMCfArea, between each pair of 
lifting conditions. Correlation analysis showed a significant 
relationship between each muscular parameters (ARV, Max 
and TMCfArea) and , and also between Max and 
TMCfArea and  . 

IV. CONCLUSION 
Our experimental data support the proposed hypothesis by 
demonstrating that a sEMG-based indices (ARV, Max and 
TMCfArea) would serve to estimate risks associated with 
lifting tasks to place side by side the NIOSH protocol or to 
assess a vast range of conditions in which the NIOSH 
protocol cannot be used.  
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Fig. 1.  Means and standard deviations of the ARV (a) and Max (b) calculated while performing manual material lifting tasks in the three different conditions 
(LI=1, LI=2 and LI=3) for the six muscles ESL, ESI, M, LD, RAS and RAM on the right side of the trunk. * Significant differences at post hoc analysis. 
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Abstract - Bariatric surgery includes a variety of procedures 
performed on obese people. The common surgical techniques 
aim to reduce the size of the stomach and are traditionally 
performed by laparoscopic surgery. The post-surgical 
conformation of the stomach is usually defined mostly on 
clinical basis. Instead, the optimal geometrical configuration 
should be defined by analysing the mechanical functionality of 
the stomach and the relationship between food intake, nutrient 
adsorption, mechanical stimulation of stomach wall and feeling 
of satiety.  

A novel approach to bariatric surgery is required, integrating 
competences in the areas of biomechanics, physiology and 
surgery, based on a strong interaction between engineers and 
clinicians. Preliminary results from coupled experimental and 
computational investigations are here reported. The analyses 
aimed to develop computational tools for the investigation of 
stomach mechanical functionality in the pre- and post-surgical 
configurations. 
Keywords - Bariatric surgery, stomach mechanics, 

experimental methods, computational biomechanics. 

I. INTRODUCTION 
BESITY is an epidemic disease associated with multiple 
co-morbidities, whose prevalence in the developed 

countries is increasing. Behavioural and pharmacological 
treatment approaches are modestly effective and not durable. 
Bariatric surgery remains the most effective intervention for 
persons with body mass index of 35 or greater [1]. Bariatric 
surgery aims to decrease the intake of food and calories. 
Some operations obtain this goal by reducing the stomach 
capacity, as adjustable gastric banding, some others by 
reducing the absorbing capacity, finally there are operations 
that exploit both the effects. The use of adjustable gastric 
band is the most common and successful operation. In 
general, bariatric surgical procedures are effective, but are 
associated with major complications in 25% of patients and 
the mortality incidence is 7.6% [1].  

The specific bariatric procedure and the post-surgical 
conformation of the operated gastrointestinal region are 
usually evaluated on clinical basis, taking into account the 
food intake requirement and surgical parameters. Further 
physiological and mechanical processes should be 
considered, as the functionality of the gastrointestinal region 
and the relationship between food intake, mechanical 
stimulation of gastrointestinal wall, adsorbing capacity and 
feeling of satiety. Mostly qualitative activities have been 
previously performed to evaluate how the food consumed 

affects satiety [2]. Methods and procedures of bariatric 
surgery should be consequently defined by integrating 
competences in the area of surgery, physiology and 
biomechanics. Computational models of the gastrointestinal 
region can be developed and applied to investigate the 
mechanical stimulation of the gastrointestinal wall because of 
food intake and depending on the surgical procedure. 
Subsequently, physiological investigations can be performed 
to better identify the relationship between mechanical 
stimulation of the gastrointestinal wall, adsorption capacity 
and feeling of satiety. Depending on such parameters, an 
optimized bariatric procedure can be identified for the 
specific patient. 

The here reported activities aimed at developing 
preliminary computational tools for the mechanical analysis 
of bariatric procedures. A coupled experimental and 
numerical approach was adopted. Experimental activities on 
pig stomachs aimed at providing information about stomach 
structural behaviour and geometrical configuration.  
Computational models were developed by the analysis of 
experimental data. Finally, computational analyses made it 
possible to investigate the stomach mechanical functionality 
in pre- and post-surgical configurations. 

II. MATERIALS AND METHODS 

A. Experimental investigation 
The structural behaviour of the stomach was analysed by 

inflation tests. Stomach of eight piglets (weight: 30 ± 2 Kg) 
were provided by a local abattoir. The samples were 
composed of the stomach and short portions of the 
oesophagus and the duodenum. Samples were gently washed 
with physiological saline (0.9% NaCl) to remove any residual 
chime and maintained in saline at low temperature (4°C), up 
to the development of mechanical testing. Preliminarily, the 
sample was placed on a laminated graph paper and spread out 
to its physiological bean-shape conformation (Fig. 1a). A 
peristaltic pump (VerderFlex Vantage 3000 P EZ, Verder 
Ltd, UK) and a pressure transducer (142 pc 01d, Honeywell, 
USA) were connected to the sample by rubber tubes. Pump 
and transducer tubes were fixed to esophageal and duodenal 
stubs, respectively, by means of surgical elastic seams. The 
transducer was interfaced to a laptop PC by a microcontroller 
(Arduino MEGA, Arduino, USA). Data storage was fixed at 
4 Hz sample rate. The instrumented stomach was completely 
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immersed in saline to prevent gravity effects (Fig. 1b). 
Sample testing was performed by a multi-step procedure 
(Fig. 1c). Each step was composed of 100 ml inflation of 
saline (50 ml/s) and 300 s of rest to allow the development of 
relaxation phenomena. The step was repeated up to 1000 ml 
inflation. Subsequently, the stomach was completely deflated 
at 50 ml/s. The overall procedure was repeated three times on 
each stomach.  

B. Computational model definition  
Digital processing of stomachs pictures in unstrained 

configuration and morphometrical data from the literature  
made it possible to develop an average virtual solid model of 
the pig stomach. Finite element discretization by three-nodes 
tetrahedral hybrid elements led to the computational model 
(Fig. 2a). The mechanical response of the stomach wall was 
specified by a visco-hyperelastic formulation [3]: 

( ) ( ) ( )0, ,i

i
t t= −∑P C P C q C            (1) 

( ) ( ) ( )0
1 1 1 1exp 3 2 2 3T Tp C I Iα− −= − + − −⎡ ⎤⎣ ⎦P C F F F  (2) 

01 i
i i

i i

γ
τ τ

+ =q q P&                (3) 

where P is the first Piola-Kirchhoff stress tensor, F is the 
deformation gradient, p specifies hydrostatic pressure, I1 is 
the first invariant of the right Cauchy-Green strain tensor 
C=FTF, qi are viscous variables. Constitutive parameters 
were identified by the inverse analysis of tensile tests that 
were developed on pig stomach samples [4]. 

C. Computational analyses of stomach functionality 
Numerical analyses were performed by the general purpose 

finite element software Abaqus 6.14 (Dassault Systèmes 
Simulia Corp., Providence, RI). A fluid filled-cavity was 
defined to characterize the internal region of the stomach and 
to simulate the inflation process. The upper and lower 
extremity of the cavity, at the gastroesophageal and 
gastroduodenal junctions, were fixed. The volume of the 
cavity was progressively raised up to a 1000 ml volume 
increment. 

The numerical model of a gastric band was developed by 
six-nodes wedge elements. The mechanical behaviour was 
specified by an Ogden hyperelastic formulation and 
parameters were identified by the inverse analysis of tensile 
tests on silicon rubber. The gastric band was located around 
the stomach model. Computational models contemplated 
different band positions, which were defined on the basis of 
the standard surgical activity (Figs. 2b, 2c, 2d). Friction 
contact condition (0.01 friction coefficient) allowed 
characterizing interaction between the stomach and the band. 
Numerical analyses were finally developed to simulate 
stomach inflation in the post-surgical configuration. 

III. RESULTS AND DISCUSSION 

A. Experimental activities 
Experimental testing provided data about the structural 

behaviour of pig stomachs. Post-processing of experimental 
results (Fig. 3a) made it possible to characterize the stomach 

structural behaviour. The collection of pressure-volume data 
at the end of the rest stages led to equilibrium curves (Fig. 
3b), while the analysis of pressure-time results during the 
constant volume stages led to relaxation curves (Fig. 3c). 

B. Computational activities 
The comparison of computational and experimental results 

from inflation tests on stomachs in the pre-surgical 
configuration made it possible to assess the reliability of the 
model developed. Experimental data and computational 
results are compared in Fig. 4a. 

The developed computational models allowed preliminarily 
investigating the influence of bariatric surgery on stomach 
mechanical functionality. The comparison of stomach 
structural behaviour in pre- and post-surgical configurations 
is reported in Fig. 4a. The analysis of tensile stress 
distribution allows better evaluating the stomach 
functionality. Typical stress contours are reported in Fig. 4 
for the pre-surgical configuration (Fig. 4b) and the different 
post-surgical configurations (Figs. 4c, 4d and 4e).  

IV. CONCLUSION 
Preliminary outcomes are reported from activities that are 

under development in the research field of stomach 
mechanics and bariatric surgery. Further efforts are 
mandatory for a more reliable analysis of the problem. For 
example, experimental activities are under development on 
stomach in different post-surgical configurations. A more 
refined constitutive characterization of stomach tissues is 
being defined and aims at considering stomach tissues non 
homogeneous configuration, wall stratification and muscular 
fibres distribution. 

Nevertheless, the results show the potentiality of the 
methods of experimental and computational biomechanics for 
the investigation and optimization of bariatric surgery 
techniques. Computational models allow evaluating the 
stomach functionality depending on the specific bariatric 
procedure. The computational approach makes it possible to 
identify the stress and strain fields in stomach tissues. Such 
mechanical parameters depend on stomach filling and 
regulate the feeling of satiety. The topic has been only 
qualitatively analysed. Further physiological investigations 
are required aiming at the quantitative identification.  
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Fig. 1.  Pig stomach spread out to physiological bean-shape (a) and during inflation test (b). Inflated volume history (c). 
 
 
 

 
 

Fig. 2.  Finite element models of the stomach in the physiological bean-shape conformation (a) and in different post-surgical configurations (b, c). 
 
 
 

 
 

Fig. 3.  Experimental results from inflation tests: typical pressure-time data (a), statistical distribution of equilibrium pressure-volume (b) and relaxation 
curves (c). 

 
 

 

 
 

Fig. 4. Comparison of stomach structural behavior in pre- and post-surgical configurations (a); for the pre-surgical configuration model results are 
compared with median experimental data. Contours of tensile stress fields at 3 kPa internal pressure for pre-surgical configuration (b) and different post-

surgical configurations (c, d, e). 
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Abstract - The infrapatellar fat body (Hoffa's fat pad, IFP) is 
situated between the patellar tendon, the femoral condyle and 
the tibial plateau of the knee. The IFP consists of white adipose 
lobules delimited by thin connective septa. The structural 
functionality of the IFP is debated and may pertain to a 
cushioning role in the knee joint, providing to distribute and to 
damp mechanical stresses during articular activity.  

The present study aimed at assessing the IFP mechanical role 
and at analysing the correlation between micro-structural 
configuration and mechanical properties. Histological and 
ultrastructural methods were exploited to analyse the 
microscopic anatomy. Finite element micro-models were 
developed by using the resulting histo-morphometric data. 
Typical loading conditions, as compressive and shear ones, were 
investigated. Numerical analyses pointed out the IFP 
mechanical functionality. The comparison of numerical results 
and data about the mechanical behaviour of other fat tissues 
demonstrated the mechanical relevance of IFP.  
Keywords - Fat tissue, Hoffa’s fat pad, soft tissue mechanics, 

computational biomechanics. 

I. INTRODUCTION 
ECENT advances in medical research address to the 
evidence that some body fat tissues have not only the 

classic role of energy storage but also mechanical function. 
The infrapatellar fat pad (IFP), or Hoffa’s fat pad [1], is 
located in the knee, between patellar tendon, femoral 
condyles and tibial plateau, underneath the patella. It is 
covered by synovial membrane posteriorly and is closely 
related also to articular cartilage, being intra-capsular and 
extra-synovial. It is hypothesized that the IFP provides 
cushioning of the knee, facilitates the distribution of synovial 
fluid and acts to absorb forces through the knee joint [1]. 

The reliable identification of fat tissue mechanical 
behavior requires deeply investigating the micro-structural 
configuration and composition [2],[3]. The action aims at 
identifying the quantity and the spatial distribution of tissue 
sub-components, making it possible to develop mechanical 
models that interpret the micro-structural configuration. In 
general, subcutaneous fat consists of white adipose tissue, of 
lobular type, with lobules delimited by thin connective septa. 
The dimension of lobules and the thickness of interlobular 
septa change between the different fat tissues, with a 
consequent differentiation of the mechanical roles.  

With regard to the IFP, the geometrical conformation and 
the composition of adipose lobules and of interlobular septa 
were studied through histological and ultrastructural methods 
[4]. Results from the investigations made it possible to 
develop computational models, which allowed investigating 
the IFP mechanical functionality. Finite element micro-
models of the fat tissue were developed by considering the 
specific adipose lobules dimension, fibrous septa thickness 
and the mechanical properties of the different sub-

components. The mechanical behavior of the lobules and the 
fibrous septa was specified by hyperelastic constitutive 
formulations. Numerical analyses were developed taking into 
account of compression and shear loads, aiming at evaluating 
the mechanical response in typical physiological situations. 

II. MATERIALS AND METHODS 

A. Histo-morphometric configuration  
The histo-morphometric conformation of IFP was studied 

through histological and immuno-histo-chemical methods on 
samples from bodies of the Body Donation Program 
‘Donation to Science’ of the University of Padova. Thick 
sections of 10 µm were obtained from paraffin embedded 
specimens. Different image analysis procedures allowed the 
identification and the quantification of the sub-components, 
in particular elastic and collagen fibers. 

The thickness of the septal walls was measured on 
magnified sections (Fig. 1a). Using specific imaging software 
(Adobe Photoshop CS5, Adobe Systems Incorporated, USA), 
the septal walls were identified and highlighted (Fig. 1b). 
Subsequently, images were converted to 8-bit binary images 
for the elaboration with a specifically developed algorithm 
implemented in Matlab R2012b (The MathWorks, Inc., 
USA). Parallel lines, with an interline distance of ~200 µm, 
were randomly overlaid on rotated 4x images. Orthogonal 
lines to the left aspect of the septal walls were drawn, leading 
to the measurements of the intercept length (Fig. 1c). Using a 
similar procedure, the dimension of adipocyte lobules was 
calculated [4]. Statistical distributions, as median, 25th and 
75th percentile data were finally computed: septa thickness 
229 µm [145 µm; 424 µm]; lobules dimension 1160 µm [650 
µm; 1983 µm]. 

B. Finite element models 
Basing on the results of histo-morphometric studies, a 

three-dimensional micro-model of the IFP was developed. 
Histological data were increased of a 25% factor to correct 
the shrinkage that inevitably occurred during tissue 
processing [5]. 

Adipose lobules were modeled by spheres, which were 
separated by connective septa (Fig. 2). The virtual solid 
model was composed by different layers, which were shifted 
each other according to a hexagonal scheme. This 
configuration well interprets the actual histo-morphological 
conformation of the tissue [2],[3]. The numerical model was 
obtained by finite element discretization of the virtual solid 
model, using four node tetrahedral elements (Fig. 2a). Hybrid 
pressure-displacement formulation was assumed because of 
the almost incompressible behavior of soft biological tissues.  
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The typical cylindrical conformation of compression 
specimens and the symmetry of tests suggested considering a 
wedge model for the analysis of compression loading 
conditions. A cubical shape was assumed for the shear 
specimen (Fig. 2). 

The further step of the micro-model development pertained 
to the definition of sub-components mechanical response. 
Because of the micro-structural conformation of adipose 
tissue, a hyperelastic isotropic formulation was assumed for 
the adipose lobules [2]. The specific constitutive parameters 
were identified by the inverse analysis of data from 
compression tests that have been developed on adipose tissue 
specimens from healthy pigs [3],[6].  

The performed histological examinations revealed the 
typical fibre-reinforced conformation of connective septa. In 
the IFP there was a prevalence of collagen I fibers (43%) 
with respect to collagen III fibers (18%), while elastic fibers 
were almost absent (<1%). The mechanical behavior of the 
interlobular septa was described by an anisotropic 
hyperelastic formulation, considering two groups of fibres 
distributed around each lobule, one running in a clockwise 
and one in an anticlockwise direction [2]. The identification 
of septa parameters was performed by the inverse analysis of 
data from tensile tests that have been developed on anterior 
talo-fibular human ligament tissues [7], because of the 
similar amount and typology of collagen fibers [2],[3].  

C. Numerical analyses 
Numerical analyses were developed by using the general 

purpose finite element code Abaqus 6.14 (Dassault Systèmes 
Simulia Corp., Providence, RI). The constitutive formulations 
were implemented by specific user subroutines UMAT.  

The developed wedge model was constrained to analyze 
the tissue compressive behavior. The bottom side of the 
model was fixed, the top side was moved downward up to 
about 40% structural compressive strain (Fig. 2b), the planar 
lateral faces were constrained to ensure the symmetric 
configuration, while the circular lateral face was 
unconstrained. With the aim of evaluating the pure shear 
behavior, shear tests were analyzed by fully constraining the 
bottom face of the cubic model, while a purely transversal 
displacement was imposed to the opposite face of the 
specimen (Fig. 2c) up to 0.35 rad structural shear strain. 

III. RESULTS AND DISCUSSION 
The comparison of results from microscopical 

investigations on IFP and other fat tissues [4] highlighted the 
peculiar conformation and composition of IFP adipose 
lobules and interlobular connective septa. The results 
enforced the mechanical role of the IFP. 

Results from numerical analyses made it possible to 
compare the structural behavior of IFP and other fat tissues 
(Fig. 3). The comparison considered data from compression 
and shear tests that were developed on foot plantar [8],[9] 
and abdominal [9] fat tissues. Such tissues were selected 
because of the relevant and negligible mechanical role of 
plantar and abdominal tissues, respectively. The similarity 
between IFP and plantar fat mechanical behavior finally 
suggested the real mechanical role of the Hoffa’s fat pad, as a 
cushioning element in the knee joint.  

Post-processing of numerical results allowed better 
elucidating the contribution of tissue sub-components to the 
IFP mechanical functionality. Typical contours of stress were 
reported in Figure 4 for both compressive and shear 
conditions. With specific regard to compressive loading, 
compressive stresses mainly develop within the adipose 
chambers because of their relevant volumetric stiffness. 
Transverse tensile stresses develop within interlobular 
connective septa and oppose bulging of the chambers. 
Adipose lobules exhibit low iso-volumetric stiffness and 
shear loadings mainly determines stresses within septa. 

IV. CONCLUSION 
In conclusion, the present study describes the organization 

of the IFP in microscale and the resulting mechanical 
behavior. The specific configuration of the tissue and the 
peculiar mechanical environment within the knee suggest the 
mechanical role of IFP in damping impulsive loads and 
distributing stresses on the adjacent biological elements.  

The results of the investigation should represent a support 
in the procedures of knee surgery, with particular regard to 
total knee arthroplasty (TKA). Nowadays, the removal of IFP 
during TKA is strongly affected by surgical practice results. 
The preservation of the IFP is associated with an improved 
outcome, although it is also reported that IFP excision in 
minimally invasive TKA resulted in a percentage of patients 
with anterior knee pain after surgery. Thus, the identification 
of IFP actual mechanical role can be an useful tool for the 
choice of whether to remove the IFP during TKA. 
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Fig. 1.  Microscopic appearance of Hoffa’s fat pad (a); identification of interlobular septa (b); measurement of septa thickness (c). 
 
 

 
 

Fig. 2.  Finite element micro-models of tissue samples (a), compression (b) and shear (c) loading conditions. 
 
 

 
 

Fig. 3.  Comparison of the structural behavior of the different fat tissues for compression (a) and shear (b) loading conditions. 
 
 

 
 

Fig. 4.  Results from the numerical analysis of compression tests: contours of tensile stress (a), as the maximum principal stress, and compressive stress 
(b), as the minimum principal stress, for a 20% structural compressive strain condition. Results from the numerical analysis of shear tests: distribution of 

shear (c) stress field for a 0.2 rad structural shear strain condition. 
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Abstract— The research activity belongs to a general project 
on the mechanics in urology, with specific reference to bladder, 
urethra and overall functional response of the lower urinary 
system. The present work pertains to the mechanics of urethral 
duct, in consideration of the adoption of artificial sphincteric 
devices or slings to overcome the incontinence problems. Exper-
imental activity is performed on urethral tissues and also struc-
tural test are carried out on the overall urethral duct, to provide 
constitutive parameters definition within the formulated hy-
perelastic model. The numerical analysis developed leads to a 
valid set of results addressed to the definition of the mechanics 
of urethral lumen occlusion under the action of prosthetic de-
vice, stressing the integration with surgical practice. 
Keywords—mechanics in urology, urethral duct, experimental 

testing, computational biomechanics. 

I. INTRODUCTION 
RINARY incontinence represents a pathology with a 

relevant social and economic impact. Different prosthe-
ses are currently adopted for incontinence surgical therapy, 
among which the artificial urinary sphincter is considered the 
most effective solution at present [1].  

The prosthesis exerts a variable pressure field on the ure-
thra, occluding the duct. However, several complications, as 
tissue atrophy and erosion, were observed after medium-long 
term implantation, leading to surgical recurrence. The artifi-
cial sphincter conformation and mechanical action are mostly 
based on data from surgical practice, while prosthesis should 
be also evaluated trough a biomechanical analysis of urethral 
tissues and structure, in particular during the occlusion of the 
duct. 

At this purpose, an integrated experimental and computa-
tional approach is exploited. A computational framework of 
urethra mechanics is here proposed, based on experimental 
investigation of the mechanical properties of urethral tissues 
and structure. Histological data are processed to make virtual 
solid and finite element models of urethral duct. A specific 
hyperelastic formulation is developed to characterize the non-
linear mechanical behaviour of urethral tissues. The inverse 
analysis of tensile tests on a urethra samples enables to define 
preliminary constitutive parameters. The parameters are de-

fined also with reference to data form inflation tests.  
Finally, the computational model of a urethra is exploited 

to evaluate the mechanical response when external actions 
are applied, aiming at the interpretation of the conditions for 
urethral lumen occlusion. 

II. MATERIALS AND METHODS 

A. Histological analysis 
Horse urethra samples were cut both in transversal and 

longitudinal directions after a histological fixation process 
[2]. Masson trichrome staining was used to identify tissue 
morphological properties, collagen and muscular fibres 
amount and preferred orientation (Fig. 1).  

B. Mechanical testing 
Mechanical tests on urethral tissues were performed on 

specimens from both distal and proximal urethra, along lon-
gitudinal and circumferential directions.  

A Bose® ElectroForce® (Bose Corporation, ElectroForce 
Systems Group, Eden Prairie, MN, USA) equipment was 
used. Each specimen was stretched up to 60 % strain, kept 
constant for 300 s to investigate stress relaxation phenomena. 
As an example, the statistical distribution of results from ten-
sile tests on distal tissue samples is reported in Fig. 2a. 

Inflation tests were carried out on tubular segments of the 
urethral duct pertaining to distal and proximal regions. A 
mechano-electrical transducer (142 pc 01d pressure transduc-
er, Honeywell, USA) interfaced to a data storage device 
(1326 Econo Recorder, Biorad, Italy) was used for data col-
lection. The tests followed a two-step procedure. The first 
step was an almost instantaneous liquid in-flow, up to differ-
ent inflated volumes (in a range between 5 and 50 ml), aim-
ing at the definition of the elastic response. In the second 
step, the volume of the sample was kept constant for about 
300 s to allow the development of visco-elastic processes, up 
to steady state.  

Inflation tests on distal samples are reported in Fig. 3a. 
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C. Computational modelling 
Histological analysis showed strong similarity between 

horse distal urethra and human anterior urethra [3]. Distal 
samples were considered for the computational modelling. A 
virtual geometrical model of urethra section was developed 
from histological images (Fig. 2b). Different layers compose 
the urethral tissue, namely a columnar epithelium around the 
lumen, a thin layer of dense connective tissue and a thick 
stratum of loose tissue comprising corpora spongiosa, con-
nective septa and blood vessels. The geometrical model was 
imported into the finite element pre-processing software 
Abaqus/CAE 6.14-1 (Dassault Systèmes Simulia Corp., 
Providence, RI) and meshed by triangular elements (Fig. 2c). 
The representation of the epithelial layer was not provided 
with regard to its contribution to the mechanical response, as 
it is almost negligible. On the contrary, the epithelium effec-
tively contributes to the overall behaviour, mostly when lu-
men surfaces interact because of compression loads. Specific 
self-contact condition allowed to properly take into account 
such interaction phenomena.  

The mechanical behaviour of dense connective and loose 
tissue was specified by a hyperelastic formulation. The hy-
perelastic model adopted derives from previous constitutive 
analyses and proved its capability to interpret the typical fea-
tures of soft tissue mechanics [4,5]. The general stress-strain 
relationship is here recalled: 

( ) ( )1 1 1 1exp 3 2 2 3T Tp C I Iα− −= − + − −⎡ ⎤⎣ ⎦P F F F   (1) 
where P is the first Piola-Kirchhoff stress tensor, F is the 
deformation gradient, p is a Lagrange multiplier that specifies 
hydrostatic pressure and ensures the almost incompressibility 
of the material, 1I  is the first invariant of the right Cauchy-
Green strain tensor T=C F F . The inverse analysis of results 
from tensile tests allow for the identification of constitutive 
parameters. 
 Additional investigations were required to assess the mod-
el reliability. A finite element analysis was consequently pro-
vided to evaluate experimental results from inflation tests that 
were developed on urethra tubular specimens. A homogene-
ous hydrostatic pressure field was applied to the intraluminal 
border of the urethra model. Pressure value was progressively 
increased to simulate the experimental progressive inflation. 
 The computational model allowed the definition of the 
urethra tissues mechanical response when external occluding 
load is applied. With the aim to mimic the action of artificial 
sphincters, a pressure field was applied all around the exter-
nal boundary of the urethra model, according to the specific 
conformation. Considering the configuration of commercial 
devices, the occluding pressure can reach the limit of 10 kPa, 
while the intraluminal pressure was assumed between 0 and 
10 kPa. Numerical analyses were performed by a two steps 
procedure. During the first step, the urethra was progressive 
inflated up to the target intraluminal pressure. During the 
second step, the occluding pressure was increased up to 10 
kPa. 

III. RESULTS 
The analysis of data from experimental investigations, at 

both tissue and structure level, is the basis for the constitutive 
parameters identification and assessment. Model results and 
statistical distribution of experimental data are compared in 

Figs. 2a and 3a, taking into account tensile tests on tissue 
samples and inflation tests on tubular specimens, respective-
ly. 

The numerical analysis of inflation tests allowed evaluating 
the tissues mechanical response when intraluminal pressure is 
applied. Typical contours of radial displacement and tensile 
stress (as the maximum principal stress) fields are reported in 
Figs. 3b and 3c, respectively.  

Finally, urethral duct was investigated when external oc-
cluding action is applied. The numerical analyses took into 
account different situations, as different intraluminal pressure 
and progressive occluding load. Reference results are report-
ed in Fig. 4. The compressive strain (as the minimum princi-
pal strain) field is reported for both loose tissue and dense 
connective tissue layer for different values of the occluding 
pressure conditions, while intraluminal pressure is kept at                
1 kPa. 

IV. CONCLUSION 
The development of reliable computational models of the 
urethral tract requires a comprehensive experimental charac-
terization of the constituent tissues and structure, through 
histologic analysis and mechanical testing. 
 Experimental data allow the definition of an appropriate 
constitutive formulation and the identification of constitutive 
parameters. The histological analysis aims at characterizing 
tissues configuration and is correlated with urethra mechani-
cal behaviour. Tissue mechanical tests allow the preliminary 
identification of the constitutive model and the related pa-
rameters. Additional tests are developed on the overall ure-
thra, in order to evaluate additional data from the structural 
response. The evaluation of animal and human urethra me-
chanical properties is not extensively discussed in the litera-
ture and was deeply investigated on the basis of histo-
morphometric data. The characterization of human urethra is 
in progress by additional experimental activities on human 
samples.  
The present integrated experimental and computational pro-
tocol allows evaluating the mechanical behaviour of urethral 
duct during lumen occlusion, simulating the mechanical ac-
tion of an artificial urinary sphincters and slings and offering 
a valid reference for surgical activity.  
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Fig. 1. Histological investigation of horse penile urethra. Specimens were collected from distal (a), middle (b) and proximal (c) regions. 
 
 
 
 

 
 
Fig. 2. Urethral tissue analysis and lumen modelling. Results from tensile tests (a) for identification of constitutive parameters by inverse analysis; virtual 
solid model of urethral section (b) and finite element discretization (c). 
 
 
 
 

 
 
Fig. 3. Urethral duct analysis. Comparison of model results and experimental data from inflation tests (a); contours of radial displacement (b) and tensile 
stress (c) fields at a 4 kPa intraluminal pressure. 
 
 
 
 

 
Fig. 4. Numerical analysis of lumen occlusion. Compressive strain field is separately depicted for loose and dense connective tissues: results are reported 
at 1 kPa intraluminal pressure and 1 kPa (a) or 4 kPa (b) occluding pressure. 
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Abstract— The present work proposes the numerical 
modelling of the abdominal wall repair by means of surgical 
meshes. The development of the numerical model of the 
abdominal wall is performed starting from images of Computed 
Tomography (CT) and data from literature, allowing the 
definition of the different abdominal components. Firstly, the 
global passive mechanical behaviour in the heathy condition is 
analysed. Then, a hernia defect is anteriorly introduced to 
mimic the presence of an incisional hernia, which is repaired by 
means of different surgical meshes with mechanical properties 
corresponding to xenograft and synthetic prostheses. Numerical 
analyses are performed by applying a uniform intrabdominal 
pressure (IAP) up to the physiological limit of 170 mmHg (0.023 
MPa) which is observed while jumping. The global mechanical 
behaviour of the healthy and repaired abdominal wall are 
compared. The present work intends to provide a useful tool for 
a preliminary evaluation of the mechanical effects induced by a 
surgical mesh in the abdominal wall. 

Keywords—abdominal wall repair, surgical mesh, 
hyperelastic formulation, finite element analysis. 

I. INTRODUCTION 
BDOMINAL hernia consists in the protrusion of the 
internal viscera through a weakened region of the 

abdominal wall. Several factors can induce the hernia 
occurrence through the increase of the abdominal pressure. 

Another important cause of hernia is the weakening of the 
abdominal tissues after operations at the site of the surgical 
incision (incisional hernia). Independently on the hernia 
origin, the surgical intervention is necessary to restore a 
condition which is as similar as possible to the initial 
physiological condition, by means of the insertion of a 
prosthesis. Nowadays, more than 500,000 hernia repair 
operations are performed worldwide each year, stressing the 
clinical relevance of this disease. Surgical meshes can have 
different origin and can be classified as biologic or synthetic, 
characterized by specific mechanical and biochemical 
characteristics and, consequently, by different biomechanical 
performances. Several factors can affect the success of the 
substitution as the mesh characteristics of chemical 
compatibility and biocompatibility. These aspects are 
correlated with this work, which is mainly focused on mesh 
biomechanical compatibility. The aim of this study consists 
in analysing and comparing, via numerical modelling, the 
mechanical response of the abdominal wall in the healthy 
condition and after the surgical repair. At the purpose, the 
numerical model of a healthy abdominal region is developed 
from Computed Tomography images. A hernia defect, 
characterized by size and position in accordance to clinical 
evidences, is introduced in the abdominal wall. This 

herniation is virtually repaired by means of different grafts, 
such as xenografts and synthetic meshes. In this study it is 
reported the example of surgical reparation by means of a 
xenograft (Permacol™), mechanically characterized in a 
previous work [1], and of a polypropylene mesh. A 
hyperelastic and fibre reinforced formulation is adopted to 
describe the mechanical behaviour of the different abdominal 
components. Experimental data from uniaxial tensile tests on 
human abdominal tissues [2] are considered for the 
constitutive parameters definition for each region by means 
of an optimization algorithm, which minimizes the difference 
between experimental data and numerical results. Surgical 
meshes are modelled according to their mechanical 
characteristics with an isotropic or anisotropic hyperelastic 
formulation. Numerical analyses are performed by applying a 
uniform IAP. The comparison of numerical results in 
physiological and pathological conditions allows a 
preliminary evaluation of the mesh effects on the global 
mechanical behaviour of the abdominal wall.  

II. MATERIALS AND METHODS 

A. Constitutive model 
Since the long term condition is considered in the 

investigation of the abdominal wall tissues, a hyperelastic 
formulation is adopted. With this assumption the viscous 
phenomena are considered as completely developed. 

Histological analyses highlight a transversal isotropic 
symmetry of the abdominal tissues, composed of a ground 
matrix reinforced by a family of collagen fibres, 
characterized by a preferential orientation. Because of the 
high water content of these tissues, it is possible to assume an 
almost incompressible behaviour that implies the splitting of 
the strain energy function into a volumetric and an iso-
volumetric part. 

( ) ( ) ( )1 4= + +% % % %
m m fW U J W I W I        (1) 

By defining the volume-preserving part of the right 
Cauchy-Green strain tensor as 2 3−=% /det JC C it is possible to 
modify the invariants as ( ) ( )1 4 0 0tr := = ⊗% %% %I ,IC C m m  

obtaining the following strain energy function: 

( ) ( )

( )

2
1

21
2 4

2

1 2ln 3
2 2

exp 1 1
2

µ
= − − + − +

α ⎡ ⎤+ α − −⎢ ⎥⎣ ⎦α

%

%

m mk
W J J I

I
     (2) 

km is the initial bulk modulus of the ground matrix, µm 
represents its initial shear stiffness and α1 (stress-like), α2 
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(dimensionless) are constitutive parameters related to the 
response of collagen fibres. 

A hyperelastic formulation with isotropic or anisotropic 
characteristics is adopted for the constitutive modelling of the 
surgical meshes depending on their mechanical behaviour 
and characteristics. Also in this case the long term condition 
is considered. 

B. Constitutive model fitting 
The constitutive model fitting is performed by exploiting 

uni-axial tensile tests, along different directions, on the 
tissues of the abdominal wall, namely linea alba, rectus 
sheath, rectus muscles, lateral muscles [2,3]. Tensile tests on 
Permacol™ [1] and polypropylene mesh are considered for 
the mechanical characterization of surgical meshes. The 
constitutive parameters are identified by iteratively 
minimizing a cost function, which expresses the difference 
between the experimental data and the numerical results. 

C. Finite element model 
The volumes of linea alba, rectus abdominis muscle, 

aponeurosis and a structure comprising the lateral muscles 
are all included in the numerical model (Fig. 1). Then an 
incisional hernia characterized by an elliptic shape, having 
dimensions of 24 mm x 32 mm, is introduced along the linea 
alba. The surgical mesh is modelled with a rectangular shape, 
characterized by dimensions usually adopted in surgical 
procedures. The solid model is discretized by means of CAE 
ABAQUS® software (SIMULIA, Daussault Systems). 

Muscles, aponeurosis and linea alba are discretized using 
linear tetrahedral elements. The fascial tissues that cover the 
muscles are characterized by a small thickness and are 
modelled by using linear membrane elements. The abdominal 
symmetry with respect to the sagittal plane is assumed 
allowing then consideration of half of this anatomical region, 
with consequent computational advantages.  

An incremental and uniform IAP of 0.023 MPa is applied 
to the internal surfaces of the abdomen with the aim to span 
all the physiological range of pressure. 

III. RESULTS 
The comparison between experimental data and numerical 

results is reported in Figure 2a for the rectus sheath and the 
rectus muscle.  

Figures 2b and 2c report the data fitting of Permacol™ and 
of the polypropylene mesh. 

Figure 3 allows the comparison between the displacements 
magnitude computed at a IAP of 45 mmHg in the case of the 
healthy abdominal wall (a) and after surgical repair by means 
of Permacol™ (b). In Figure 3c it is reported the graph of the 
incremental stiffness.  

The displacements magnitude are reported in Figure 4 for 
two paths of nodes chosen along the craniocaudal (a) and the 
transversal direction (b), taking into account the three above-
mentioned conditions. 

IV. CONCLUSION 
A validation of the model in the healthy condition is 

achieved by comparing numerical results with experimental 

findings from literature. A strain along the linea alba of 
15.2% is computed at 150 mmHg; the same measurement is 
in agreement with experimental data from inflation tests that 
highlight a strain of 16.5 ± 4.6% [4]. Another experimental 
study measures, by means of a system of infrared markers 
placed on the skin, an increase in the abdominal area of about 
15% at a pressure of 12 mmHg [5]. The same calculation is 
performed on the numerical model obtaining a variation of 
the area up to 14% confirming the reliability of the results.  

At present, there are no references in literature about 
experimental findings on the repaired abdomen. Therefore, 
this condition can be investigated through numerical models.  

By comparing numerical data, it appears that the 
introduction of a biologic or a synthetic surgical mesh 
induces a global stiffening of the overall structure in terms of 
incremental stiffness (Fig. 3c). This latter is reported starting 
from the pressure value of 12 mmHg that is the value at 
which the mesh is positioned. The comparison of the 
deformational behaviour among the healthy and repaired 
conditions highlight very closed results (Fig. 4). 

Some limitations of this work should be mentioned. 
Experimental data at disposal are limited as the number of 
subjects from which data are drawn. Only uni-axial 
mechanical tests are performed on tissues, omitting to 
consider the biaxial characterization. Further, only the 
passive behaviour on the abdominal wall is taken into 
account, neglecting muscles active contraction. Moreover, 
the mechanical behaviour of these biological structures is 
considered on the long term, neglecting the viscous 
phenomena. 

Despite these limitations, the present work represents an 
improvement of the studies at disposal that often assume 
strong exemplifications. Furthermore, the proposed model 
supplies a tool for a preliminary evaluation of the mechanical 
effects due to the application of a surgical mesh. Future 
developments include also an extension different synthetic 
meshes with different materials and structures. 
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Fig. 1.  Frontal view of the numerical model (a) and splitted view of the abdominal structures on different layers (b). 
 
 

 
 

Fig. 2.  Cauchy stress versus stretch behaviour for the mechanical response of rectus sheath (RS), rectus muscle (RM) (a), Permacol™(b) and 
polypropylene mesh along two mutual perpendicular directions (c). The solid lines are obtained by the numerical model, while open symbols represent 

experimental data. 
 

 
 

Fig. 3.  Contour of the displacements magnitude on the external front view of the left abdomen in the case of the healthy condition (a) and after surgical 
repair by means of Permacol™ (b) mesh. Measure of the incremental stiffness calculated at specific points (A, A’) as ratio between incremental IAP and 

incremental displacement (c) for the healthy condition and after surgical repair by means of Permacol™ (biologic) and of a polypropylene mesh 
(synthetic). Curves are reported starting from 12 mmHg that is the pressure value at which the mesh is positioned.  

 

 
 

Fig. 4.  Magnitude displacements evaluated along the craniocaudal (a) and the transversal direction (b) in the case of the healthy condition (H) and after 
surgical repair by means of Permacol™ (biologic) and a polypropylene mesh (synthetic) considering a IAP value of 45 mmHg. 
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Abstract— The diaphragm is the most important muscle of 
respiratory system. Its dysfunctions are related to alterations at 
morphological and/or tissue level and entail mechanical aspects. 
Therefore, in this work, we investigated diaphragm mechanics 
with a bottom-up approach. The mechanical response of single 
type I (slow) and type II (fast) muscle fibres was considered. 
Finite Element (FE) models of these fibres including a three 
elements Hill’s constitutive formulation of the single sarcomere 
were developed to reproduce experimental tests. A FE model of 
a muscular bundle composed of type I and type II fibres was 
then obtained to estimate its force-length curve and adjust the 
Hill’s constitutive model at a tissue level. Finally, a FE model of 
a human diaphragm was developed and its capability to 
describe the action of the diaphragm during respiratory activity 
was evaluated. This work represents the basis to investigate 
pathologies of respiratory system. 
Keywords—human diaphragm, muscle fibres, constitutive 

modelling, Finite Element Analysis. 

I. INTRODUCTION 
HE DIAPHRAGM is the most important inspiratory muscle 
and its mechanical response is at the basis of possible 

dysfunctions of the respiratory system. Its morphology is 
complex, as well as the spatial distribution of embedded 
muscle fibres. Characterized by a dome-shaped structure, the 
diaphragm separates the thoracic cavity from the abdomen, 
mechanically interacting with the surrounding organs during 
its contractile function. Its peripheral part consists of 
muscular fibres that take origin from the circumference of the 
inferior thoracic aperture and converge to the central tendon. 

The computational modelling [1] of diaphragm mechanics 
during the respiratory event in physiological and pathological 
conditions can have important applications in clinical 
treatment. To improve model predictability, it is necessary to 
keep a tight relationship of the constitutive model of active 
contraction with experimental data at any level, not only 
macroscopically, but also microscopically. Thus, to define 
the diaphragm model, we adopted a bottom-up approach, 
simulating the muscle behaviour at tissue level starting from 
single fibre characterization [2]. 

We developed models for single fibres based on a three 
elements Hill's model. We defined the model parameters for 
both type I and type II human skeletal muscle fibres, based 
on original experimental data (Vastus lateralis) obtained at 
low temperature (12°C), then extrapolating the results at 
body temperature. 

The human diaphragm is composed approximatively by 
the same amount of type I and type II fibres, each with a 
diameter of few tens of micron. The fibres are finely mixed 
into bundles of hundreds of micron of diameter. Including a 
FE for each fibre is computationally too expensive To 

describe the mechanical response of muscle at tissue level, 
the characterization of mixed fibre bundles is then necessary. 
We therefore modelled bundles  made of type I and type II 
fibres to reproduce the mixing effect on the force-velocity 
curve. Finally, we included our results in a three-dimensional 
FE model of human diaphragm, reproducing its mechanical 
behaviour during normal breathing. 

II. MATERIALS AND METHODS 

A. Experimental testing of muscle fibre mechanics 
The fibre segment was transferred from the dissection to 

the experimental set-up (Fig. 1a) and mounted in a drop of 
relaxing solution between the force transducer equipped with 
a displacement transducer. The fibre segment, after 
measuring length, diameters and sarcomere length, was 
stretched by approximately 20%. Then, the fibre segment was 
transferred from relaxing solution into pre-activating solution 
for at least 2 min and, finally, maximally activated by 
immersion in activating solution (pCa 4.6). During maximal 
activation, isometric tension (P0) was measured and unloaded 
shortening velocity (V0) was determined according to the 
slack test procedure [3]. 

B. Constitutive model of muscle tissue 
A three elements Hill's model was used for the mechanical 

characterisation of muscle contraction. The model includes 
an elastic element in parallel (PE) with a contractile element 
(CE) and a second elastic element in series (SE). Hill's 
models are rather phenomenological, despite that some 
relationship between elements and real muscle structures can 
be derived. In particular, the PE accounts for the passive 
elasticity and SE represents the elastic component in the 
muscle fibre, like tendons or even smaller structures (cross-
bridges elasticity, titin, filaments compliance etc.). The CE 
represents the active force generation of muscle. Stretches of 
muscle fibre λf, active part λm and passive part λs of 
sarcomeric elements are related as: 
 ( )1+ = +f m sk kλ λ λ  (1) 
with k = 0.3, according to the literature. The stretch of the 
fiber is obtained as 

 ( )2/3
0 0:−= ⊗F F n nT

f Jλ  (2) 

being n0 a unit vector representing the fibre direction in the 
undeformed configuration, F the deformation gradient and J 
the Jacobian. The first Piola-Kirchhoff stress is defined by 
the sum of passive isotropic and passive-active anisotropic 
terms: 
 ( ) 0 0= + + ⊗P P Fn niso p aP P  (3) 
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The isotropic part is obtained via a standard derivative from a 
strain energy function. The passive anisotropic part is set to 

 ( )204 1= −p fP P λ  (4) 

The active contribution given by the element CE is: 
 0=a a l vP f f f P  (5) 
where P0 is the maximum isometric stress, fa the activation 
function, fl the force-length function, fv the force-velocity 
function. Contrary to usual approach in the literature [4,5], 
we have included the stretching of the SE at the maximum 
activation into the definition of fl. In this way, the actual 
muscle length is taken into consideration instead of the sole 
CE length. This makes the model more consistent with 
physiologic aspects. The constitutive model was 
implemented with a user-subroutine in the general-purpose 
FEM software ABAQUS® (SIMULIA, Daussault Systems). 

C. Constitutive model fitting 
FE models of both muscle single fibres and bundles were 

developed by using linear hexahedral hybrid elements, 
because of the assumed almost-incompressible behaviour. 
Slack test of single fibres were simulated and the constitutive 
parameters defined by fitting the mechanical response to 
experimental data. Mixed type I and type II fibre bundles 
were also modelled according to the previous setting of the 
constitutive model. Isometric and isotonic contractions of the 
bundles were simulated to deduce the parameters of the Hill's 
model for the bundles. These models were based on 
histological cross sections of muscles, mimicking the original 
geometry obtained in the biopsy, as shown in Fig. 2a-b. The 
obtained characteristics curves were then adopted to fit the 
constitutive model at the tissue level.  

D. F.E. model of human diaphragm 
A human diaphragm FE model (Fig. 3a) was obtained from 

a 3D virtual representation, by using linear tetrahedral hybrid 
elements. For the muscle, the constitutive model described in 
Section C was adopted. A hyperelastic neo-Hookean model 
was assumed for the tendons. 

A uniform pressure was applied on the inferior surface of 
the whole structure to simulate the mechanical action of 
abdominal region on diaphragm. The inferior region of the 
crura and the attachment to the ribs were considered fixed. 
The contraction of the diaphragm was simulated by applying 
an activation function corresponding to a respiratory rate of 
12-20 min−

1. 

III. RESULTS AND DISCUSSION 
Slack test experiments (Fig. 2c) shown a clear linear 

relationship between the amount of relative shortening and 
the time needed to recovery a non-zero tension. The slope of 
the fitting line obtained in FE analysis is the maximum 
velocity of the fibre, which has a clear distinction between 
type I and type II fibres. The intercept of the line at time zero 
indicates the stretch of the elastic components in the muscle 
during the isometric contraction (almost equal for the two 
fibres in the figure). 

The FE model for the fibre allowed describing very severe 
protocols as the one used in the experimental characterisation 
of the muscles. As a novelty, we constrained the parameters 
of SE to reproduce slack test experimental data for both fast 

and slow fibres. As shown in Fig. 2a, the FE model for the 
fibre quantitatively reproduces both the minimum length step 
able to make the whole fibre unloaded and the increasing 
time in force recovery after increasing step length. The same 
FE model was used to reproduce the force velocity curve for 
both type I and type II fibres and the bundle. 

Figure 2d shows the comparison of force-velocity curves 
for single type I and type II fibres, as well as a whole bundle 
composed with a type I / type II ratio of 1.079. When the 
diagram is shown in terms of normalized force, the bundle 
shows an intermediate curve, but more shifted toward the 
type II curve in the part of the diagram related to high 
velocity. 

As introductory phase of the work, we tested the capability 
of the diaphragm model to replicate physiological conditions 
of normal breathing, verifying the mechanical response in 
terms of vertical excursion of the model. Figure 3b shows 
values that are in the range of those experimentally reported 
in the literature [6]. 

IV. CONCLUSION 
A computational model based on an effective morphology 

may help in understanding the effects of diaphragm related 
pathologies, such as chronic obstructive pulmonary disease, 
diaphragm inactivity induced by mechanical ventilation, or 
amyotrophic lateral sclerosis. 

On the other side, several diaphragm pathologies are 
associated to strong changes of single muscle fibre 
properties, such as contractile weakness, atrophy, or reduced 
cross sectional area. Moreover different muscle fibre 
isoforms affect in different way the whole muscle behaviour. 

A bottom-up approach based on the effective behaviour of 
single fibres could be particularly useful to predict how 
different pathologies at fibre level can influence the whole 
muscle performance. This represents the main focus of the 
present work. The development of patient specific models of 
diaphragm will follow. 
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    (a) (b) 
 

Fig. 1.  Experimental set up for the mechanical testing of single muscular fibres, with enlarged detail of a clamped fibre (a). Typical force-time curve 
obtained from slack-test protocol (b). 

 

(a)      (b) 
 

(c)  (d) 
 

Fig. 2.  Cross sectional area of muscle bundles (a), with identification of the modelled bundle. Reconstructed F.E. model of the bundle (b). Fitting of the 
model to mechanical response of single type I and type II muscle fibres (c), shown as ratio of length shortening and initial length vs. time. Simulated 
force-velocity response of a bundle compared to muscular type I and type II fibres response (d): the force is normalized to the isometric value, while the 
velocity is normalized to the length of half sarcomere (hs). 

 

(a) (b) 
 

Fig. 3.  F.E. model of human diaphragm (a) with indication of connective (grey coloured) and muscular (red coloured) tissue regions. Comparison of 
simulated relaxed and contracted shapes on a frontal section of the diaphragm corresponding to quite breathing (b); negative values (mm) represent 
displacements in the cranial-caudal direction. 
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Abstract—The aim of this study was to compare Tibial 
Plateau Levelling Osteotomies (TPLO) and CORA Based 
Levelling Osteotomies (CBLO) in treating canine Cranial 
Cruciate Ligament rupture. The two osteotomies were modelled 
using Solidworks® (Dassault Systemes SolidWorks Corporation, 
Massachusetts, USA) and Adams® (MSC Software Corporation, 
California, USA) codes and the simulations of both Cranial 
Drawer Test and Tibial Compression Test were performed. The 
results obtained in terms of tibial displacements  were compared 
with those found in vivo in literature. 

Keywords—multibody analysis, canine cruciate ligaments, 
TPLO, CBLO 

I. INTRODUCTION 
EING  one of the most involved articulation in dog 
injury, stifle joint is also one of the most studied; in 

particular, diseases related with the rupture of the Cranial 
Cruciate Ligament (CrCL) are the most frequent. Although 
diffused traditional techniques focus on the replacement of 
damaged ligaments with autologous, allogenic or synthetic 
structure, nowadays an increasing number of surgical 
procedures are based on tibial osteotomies, even if they are 
more expensive for dog owners (osteotomies can cost twice 
as much a traditional operation). 
With this study, a multibody simulation of canine stifle was 
conducted to analyse forces and displacements acting firstly 
on a physiological limb and on a pathological one and then 
on the limb with osteotomies trying to understand how these 
ones can help a dog to regain normal lifestyle without 
lameness or pain. There are not many studies using 
multibody dynamic models of canine stifle, but, starting from 
works by Kim et al. [1], Helms et al. [2] and Olcott  [3], an 
enough realistic model could be made. 

II. MATERIALS AND METHODS 
Four different models were created to analyse four different 
situations: Physiological (Physio), Pathological (Patho), tibia 
with TPLO (Tibial Plateau Levelling Osteotomy) osteotomy  
and tibia with CBLO (CORA (Center of Rotation of 
Angulation)  Based Levelling Osteotomy) osteotomy. 
Using Solidworks® (Dassault Systemes SolidWorks 
Corporation, Massachusetts, USA), on an existing CAD 
model of a canine complete posterior limb, origin and 
insertion points of Medial Collateral Ligament (MCL), 
Lateral Collateral Ligament (LCL), Cranial Cruciate 
Ligament (CrCL), Caudal Cruciate Ligament (CdCL) and 
Patellar Ligament (PL) were positioned, respectively on the 
femur and on the tibia, following anatomical indications 
taken from Evans et al. [4]. The model files relative to bones 

and ligaments were then imported in Adams® (MSC Software 
Corporation, California, USA). 
For each bone part imported, markers were positioned at 
origin and insertion points relative to ligaments found in 
Solidworks®; Cranial Cruciate Ligament markers were only 
used in physiological model, because in the others the 
ligament was not present since it was ruptured. 
For the construction of TPLO and CBLO models, the 
osteotomies were firstly carried out in Solidworks® following 
veterinary instructions and then the files were imported in 
Adams®. TPLO and CBLO plates, bushes and screws were 
positioned directly using Adams®. 
Physiological and pathological models were created 
connecting femur and tibia without osteotomy: forces 
simulating ligaments action were applied in correspondence 
of markers using a subroutine in C language (Olcott [3]) that 
simulates their non-linearity. 
The same procedure was followed for the construction of 
TPLO and CBLO models; in addition, the two parts 
composing the tibia with osteotomy, were connected using 
TPLO and CBLO plates, bushes and screws. 
As regards materials the following characteristics were 
assigned: bone (density = 1.3*10-6 kg/mm3 [3], E = 20 GPa 
[5]), steel (density = 7.81*10-6 kg/mm3 , E = 207 GPa)  for 
plates and Ti6Al4V (density = 4.43*10-6 kg/mm3 , E = 114 
GPa) for bushes and screws; for all the materials Poisson’s 
Ratio was chosen as 0.3.  
The tests were performed simulating a standing dog, i.e. with 
an angle between the femur and the tibia of about 135° 
(starting configuration) (Fig.1 ). 
The Cranial Drawer Test was performed on each model 
leaving respectively the femur free to move vertically (one 
degree of freedom) without any force applied and the tibia 
free to move horizontally (one degree of freedom) applying 
on it a 44.5 N caudo-cranial force.  
The Tibial Compression Test was performed with the same 
previous configuration, but growing forces (from 10 N to 80 
N), corresponding to about 30% of canine weight of different 
dog sizes, were applied to the femur in order to simulate the 
load on the limb during standing. 

III. RESULTS 
In Table I the forces acting on ligaments in the four models in 
the starting configuration are compared. It results an increase 
of forces in TPLO and CBLO models; in particular, the 
patellar ligament (PL) seems to be more pre-stretched in 
CBLO than TPLO because in the latter the proximal part of 
the tibia is wedged, while in the former PL acts as a tie-rod.  
In Table II Ultimate Tensile Strength (UTS) is compared 
with stress acting on ligaments in the starting configuration: 

Canine anterior cruciate ligament rupture: 
evaluation of functional recovery with 

multibody analysis 
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it can be seen that values reached after osteotomies are 
sufficiently lower than UTS, therefore ligaments do not reach 
premature damage situations. In addition, soft tissues, like 
ligaments, adapt to increased or decreased mechanical 
loadings by adjusting their size, their material properties, or 
both. This adaptation allows the tissues to withstand the 
mechanical loads imposed on them during normal activities 
of daily living [6]. 
 

TABLE I 
FORCES ACTING ON LIGAMENTS IN THE STARTING 

CONFIGURATION [N] 
 

 Physio Patho TPLO CBLO 
MCL 14.53 14.52 64.84   93.10 
LCL   0.00   0.00   8.09 117.50 
PL   5.56   5.57   8.39 107.20 

CdCL   0.16   0.16   0.09     0.00 
CrCL   0.00 - - - 

 
TABLE II 

LIGAMENTS STRESS IN THE STARTING CONFIGURATION [MPa] 
COMPARED WITH ULTIMATE TENSILE STRENGHT (UTS) [MPa]  

 
 UTS TPLO CBLO 

MCL 25.00 2.03 2.92 
LCL 25.00 0.44 6.39 
PL 25.00 0.35 4.53 

 
In Table III displacements measured in vivo by Lopez [7] are 
compared with those obtained from simulations of Cranial 
Drawer Test.  
 

TABLE III 
DISPLACEMENTS OBTAINED WITH EXPERIMENTAL (IN VIVO) 

TEST AND NUMERICAL SIMULATIONS [mm] 
 

 Physio Patho 
Lopez [7] 1.100 3.200 
Adams model 1.347 2.835 
 
In Fig. 2 results obtained after numerical simulations of the 
Tibial Compression Test are depicted. As can be expected, 
after the rupture of Cranial Cruciate Ligament (Patho), a 
significant increase in the cranial displacement of the tibia 
respect to the femur can be seen if compared with the Physio 
results. Looking at TPLO and CBLO results, it can be said 
that both osteotomies reach their purpose, i.e. creating a 
dynamic stabilization of the canine stifle. CBLO seems to be 
better than TPLO for small size dogs because it already 
reaches a good stability at low weight, while, with the 
increasing of dog sizes, both osteotomies tend to reach the 
same results, even better than physiological ones. 

IV. CONCLUSION 
As expected from theory, both Tibial Plateau Levelling 
Osteotomy (TPLO) and CORA Based Levelling Osteotomy 
(CBLO) increase their efficacy with the increments of dog 
weight; CBLO results the best choice for small size dogs.  
 

 
 

 

 
 
Fig. 1. TPLO (left) and CBLO (right) Adams® models  

 
Fig.2. Tibial Compression Test results 
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Abstract— Abdominal wall surgery requires the use of surgi-
cal meshes, currently available in a variety of materials and 
structural conformations. Physicochemical and mechanical 
properties, as elastic, time dependent and anisotropic response, 
affect mesh conformation in the interaction with surrounding 
tissues and play a crucial role in a successful post-operative out-
come. The aim of this study is to provide an experimental ap-
proach to study mesh biomechanical characteristics. Results 
refer to an integrated experimental and computational investi-
gation, in direct correlation with surgical practice, aiming at the 
definition of suitable surgical meshes for the use in specific ab-
dominal wall repair.  
Keywords—Synthetic surgical mesh, abdominal wall surgery, 

polymeric materials, mechanical properties. 

I. INTRODUCTION 
HE use of surgical meshes is a frequent procedure for the 
repair of abdominal wall hernia (Fig. 1) or organs pro-

lapse, in general [1]. Ventral hernias may arise for different 
reasons, including obesity, pregnancy, injuries and recurrent 
weight lifting [2]. Since laparotomy became established, inci-
sional hernias occur after about 20% of interventions, in case 
of incomplete healing of the incision. Recurrence rates of 
post-laparotomy hernia are very high [3].  

The investigation of surgical meshes in interaction with the 
abdominal wall is extremely important, in order to under-
stand the role of material and structural properties in prosthe-
sis performance [4]. Currently used meshes were repeatedly 
associated with complications, including chronic pain, bowel 
adherence, bacterial colonization and infection [2]. Due to the 
availability of many different prostheses and to patient-
specific conditions, the efficacy of surgical meshes is not 
easy to predict. 

The objective of this study is to acquire necessary data for 
mechanical analysis of surgical meshes. Experimental results 
on physicochemical and mechanical properties in this work 
are the basis for an integrated experimental and computation-
al investigation. 

In detail, the characterization of physicochemical proper-
ties of mesh materials and the morphologic analysis of mesh 
structures will allow for the comprehension of mesh mechan-
ical behaviour. The main role of hernia prostheses is to 
strengthen the abdominal wall. At the same time, the prosthe-
sis should not reduce the mobility and flexibility of the ab-
dominal wall and should mimic the local anisotropy of the 
host tissue [5]. These mechanical requirements, which de-
pend on mesh material and structural conformation, will be 
addressed and evaluated by mechanical testing. Moreover, 

the progress of this activity will let to evaluate, via computa-
tional tools, the mechanical behaviour of surgical meshes 
interacting with the tissues of the abdominal wall [6], after 
virtual surgical repair of hernia. 

II. MATERIALS AND METHODS 

A. Materials 
Synthetic surgical meshes were selected according to their 

use and diffusion for ventral hernia repair. The most wide-
spread polymeric materials for the manufacturing of meshes 
were taken into account. Moreover, for the same mesh mate-
rial, implants with different textile structure were selected. 

B. Morphological characterization 
Synthetic meshes are based on a polymeric fibre, which is 

generally knitted by interlacing it in a complex topology and 
with a wide range of possible textile patterns.  

Optical and electronic microscopy allowed evaluating mesh 
conformation, polymeric fibre size and structure. A Zeiss 
Stemi 2000-C Stereo Microscope equipped with AxioCam 
ERc5s camera and an E-SEM XL30 Philips microscope were 
used for imaging. 

C. Physicochemical characterization 
Fourier Transform Infra-Red Spectroscopy (FT-IR) and 

Differential Scanning Calorimetry (DSC) were carried out in 
order to evaluate chemical composition and crystalline struc-
ture of mesh materials. FT-IR spectra were collected using a 
Nicolet TM iSTM 50 spectrometer. The spectra were ob-
tained in ATR mode. A Q200 DSC (TA Instruments) 
equipped with a liquid N2 cooling system was used to probe 
the thermal phase transitions. 

D. Mechanical characterization 
Mechanical tests were carried out on a Bose Electro-Force 

Planar Biaxial Test Bench Instrument, under displacement 
control. Different test protocols were adopted to evaluate the 
stress-strain response of surgical implants replicating physio-
logical loading conditions, the time dependent mechanical 
behaviour and anisotropy of the prostheses. This was 
achieved via uni-axial tensile tests along structure symmetry 
axes, biaxial and equi-biaxial tensile tests (as shown in Fig. 
2a). All tests were developed at different strain rates and with 
repetitive loading cycles to evaluate the mechanical behav-
iour after pre-conditioning. 

Biomechanical analysis of synthetic surgical 
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III. RESULTS 

A. Morphological conformation. 
Optical images allowed a preliminary evaluation of mesh 

textile pattern. A repetitive unit was identified and measured. 
The analysis of unit cell geometry and orientation is funda-
mental for tensile specimen sizing and for the definition of 
test directions (Fig. 2b and 2c). Moreover, electron micros-
copy provided an insight on fibre diameter and structure. In 
most of the meshes, monofilament fibre were found, with a 
diameter of about 0.15 mm. Some SEM details of the struc-
tural conformation of different meshes are reported in Fig. 3.  

B. Physicochemical properties. 
FT-IR and DSC results confirmed that the different meshes 

investigated in this work are made by isotactic polypropyl-
ene, polyethylene terephthalate and polyvinylidene fluoride. 
This characterization provides the basis for comparing me-
chanical properties of meshes with the same chemical com-
position and different textile patterns. Moreover, the effect of 
crystalline structure of polymers on their mechanical proper-
ties may be investigated. 

C. Mechanical properties. 
Uni-axial and biaxial tests were carried out on different 

meshes. Uni-axial testing does not accurately mimic physio-
logical loading conditions, while biaxial tests are preferable 
for a more accurate biomechanical evaluation. Biaxial testing 
for surgical meshes characterization is infrequently reported 
in the literature [7,8]. The results revealed a wide range of 
different mechanical behaviour depending on mesh type, in-
cluding a non-linear stress-strain behaviour with a stiffening 
response. 

By way of example, the experimental results of equi-
biaxial tensile tests along two orthogonal directions are 
shown in Fig. 4a for a polyvinylidene fluoride surgical mesh, 
in terms of membrane force vs. nominal strain. The tensile 
response was evaluated in the strain range up to 0.1 that can 
be considered a moderate strain in physiological conditions. 
The results clearly demonstrated that the mesh has an aniso-
tropic behaviour. Mesh and host-tissue anisotropy should be 
correlated within surgical planning. 

The results of uni-axial tensile tests along two orthogonal 
directions, at different strain rate, are shown in Fig. 4b for a 
polypropylene mesh. In this case, the prosthesis did not show 
a significant viscoelastic behaviour. 

In Fig. 4c, a comparison of tensile data for the same poly-
propylene mesh in different test conditions is reported. Re-
sults showed the stiffness measured via equi-biaxial testing is 
typically higher than the stiffness in uni-axial tension or in 
plane strain state. This means that uni-axial testing by itself 
can lead to an underestimation of mesh stiffness with possi-
ble negative implications after in-vivo positioning.  

IV. CONCLUSION 
Synthetic surgical meshes are frequently used for hernia 

repair, but their implantation may bring complications and 
surgical recurrence. For this reason, prostheses compatibility 
should be carefully evaluated, with regard to biochemical and 

mechanical aspects. At present, the lack of standardization in 
test procedures for surgical meshes is determining problems 
in evaluating their performances, even in correlation with 
host tissues mechanical behaviour. It is advisable to identify 
main morphological, chemical and mechanical features, 
which could provide a whole picture of mesh properties. 
Mesh membrane stiffness must be evaluated, because signifi-
cant difference in stiffness between the host tissue and the 
prosthesis may cause pain and complications. Moreover, the 
viscoelastic properties of surgical meshes should be investi-
gated, to assess their mechanical response depending on load-
ing rate.  

In this work, several surgical meshes were taken into ac-
count, according to their diffusion and use in hernia repair. 
Physicochemical and mechanical properties of these prosthe-
ses were characterized and compared. Based on the acquired 
experimental data, a biomechanical analysis of mesh behav-
iour in vivo is already in progress. At this purpose, experi-
mental results on mesh mechanical properties let to formulate 
an appropriate constitutive model. Constitutive parameters 
are identified by the comparison between experimental data 
and model results. Numerical analyses are performed in order 
to evaluate the mechanical performances of different meshes 
in interaction with the tissues of the abdominal wall. This 
activity entails a multidisciplinary approach, involving sur-
geons and biomechanical engineers, in order to interpret 
properly the functional response of the mesh. 
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Fig. 1.  Position of synthetic surgical mesh for abdominal hernia repair (a) with regard to abdominal wall layers (b). 
 

 
 

Fig. 2.  Experimental set-up for biaxial tensile tests on a surgical mesh (a). Markers in the central area of the sample are used to obtain the local strain by 
an integrated system of image analysis. Different mesh conformations (b,c) and corresponding test directions. 

 

 
 

Fig. 3. SEM images of different synthetic surgical meshes: details of the structural conformation. 
 

 
 

Fig. 4. Tensile test results reported as force per unit width vs. strain. Equi-biaxial tests of the mesh in Fig. 2b (a); uni-axial tests of the mesh in Fig. 2c at 
different strain rates along two different directions (b); comparison of tensile results for the mesh in Fig. 2c in different test conditions, at a strain rate of 

0.1 % s-1, along direction 2. 
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Abstract—Actual upper limb commercial prostheses mainly 
rely on amputee visual feedback to allow the objects to be stably 
grasped. This is due to the lack of force/tactile sensors in the 
prostheses and force/slippage controls. This paper proposes a 
multilevel control for sensorized hand prostheses based on two 
distinct levels, i.e. i) a policy search learning algorithm 
combined with Central Pattern Generators in the higher level 
control for planning motion strategies, and ii) a parallel 
force/position control for managing slippage events in the lower 
level. The control has been tested on an anthropomorphic 
robotic hand for prosthetic application endowed with force 
sensors; bi-digital and tri-digital tasks with and without slip 
information have been carried out. The acquired data 
demonstrate that proposed control has the potential to adapt the 
changes in the environment and guarantees grasp stability, by 
avoiding object fall thanks to prompt slippage event detection. 

 
Keywords—Prosthetics, Biomechatronics, Control, Tactile 

sensors. 

I. INTRODUCTION 
OMMERCIAL prostheses are typically velocity- or 

position controlled; no tactile system is integrated in the 
hand and the success of the grasp is based on the visual 
feedback of the amputee [1]. In robotic applications, tactile 
systems are used for objects recognition tasks, force control, 
objects grasp and surfaces servoing [2]. The control 
approaches can control fingers torque, force, velocity and 
trajectory and include classical PID, adaptive, robust, neural, 
fuzzy sliding-mode and their combinations [3]. In addition, a 
well-consolidated approach to ensure grasp stability relies on 
the concept of friction cone, thus implying that the ratio 
between the normal force and the tangential force during 
grasping, multiplied by the static coefficient of friction, has 
to exceed one. This method is very effective; however, it 
suffers from some limitations that make it unsuitable for 
prosthetics, e.g. it requires sensors able to measure both 
normal and tangential forces (even though estimations  can 
be used as in [4]) and requires to a priori know the static 
friction coefficient. Alternative and more recent approaches 
able to still guarantee grasp stability can be found in [5-8].  

In this work, a new control architecture for prosthetic hands 
is proposed. It is distributed on two levels: a high level based 
on learning algorithm (Policy Improvement Black Box, i.e. 
PIBB), for trajectory planning and finger coordination, and a 
low-level for force and position control (a parallel 
force/position control) endowed with slippage prevention 

capability. In this paper, low cost FSR sensors have been 
positioned on the tip of thumb, index and middle fingers and 
used for measuring the normal force component. 
Furthermore, FSR output is properly processed to extract 
information about slippage events, without requiring further 
sensing units (as in [6]) or supplementary equipment [8]. 

II. MATERIALS AND METHODS 

A. Control architecture 
The control architecture distributed on high and low level 

control is shown in Fig. 1. The high level control has the aim 
of planning the desired grasping task and identifying the 
optimal strategy for finger coordination. The PIBB learning 
algorithm has been employed in order to autonomously 
search the CPG parameters necessary to define the desired 
finger trajectory suitable for the grasping task. The learning 
phase has been characterized by several repetitions of the 
trial, grouped into periods. The set of optimal CPG 
parameters for a specific task is so obtained and the desired 
trajectories for the fingers motion is generated accordingly.  

The parallel force/position control (i.e. the low level 
control) produces the motor commands for the hand actuation 
system starting from force and position references and 
proprioceptive and tactile sensory feedback. The 
implemented low level control is a parallel force/position 
control equipped with slippage detection and control. 
The proposed control law is expressed as follows 
 
𝜏𝜏 = 𝜏𝜏! + 𝑘𝑘! 𝑥𝑥! + 𝑥𝑥! − 𝑒𝑒! − 𝑥𝑥 − 𝑘𝑘!𝑥𝑥 + 𝐽𝐽!𝑓𝑓!       (1) 
𝑥𝑥! = 𝐶𝐶! 𝑓𝑓! − 𝑓𝑓! .                (2) 
 

The parallel force/position control consists of two loops: the 
outer, with 𝑐𝑐! as a gain, is a PI force control (with 𝑘𝑘!" and 𝑘𝑘!" 
as proportional and integral gains respectively), while the 
inner loop is a PD position control, where 𝑘𝑘! and 𝑘𝑘! are the 
proportional and derivative gains; 𝑥𝑥! is the position reference 
from the outer loop, 𝑓𝑓! and 𝑓𝑓! are the desired and the actual 
normal forces respectively; 𝜏𝜏 is the actuation torque to 
command each joint of the hand (𝑥𝑥), 𝜏𝜏! is the torque needed 
to compensate the gravity action. 𝑥𝑥! is the desired joints 
position, 𝑒𝑒! the slippage signal which acts as an additional 
error of the position inner control loop as shown in [7]. 𝑥𝑥 is 
the joint velocities vector and 𝐽𝐽!"!  is the term needed to 
compensate the force between the fingers and the object. 

Multilevel control of an anthropomorphic 
prosthetic hand for grasp and slip prevention 
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The proposed architecture aims at being used both during 
grasping and (rhythmic and discrete) manipulation tasks. The 
desired forces have been experimentally retrieved with the 
prosthetic hand while the position references have been 
generated by the high level control. 

B. Implementation on the prosthetic hand 
In this study the IH2 anthropomorphic robotic hand (by 

Prensilia s.r.l.) has been used (Fig. 2). It is a 5-finger bio-
mechatronic underactuated human-sized hand for prosthetic 
applications. 
The learning phase (high-level control) has been carried out 
in simulation with simulated objects in order to avoid 
overwork and exclude unexpected behaviour or damages in 
the real setting with the IH2 hand. The learned parameters 
have been tested on the real robotic hand during the object 
grasp. Grasp forces during the experimental trials have been 
collected by three FSR sensors, each one mounted 
respectively on the distal phalanx of thumb, index and middle 
finger (Fig. 2). A quasi-static calibration of the three sensors 
has been carried out over the range [0.2; 8.0] N. Each sensor 
has been covered with a prosthetic silicon cap, in order to 
simulate a prosthetic glove (Fig. 2). As regards slippage, after 
preprocessing of the FSR output, a threshold mechanism has 
been adopted to extract a real-rime binary slip signal. 

C. Experimental setup 
The experimental set-up for the validation of the two-level 
control is depicted in Fig. 3. Three widely used objects 
during activities of daily living (ADLs) have been selected 
for performing two kinds of grasp: bi-digital and tri-digital 
(Fig. 4). The former has been performed with an egg (Fig. 
4B) and a highlighter (Fig. 4D), the latter with the  egg (Fig. 
4A) and a cylindrical plastic cup (Fig. 4C). The masses of the 
objects were around: 60 g (egg), 50 g (cup) and 10 g 
(highlighter). Slippage has been automatically induced by 
means of a robotic arm (KUKA/LWR4+), whose end effector 
has been equipped with a thin, cylindrical probe. Experiments 
without considering the slip information (i.e., only relying on 
the force/position control) have been carried out as well for 
comparison. In all cases, six repetitions have been performed, 
resulting in a total of 72 trials. All the data have been 
acquired at a sampling frequency of 2 kHz by a NI DAQ (NI-
6009) device. 

III. RESULTS AND DISCUSSIONS 

A. Results of the training phase 
 Cost time course during the learning of bi-digital and tri-
digital grasp of an egg are shown in Fig. 5. The decrease of 
the cost values during training clearly indicates the 
improvement of the performance during learning. 

B. Experimental results of the test phase 
The results of the experimental tests on grasping with and 

without slippage control are shown in Figs. 6 and 7. They 
show: (a), (c) the measured forces compared with the desired 
force; (b), (d) the slider positions compared with the desired 
positions. When there is no slippage control, the grasped 
object is perturbed by two identical perturbations of 1 cm at 
the maximum robot speed (4 cm/s), in order to  verify 

whether the object falls, or at least is unstably grasped. When 
the slippage control is active, one perturbation of 1 cm at two 
different velocities (2 cm/s and 4 cm/s) is produced; as 
expected, the system is able to immediately detect slippage .  

Figures 6(a) and 6(b) show a tri-digital grasp of the plastic 
cup with the slip prevention algorithm disabled and 
perturbation set to 4 cm/s. The controller reacts to the 
perturbation by avoiding the cup fall thanks exclusively to 
the parallel force/position control; grasp is maintained but it 
is no longer stable. In fact, as the subsequent perturbation 
occurs, index and thumb fingertips lose their contact with the 
object and the precision grasp fails. The middle fingertip 
casually continues touching the object because the object 
remains unstably grasped. Figures 6(c) and 6(d) show a 
further tri-digital grasp trial of the cup, but this time the 
slippage prevention algorithm is active and the perturbation 
set to 2 cm/s. As the slip event due to perturbation is 
detected, the grip is strengthened and the grasp becomes 
stable. In Fig. 7 the bi-digital grasp of the highlighter is 
reported. In this case, when the control of the slippage is 
inactive (i.e. 7(a) and 7(b)) there is no incisive increase in the 
grasp forces after the two perturbations. Instead, forces 
diminution can be observed in the force plot, confirming that 
the object is not grasped in a stable manner as a consequence 
of the perturbations. Slider positions remain unvaried; forces 
change is uniquely due to the under-actuated behaviour of the 
fingers. Figures 7(c) and 7(d) illustrate the reaction of the 
controller to a perturbation applied at 4 cm/s. The slip event 
is followed by a fast increase of index and thumb  forces. 
After the adjustment due to slippage control, grasp stability is 
reached. 
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Fig. 1. Control architecture characterized by the following components: 
Policy Improvement with Black Box, Central Pattern Generators, Parallel 
force/position control, sensorized hand and object. 

 

 
 

Fig. 2. Prosthetic hand IH2 mounted with FSRs on the fingertips of thumb, 
index and middle finger (A). The sensorized fingertips are covered with 
prosthetic silicon caps, as detailed in (B). 

 

 
 

Fig. 3.  Experimental set-up. DC power supply for electronics, sensors and 
prosthetic hand (A); NI-DAQ device (B) for data acquisition; prosthetic hand 
grasping a cup (C); end effector inducing slippage (D); KUKA-LWR 4 
robotic arm (E). 

 

 
 

Fig. 4. Grasps performed by the IH2 hand during the experiments: tri-digital 
with egg (A) and cup (C), bi-digital with egg (B) and highlighter (D). 

 

 
Fig. 5. Cost during the learning of two grasping tasks of an egg: bi-
digital grasp (blue) and tri-digital grasp (green). The stars indicates 
the cost value at each period of the training. 

 

 
Fig. 6. Experimental results with the plastic cup. (a) and (b): Slippage 
control: off. (c) and (d): Slippage control: on. 

 

 
Fig. 7. Experimental results with the highlighter. (a) and (b): Slippage 
control: off. (c) and (d): Slippage control: on. 
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Abstract— Focused Ultrasound Surgery (FUS) is an early-
stage, non-invasive therapeutic technology that has the potential 
to change the treatment of many medical disorders by serving as 
an alternative to surgery and radiotherapy. The use of a robotic-
assisted approach for Ultrasound guided Focused Ultrasound 
Surgery (USgFUS) may reduce problems related to 
predictability and repeatability of current procedures by 
enhancing accuracy, safety and flexibility, and thus enabling a 
large use of FUS for the treatment of different pathologies. 
FUTURA (Focused Ultrasound Therapy Using Robotic 
Approaches) project proposes an innovative robotic-assisted 
platform for non-invasive FUS therapy under US imaging. The 
use of two dedicated anthropomorphic manipulators provides 
the platform with a high flexibility in terms of workspace, thus 
allowing to choose suitable acoustic windows during the 
procedure. The aim of this work is to demonstrate the workflow 
of the procedure (i.e. target identification, sonication and lesion 
assessment phases), the effective use of two US imaging probes 
during the treatment, and the possibility to monitor the lesion 
progress during sonication. 
Keywords—Focused Ultrasound Surgery; Computer-assisted 

robotic platform; HIFU, Cancer treatment. 

I. INTRODUCTION 
OCUSED Ultrasound Surgery (FUS), also referred as 
High Intensity Focused Ultrasound (HIFU) is a non-

invasive therapeutic technology that enables the treatment of 
several pathologies [1]. FUS implies the transmission of 
acoustic energy through the body from an external source; 
being the transducer focused, large levels of energy can be 
deposited in very small spots, thus causing hyperthermia and 
necrosis in the targeted area (e.g., tumour) without harming 
adjacent tissues. This emerging technology has an enormous 
potential being it based on an extracorporeal delivery of non-
ionizing radiations; thus, it results to be intrinsically non-
invasive and safe. Although Ultrasound guided FUS 
(USgFUS) does not guarantee high quality images and 
quantitative temperature maps if compared with Magnetic 
Resonance guided FUS (MRgFUS), it offers advantages such 
as lower cost and system size, the possibility to verify the 
treatment acoustic window, and an intrinsic higher frame rate 
that allows real-time therapy monitoring and compensation of 
physiological movements. The use of a robotic-assisted 
approach for USgFUS may relieve the problems related to 
the predictability and repeatability of the current procedures 
by enhancing accuracy, safety and flexibility of the treatment, 
and thus enabling a larger use of FUS. The most widespread 
commercial USgFUS robotic platform is the HAIFU JC 
(Chongqingd Haifu Medical Technology Co. Ltd, 
Chongqing, China), which mainly performs treatment of 
uterine fibroids, breast and liver tumours. Nevertheless, 

HAIFU JC is not able to monitor and track moving organs 
during the sonication, because the US images are completely 
distorted by the noise generated by the HIFU transducer, 
normally operating in continuous mode. These limitations are 
already overcome in some research platforms exploiting a 
Pulse With Modulation (PWM) signal for the HIFU 
transducer [2]; an all-in-one robotized HIFU system was 
developed for real-time intra-abdominal organ motion 
compensation by exploiting a US visual servoing scheme 
based on the US confocal probe imaging. This platform is 
equipped with a 2D US confocal probe; anyway for a moving 
3D targeting, it is necessary to use a further US probe in a 
different plane with respect to the US 2D confocal probe [3]. 
In this framework, the FUTURA (Focused Ultrasound 
Therapy Using Robotic Approaches) project 
(www.futuraproject.eu) stemmed from the idea to develop an 
autonomous, multi-functional and multi-robotic assisted 
platform for flexible non-invasive FUS therapy. 
The possibility to manage two dedicated anthropomorphic 
manipulators (therapeutic manipulator with a US confocal 
probe and monitoring manipulator with a 3D US probe) 
provides the FUTURA platform with a high flexibility in 
terms of workspace, thus allowing to choose suitable acoustic 
windows during the procedure. The aim of this work is to 
demonstrate the workflow of the FUTURA procedure (i.e. 
target identification, sonication and lesion assessment 
phases), the effective use of two US imaging probes during 
different phases of the lesion treatment, and the possibility to 
monitor the lesion progress during sonication. 

II. MATERIALS AND METHODS 

A. Robotic platform architecture 
The architecture of the FUTURA platform (Fig. 1A) 

includes the following modules: (1) a Robotic Module, 
composed by two identical 6 degrees of freedom (DoFs) 
anthropomorphic manipulators (IRB 120, ABB); (2) a 
Therapeutic Module, composed by a dedicated broadband 
wave generator (16 channels, 20W/channel, IGT) and a HIFU 
transducer (16 channels annular array, IMASONICS); (3) a 
Monitoring Module, composed by 2 US imaging probes (a 
2D imaging US probe, PA7-4/12 confocal to the HIFU 
transducer, and a 3D imaging US probe 4DC7-3/40, Analogic 
Ultrasound), both connected to an acquisition system 
(SonixTablet, Analogic Ultrasound); (4) a Sensor Module for 
the calibration and registration of the platform, and for 
improving safety of the overall procedure (NDI Polaris 
Spectra and Microsoft Kinect V2).  

A dedicated control software, developed with Robot 

Robotic platform for Focused Ultrasound 
Surgery 

A. Cafarelli1, A. Diodato1, A. Schiappacasse2, S. Tognarelli1, G. Ciuti1 and A. Menciassi1 

1 The BioRobotics Institute, Scuola Superiore Sant’Anna, Pisa 
2 Camelot Biomedical Systems S.r.l, Genova 

F 



318

BIOROBOTICA
GNB2016, June 20th-22nd 2016, Naples, Italy 2 

Operating System (ROS), allows for the communication and 
the synchronization between the different modules 
composing the platform. 

Finally, a dedicated Human Machine Interface (HMI) was 
developed for controlling all the components (i.e., robotic, 
monitoring and therapeutic modules) involved in FUS 
treatments with an accurate real-time visualization of the 
working environment (Fig. 1B). 

B. Experimental procedure 
The general workflow of the robotic-assisted FUS procedure 
is represented in Fig. 2 (Top) and includes the following 
steps: A) Pre-Treatment phase: during this step, pre-operative 
images (i.e. MR or Computer Tomography images) are 
registered with the on-line US images, the target is identified 
and the therapy is planned; B) Treatment phase: HIFU 
therapy is delivered under US monitoring; for each single 
sonication a target point is selected, the HIFU transducer is 
switched on and the lesion progress is assessed using both the 
US probes; C) Post-Treatment phase: after the last 
sonication, the treatment is finally evaluated using both US 
images probes. 
The assessment of the HIFU procedure and the demonstration 
of therapy monitoring with 2 different US probes has been 
performed in in-vitro and ex-vivo static conditions. 
The FUS procedure was accomplished by using an home-
made phantom, made up by a bulk of agar gel with internal 
cylinders(representing the targets of the therapy), based on 
polyacrylamide gel (PAA) mixed with egg white. This 
material is a good mimicking phantom for HIFU ablation 
because it becomes opaque only in proximity of the HIFU 
focus and the formed lesion is clearly visible by eyes and in 
US B-mode images. The phantom was immersed in a tank 
with degassed water ensuring a correct acoustic coupling for 
the two US imaging probes and HIFU transducer. 
The first phase of the FUS procedure entails the identification 
of the target through the US probes (Fig. 2B_I). A 3D US 
phantom reconstruction is performed; thus, by selecting the 
centre of the target to be sonicated (using the HMI integrated 
software), the therapeutic manipulator adjusts its position for 
performing the desired spot sonication. The images provided 
by the confocal 2D US probe guarantee the correctness in 
manipulator position (the visualized blue cone in all the 2D 
US images indicates the HIFU focus position). After 
checking the therapeutic manipulator positioning, a 
sonication composed by 10 repetitions of 1 second with 90% 
duty cycle is set. Frequency and acoustic power of the 
sonication are 1200 kHz and 120 Watts, respectively. During 
the sonication procedure the confocal 2D US probe is active 
for monitoring the lesion progress when the HIFU is 
switched off (10% of the time) (Fig. 2B_II). Finally the last 
phase of the FUS procedure is the lesion assessment 
performed through both the US imaging probes (Fig. 2B_III). 

The same procedure has been repeated also using ex-vivo 
material (i.e. porcine liver instead of PAA cylinders into an 
Agar structure). 

III. RESULTS 
Fig. 2 describes the different phases of the FUS procedure. 

During the target identification phase, both the US imaging 
probes are used. The manipulator positions at the end of these 

phases are depicted in Fig. 1. Although the US confocal 
probe is rigidly attached to the HIFU transducer, the 
FUTURA platform maintains US imaging flexibility thanks 
to the 3D US probe mounted on the second manipulator. 
Indeed, the 3D US probe can be positioned according to the 
requirements of the FUS procedure and based on the 
available acoustic window. The 3D US phantom 
reconstruction and the related 2D US confocal images (Fig. 
2B_I) acquired before sonication show the target without any 
lesion. In addition, the estimated HIFU transducer focus, 
located in the center of the target, assesses the correctness in 
positioning of the therapeutic manipulator. During the 
sonication process an on-line monitoring of the lesion is 
performed by exploiting a PWM signal for the HIFU 
transducer generator. Fig. 2B_II shows the 2D US confocal 
images acquired during the target sonication. As expected, 
when the HIFU transducer is on, only blurry images were 
acquired. Instead, useful US images for monitoring the lesion 
progress are acquired when the HIFU transducer is off. 
Finally, the lesion assessment phase (Fig. 2B_III) shows the 
3D US phantom reconstruction and the related 2D US 
confocal images acquired after sonication with the lesion 
performed on the center of the target (i.e., accuracy better 
than 1 mm [4]). 

An optical assessment on the sectioned targets in proximity 
of the performed lesion was also carried out. Fig. 3 shows the 
visualization of the lesion induced by the HIFU into tissue-
mimicking phantom (A) and into porcine liver (B). 

IV. CONCLUSION 
This work assesses the possibility to use a robotic platform 
for USgFUS treatment, using two US imaging probes for the 
different phases of the procedure. Synchronizing the HIFU 
transducer shot with the US imaging acquisition enables to 
monitor the lesion progress during the sonication phase, 
which is very important for patient safety. In addition, the use 
of both US probes during the sonication phase enables the 
tracking of moving 3D organs. Further tests will be 
performed in order to assess the accuracy of USgFUS 
treatment under dynamic condition. 
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Fig. 1. A) FUTURA platform: robotic, monitoring and therapeutic modules. B) Real-time visualization of the simulated 
FUTURA working environment. 

 
Fig. 2. Workflow of the robotic-assisted FUS procedure (Top) that includes: A) Pre-Treatment; B) Treatment and C) Post-Treatment 
phases. Each single sonication can be divided in three further stages: B_I): Target identification phase: both US probes are used to 
identify the point to be sonicated; B_II) Sonication phase: the HIFU is switched on and the lesion progress is assessed through US 
confocal probe; B_III) Lesion assessment phase: the created lesion is assessed with both US imaging probes. 

 
Fig. 3. Optical images of the lesion induced by the HIFU into a tissue-mimicking phantom (A) and into a porcine liver (B). 
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Abstract— The continued development of our economy and 
the fast growth of the population are endangering our world’s 
ecological stability. Not only natural resources are finite, but 
also the capability of the ecosystem to support the global 
economy’s side effects is limited. An eco-sustainable solution to 
guarantee a high quality of life to the billions of people living on 
Earth by 2040 can be moving away from the current paradigm 
of the “Linear Economy” towards the emerging paradigm of the 
“Circular Economy” (defined as a mode of economic 
development based on ecological circulation of natural materials 
and artefacts). Robotics will have a crucial role in the emergence 
and implementation of Circular Economy. Disassembly and 
recycling are fundamental procedures for Circular Economy, 
allowing to introduce the concept of the “Robotic Circular 
Production” (RCP), which closes the loop production cycle. 
According to this concept, products will be conceived not only to 
be assembled but also to be effectively disassembled by 
“disassembly robotic lines” and then more efficiently recycled. 
The objective of this study is to present preliminary evidences 
on how intelligent robotics technologies, such as bio-inspired 
dexterous dual-arm manipulation combined with vision, could 
be used to implement disassembly tasks that form the building 
blocks of more complex processes of the Circular Economy 
paradigm.  
Keywords— Robotics, Disassembly, Circular Economy, Dual-

arm. 

I. INTRODUCTION 
t the very beginning the robotic manipulators were 
actually dual-arm systems. The first models were dual-
arm manipulators developed by Goertz in the 1940’s 

and 1950’s [1]. They were supposed to handle radioactive 
goods through two arms, having the operator controlling one 
with each hand. But later on, especially in the 1980’s and 
1990’s, a lot of applications faced the use of single arm 
manipulators combined with the “newly developed” visual 
servoing [2].  

At present times, dual-arm robots are gaining attention 
back as a potential solution because of their flexibility and 
the ability to work in a similar way to a human operator [3]. 
When it is required to equip a production site with robots, the 
modification of the working environment represent the most 
serious problem. In particular, industrial robots have the 
necessity to operate in unstructured and improved 
environments in order to enable operations within each 
robot’s workspace. The challenges that concern dual-arm 
manipulation, especially in unstructured environments, can 
be seen also as a motivator for development in basic research 
areas, and provide relevant application scenarios for various 
enabling technologies [2]. One example is the Circular 
Economy’s one (CE), defined as a method of economic 
development based on ecological circulation of natural 
materials and artefacts. CE represent an alternative to the 
actual paradigm of the “Linear Economy”, defined as ‘take-

make-dispose’ economy has been relying on the inputs of 
cheap and available resources. 

A possible application in CE is disassembly, which, 
together with recycling, could become fundamental in a CE 
paradigm. Robotized dismantling can be seen as the reversed 
process of robotized manufacturing, or as replacing human 
labour by robot in repeatable operations during dismantling 
process [5]. 

The study of disassembly problems in the robotic field 
implies several fundamental dissimilarities with 
corresponding assembly tasks, one crucial difference is that 
in disassembly used objects have a past “life”, which could 
have most probably modified them unpredictably both in 
their aspect and in their internal structure [6].  

It is worth notice that in these problems bio-inspiration is 
at two levels: 1) the robot bi-manual manipulation is inspired 
by humans and primates 2) the Circular Economy paradigm 
of production is inspired by the biosphere ecology. 

II. METHODS 
The bimanual manipulation was implemented using an 

industrial Comau Dual-arm robot (cfr. Fig. 1a). Each robot 
arm has a six-revolute-joint anthropomorphic geometry, with 
non-null shoulder and elbow offsets and non-spherical wrist. 
Each arm is mounted on a central revolute-joint (torso) that 
allows yaw movements to the arms. The joints are actuated by 
brushless motors via gear trains; shaft absolute resolvers 
provide motor position measurements. The robot is controlled 
by the C5G control unit, which has a VME-based architecture 
with two processing boards (robot and servo CPUs), both 
based on a Motorola 68020/68882, where the latter has an 
additional DSP and is in charge of trajectory generation, 
inverse kinematics, and joint position servo control. 
Independent joint control is adopted, in which the individual 
servos are implemented as standard PID controllers. The 
native robot programming language is PDL 2, a high-level 
Pascal-like language with typical motion planning 
instructions. The robot presents cooperative motion and 
synchronized movements among the arms and torso, its design 
is best suited to perform human-like movements, that require 
high degree of dexterity and precision. In order to study the 
disassembly tasks for the Circular Economy, it has been set up 
an experimental environment where the Comau Dual-arm 
robot [7] has been integrated over a TCP/IP connection with a 
Matlab computer server together with a series of smart 3D 
cameras: Kinect v1 [8] (cfr. Fig. 1b), Festo SBOx-Q [9], 
Bumblebee 2 [10] and the Dexter’s humanoid head (cfr. 
Fig.1c) [9]. The end-effectors planned to be tested are: Festo 
grippers DHDS-50-A [10] (cfr. Fig. 2a), Prensilia IH2 
Azzurra [13] (cfr. Fig. 2b), Universal Gripper [14]. The 
preliminary task that has been explored, presented in this 
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paper, is a basic one in dismantling. The Comau Dual-arm 
robot sorts and classifies a bag of components previously 
disassembled by another robot or human operator. The robotic 
system is integrated with the Festo grippers and a Kinect 
vision system that controls the robot movement and trajectory 
planning.  

The sorting and classifying task is performed by 
positioning a full shopping bag in the workspace of the robot. 
The vision system elaborates the image of the bag and the 
objects inside. The planning system running on the computer 
server receives through the dedicated sockets the information 
and generates the trajectories for the two end-effectors. The 
manipulation of the objects is performed by means of two 
bio-inspired grippers. The final expected task is to empty the 
bag and classify every object on the table.  

III. RESULTS 
The unpacking task carried out by the robotic system was 

divided into five stages:  
1. Object recognition: the vision system identifies the 

shopping bag and the coordinates of the first object 
to grasp, by knowing the shape of the object it 
determines its central point. 

2. Motion planning: the control system determines the 
joints trajectories in the range of motion of the Dual-
arm robot. 

3. Error/Collision Avoidance: a secondary parallel 
control loop ensures that the robot didn’t collide 
with the objects present in the working space. 

4. Manipulation phase: each arm gripper grasps the 
planned object and manipulates it as necessary. 

5. Object classification: the vision system classifies the 
objects based on their colour, shape or other 
features. 

The object recognition phase starts with the triggering of 
the system by means of new objects presented on the work 
table. The vision system recognizes the shape and colour of 
the object, extracts its centroid coordinates and send an 
operational command to the arm closest to the object, in 
order to grasp it. At this point the motion planning and 
error/collision avoidance phases start: the control system 
computes the correct space trajectory that the arm assigned to 
grasp the object need to execute, in order to safely reach and 
grasp the object without any collision with the environment 
and the other arm. When the gripper touches the object the 
manipulation phase begins: the object is grasped with a 
proper force (using the touch sensors on the fingertips) and, if 
needed by the object classification protocol, manipulated in 
order to sort out the object with similar features or 
dismantling a complex object into its basic components.  

IV. CONCLUSIONS 
To date, outside of structured environments, robots have 

only performed sophisticated manipulation tasks when tele-
operated by humans. In the context of ongoing digitalization 
of manufacturing processes (industry 4.0) agile adaptive 
factories are becoming less structured than they were before 
and researchers are pursuing a variety of approaches to 
overcome the current limitations of autonomous robot 
manipulation in semi-structured environments [15]. Since 
heavier object could induce larger deviations of the end 

effector, visual manipulator tracking is a fundamental 
requirement [16]. 

The choice to adopt dual-arm manipulation, especially in 
unstructured environments, is motivated by several 
advantages such as the flexibility and dexterity, the reduced 
usage of fixtures, the similarity to operator and the 
manipulability, which is remarkably suitable for disassembly 
tasks like those required by the Circular Economy paradigm 
(cfr. Fig. 3)[17]. Disassembly and recycling are indeed 
fundamental procedures for Circular Economy, allowing to 
introduce the concept of the “Robotic Circular Production” 
(RCP), which closes the loop production cycle (cfr. Fig. 4). 
By following this concept, products will be conceived not 
only to be assembled but also to be effectively disassembled 
by specific “disassembly robotic lines” and then more 
efficiently recycled [6]. The challenges raised by Robotics 
and Intelligent solutions for CE can be regarded as bio-
inspired under two different aspects: 1) the proposed 
technical solution mimics the vision and haptic guided 
process of bimanual manipulation in the humans and the 
primates; 2) the envisioned production process is designed as 
information driven, self-regulated very similar to the 
ecological cycles maintaining the equilibrium of the 
biosphere. 
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Fig. 1.  
a) the Dual Arm robot from Comau is a 13 DoF robot, composed by two arms and a third central joint (torso joint) that allows yaw movements. The robot 
presents cooperative motion and synchronized movements among the arms and torso, its design is best suited to perform human-like movements, that require 
high degree of dexterity and precision. 
b) Dexter’s humanoid head: biomechatronic and anthropomorphic 7 DoF robotic head, able to perform human eye and neck movements. The system 
integrates a 3D vision system to perform object recognition in a 3D space. 
c) Kinect v1: it is provided of a 3D RGB camera, an infrared (IR) emitter, an IR depth sensor, a multi-array microphone and a 3-axis accelerometer. 

a) b) c) 

 
Fig. 2.  
a) Three-point gripper mounted on each arm of the robot. They ensure operational flexibility and force grip with objects of various shape and dimensions. 
b) Palm view of IH2 Azzurra (left hand version). 

a) b) 

 
Fig. 3. A potential task in the Circular Economy: the dismantling of a ship’s wheel. An exemplary task in the Circular Economy: the dismantling of a ship’s 
wheel. The execution of this task without fixtures requires bimanual manipulation: the left hand holds the wheel, the right hand performs the disassembly 
tasks. Dismantling procedures require to cope with the disassembly of a large variety of mechatronic systems. Reducing the number of needed dedicated set-
ups is key for the economic viability of the process. 

 
Fig. 4. Circular Economy scheme. 
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Abstract—Soft robotics technologies paved the way to design 
actuators mimicking natural biological systems and structures. 
Thus, inspired by the small human intestinal peristalsis, we 
provide two prototypes of a bio inspired soft robotic platforms 
characterized by a wave-like motion. Peristaltic movements 
were obtained by a specific logic of actuation of an array 
hydrostatically coupled dielectric elastomer actuators. Device’s 
possible opportunities in biomedical application can be found.  

Keywords—Dielectric elastomer actuator (DEA), distributed 
actuators, peristalsis, biomimetic. 

I. INTRODUCTION 
n nature the peristaltic motion is the common example of 
distributed actuators systems found in several number of 
biological organism, including humans. The peristalsis 

consists of a wave of contraction and relaxation by which 
tubular organs with muscles integrated in their side-walls 
propel their contents. In humans, for example, esophagus, 
stomach and intestine, but also some extra-gastrointestinal 
districts as ureters and the uterine tubes perform peristaltic 
involuntary movements to propel their contents onward. 
Instead some animals use peristalsis as form of locomotion.  
Researches on robotics have addressed great attention on this 
concept of biological distributed actuators to develop 
efficient actuators that do not influence the shape and the 
macroscopic characteristics of place where they are located. 
Research on distributed actuation began last century with the 
work by Hirose and Umetani [1], but developments in soft 
robotics technologies, such in soft or stimuli-responsive 
materials, have enabled researchers to engineer biological 
functionality such as muscle contractions [2], [3]. Thus, 
following the concept idea proposed by Menon et al. [4], the 
paper present an ongoing development of a biomimetic 
distributed actuation systems that mimick the peristaltic 
motion of human small intestine exploiting hydrostatically 
coupled dielectric elastomer actuators (HC-DEAs). At first, a 
functional proof-of-concept prototype was developed to 
validate the feasibility of the peristaltic surface motion 
generation. Then an organotypic technical prototype was 
fabricated as starting point towards a tool for a real-word-
application. Finally, after discussing about the future work 
some interesting application of the technical prototype in 
biomedical field are provided.  

II. GENERAL DESIGN SPECIFICATIONS 
HC-DEAs were used to fabricate both the proof of concept 

and the technical prototype. The HC-DEAs are based on 
dielectric elastomers (DE) principle of operation, providing 
high scalability, versatility, low power consumption and low 
cost, even if they require the application of high electric 
fields (~V/µm) for their operation. In particular, for the 

fabrication of the bio-inspired distributed actuation systems 
an array of independent HC-DEAs was designed. As shown 
in Figure 1A, each rectangualar actuator was developed by 
mechanically coupling an active and passive element by 
means of an incompressible fluid to enable hydrostatical 
trasmission. The active element is the DE based actuation 
component while the passive element is the contact surface 
interfaced with the load that has to be propelled [5]. The 
strategy of activation each array’s actuation unit showed in 
Figure 1B was adopted to generate the surface peristaltic 
motion on both prototypes: at each actuation step a couple of 
actuators are always in an activated state so that their passive 
surfaces are a contact with the load and at a lower height than 
that of the other actuators. At each step an actuator is turned 
off and the other is activated. Returning to the off state, the 
actuator exerts a force that induces the rolling forward of the 
load.  

III. PROOF OF CONCEPT MANUFACTURE 
The proof of concept prototype consists of an array of five 
HC-DEAs in a planar configuration (Fig. 2). The active and 
the passive element of each HC-DEA were made of a 
membrane of VHB 4910 (3M, USA), an acrylic elastomer of 
1 mm in thickness. The VHB was mechanically biaxially 
prestretched to enlarge its surface area up to 16 times in order 
to increase its dielectric stiffness and reduce its thickness. In 
this way, for the same voltage applied, the actuator can 
achieve higher deformations. The electrodes were made by 
coating a thin layer of carbon grease (846, M.G. Chemicals, 
CND) on both faces of the dielectric, and applying two 
electrodes of aluminum for the connection to the supply 
circuit. For the hydrostatical coupling 7 ml of silicone grease 
(8462, M.G. Chemicals, CND) were used causing a half 
height’s actuator of about 6 mm in the apical point. All the 
active and passive elements were held together by two rigid 
frames designed to minimize the distance between two 
adjacent actuation units. Each HC-DEA had a 50 mm x 20 
mm rectangular shape to maximize the contact surface with 
the load and to make the fabrication process easier. The 
various structural elements were designed with SolidWorks 
and printed in ABS (acrylonitrile-butadiene-styrene) using a 
FMD 3D printing machine (Fortus 250mc, Stratasys, USA) 
 

IV. TECHNICAL PROTOTYPE MANUFACTURE 
The technical prototype was fabricated following the same 
design approach of the proof of concept. To reproduce also 
the intestinal morphology, the prototype was based on an 
array of four HC-DEAs in a half-tube configuration (Fig. 3). 

Prototypes design and fabrication of  bio-ispired 
distributed  actuation systems 
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This arrangement was guaranteed by two rigid frames 
properly designed and printed in ABS to replicate a 70 mm 
longitudinal section of a tube with a radius of 25 mm. Each 
actuator was also scaled in dimensions up to a 25 mm x 10 
mm rectangular shape filled with 2 ml of silicone grease 
causing a half height’s actuator of about 5 mm in the central 
point. Since the carbon grease can rub off and smear easily, 
in this prototype a polydimethylsiloxane (PDMS) (Sylgard 
184 (1:30), Dow Corning, USA) composite having a 25 wt% 
of carbon black (CB) (Vulcan XC 72R, Cabot Corporation, 
USA) was used as electrodes material. This was an important 
step to the fabrication of compliant electrodes using 
coventional microfabrication techniques for improving the 
reliability and repeatability of the device. To obtain an 
organotypic configuration, two of these devices were 
coupled. 

V. ELECTRONIC CONTROL UNIT  
To make possible the peristaltic surface propulsion an 
electronic actuation unit was developed on purpose. A 
common 9V battery was used as principal power supply. A 
voltage converter (Q50, EMCO High Voltage Corporation). 
was used to obtain the actuation tension (respectively 4kV in 
the proof of concept prototype and 2.5 kV in the technical 
one) for each HC-DEA. Each actuator was connected in 
parallel to a 50MΩ resistor in order to facilitate the 
dissipation of the accumulated charge on the active layer’s 
DE. MOSFETs (IXTF02N450, IXYS) in low-side 
configuration were used as switches. Additionally drivers 
(TC 1427CPA, Microchip Technology) were used to speed 
up the MOSFETs state transitions and to externally manage 
the control signals. To implement the logic control describe 
above, an Arduino Duemilanove was used to generate a 
square wave with a period of 5T and duty cycle of 40% in 
input to each driver. A temporal offset equal to T to was 
given control adjacent actuators.  

VI. ACTUATION PERFORMANCES: PRELIMINARY REUSULTS 
Each HC-DEA of the proof of concept unit was 
characterizated in term of deformation-voltage behavior 
using a laser sensor (optoNCDT 1800, Micro-Epsilon, GE). 
In the proof of concept the apical point of each actuator unit 
showed a maximum deformation of about 60% at 4 kV (Fig. 
4A). The proof of concept was also characterized in term of 
each HC-DEA’s blocking force-voltage behavior with a 
compression test using a Zwick/Roell Z005 testing device 
(ZwickGmbH & Co, GE) equipped with a 100 N load cell 
(Fig. 4B). These tests were performed with a dedicated 
indenter at 10 mm/min up to the maximum deformation. 
Finally the surface peristaltic propulsion of both systems was 
tested using five control signals with different frequencies of 
activation (1 s <T< 8 s). With these parameters the proof of 
concept prototype was able to generate a surface propulsive 
motion to move in a fixed direction an axial-symmetric load 
of about 50 gr. 

VII. CONCLUSIONS AND FURTHER WORK 
In this paper an ongoing work on the development of soft 
platfroms that exhibit a peristaltic surface motion inspired by 
typical small intestinal motility was presented. In particular 

we have presented the design, development, and preliminary 
results of two distributed actuation system prototypes based 
on an array of HC-DEAs actuated with a specific logic. 
Although the development of these novel bio-inspired 
distributed actuators is only at the conceptual level, it 
provides a evidence to support the basic theoretical idea. We 
proposed only a starting point toward functional prototypes, 
with the potential to be introduced in the biomedical field as 
substrate for the fabrication of in vitro small intestine 
dynamic model or as novel system for the validation of 
robotic capsule endoscopes. Structure modifications and a 
more complete mechanical characterization will be required 
in the future to make these devices available in the 
biomedical field. 
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Fig. 1. A) An illustration of HA-DEA’s a lateral section in its activated and 
inactivated state; B) an illustration of the strategy of actuation of HC-DEAs 
array to generate the surface peristaltic wave. 

 

 
Fig. 2. A picture of the proof of concept prototype. 

 

 
Fig. 3. A picture of the technical prototype. 

 

 
Fig. 4. A) Blocking force - behavior and B) blocking force - voltage behavior 
of an actuation unit in the proof of concept. 
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Abstract— The study proposed describes a preliminary 
results of a spiking implementation of lamprey’s Central 
Pattern Generator (CPG) using Neuromorphic VLSI devices. 
Due to the relative simplicity, the lamprey’s CPG  has been 
studied in great detail by neurobiologist and nowadays it is one 
of the best known vertebrate CPG. Several robotic 
implementations have been built to test the models in a real 
physical bio-mimetic artefact but, in these systems there is a 
clear separation between the actuators and body of the system, 
and their control part. This study proposes to implement a CPG 
control to directly interface to the actuators of the Lamprey 
robot, creating a biomimetic robot both from mechanical and 
electronical point of view. 

 
Keywords—Central pattern generator, neuromorphic 

engineering, bioinspired robotics. 

I. INTRODUCTION 
iving organisms are far superior to artificial robotic  
platforms in both motor skill and computational abilities, 

for sensory-motor tasks executed in uncontrolled 
environments.  

One of the motor skills that has been most studied in 
neuroscience is locomotion. The neural circuits that 
implement CPG are central for animal locomotion in general, 
and  are also of fundamental importance for processes 
required for survival (e.g., breathing, chewing, etc.).  As CPG 
circuits can be implemented with spike-based neuromorphic 
circuits, they represent a promising computational primitive 
for producing and controlling motor outputs in biomimetic 
robotic platforms.  

In this project spiking neural networks have been used to 
reproduce the behaviour of the lamprey’s central pattern, and 
control the actuators of bioinspired lamprey robot [1]. Event 
based systems have had a recent upsurge in scientific interest, 
for their benefits in control, communication and signal 
processing. In event-based systems, signals are 
communicated and processed asynchronously (without 
clocks)  only when data is present. The asynchronous and 
event-based nature of this representation drastically reduces 
latencies and significantly decrease power consumption.  

 Energy efficiency is a fundamental aspect in robotics that 
we will try to address both at the level of the neural 
computation and motor control aspects.  Another advantage 
of neuromorphic locomotion control is the possibility to 
maximize parallelism in computation from systems having a 
large number of simple equivalent components (neurons), 
unlike with the classical digital approach where there are one 
or more central processing units (CPU). Large number of 
components that work in the same way make the system 

redundant and, therefore, fault tolerant. Fault tolerance is a 
crucial aspect in robotics, as robots need the ability to 
effectively detect and tolerate internal failures in order to 
continue performing their tasks without an external 
intervention.  

II. MATERIALS AND METHODS 
The Lamprey robot [1] is a bio-inspired autonomous 

swimming robot, inspired by the real animal, used as a tool 
for neuroscientist to investigate neural control mechanism.  
The actuation system is based on the use of direct interaction 
between permanent magnets to generate actuation forces. The 
orientation or position of the magnets, driven by motors, 
control the forces between magnets. The actuation system is 
composed by three vertebrae: one active, with the motor that 
rotates the permanent magnet and two passive with two fixed 
magnets. 

Lamprey animals have networks to control swimming that 
are arranged, at the segmental level, with reciprocal 
inhibition between left/right side of the body [2,3]. The CPG 
network is initialized in the reticulospinal neurons (RS), 
where a group of excitatory neurons interact close to the 
sensory feedback. The basal ganglia maintains the CPG 
networks under tonic inhibition. For a given task, the relevant 
CPG needs to be disinhibited. The signal to start the dis-
inhibition comes from rostral brain structures activated by 
sensory stimuli (i.e, vestibular system). The mesencephalic 
locomotor region (MLR) and diencephalic locomotor region 
(DLR) are brainstem locomotor control system areas and 
connect directly with the first segment of CPG into the spinal 
cord. In the lamprey the spinal cord system consists of about 
100 units, each containing an oscillatory neural network. In 
each of these segments the left-right alternated spiking 
activity has a frequency range ranging from 0.1 Hz to 8-10 
Hz.  A pool of interactive excitatory interneurons (EIN) 
produces burst when activated by an excitatory drive 
(emulated by using a oscillatory network). The mechanism 
for terminating each burst is a set of inhibitory interneurons, 
contralateral and lateral (CIN, LIN) that feed back onto the 
excitatory cells and contribute to the burst termination. The 
motor neurons (MN) project the output directly to the 
muscles (see Fig. 1).  A lamprey swims forward because an 
ondulatory wave is transmitted along the body through the 
segments. Forward swimming is achieved by a lag between 
the onset of activity in consecutive segments rostro-caudally, 
vice versa in backward locomotion. The time lag between 
segments is variable, but, it is always a fixed proportion of 
the cycle duration and it is reverse proportional to the speed. 
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The same characteristics and connections of CPG have 
been reproduced on the Reconfigurable On-line Learning 
Spiking Neuromorphic Processor (ROLLS) [4], (see Fig. 2). 
ROLLS comprises spiking neurons that can exhibit a wide 
range of realistic behaviours and biologically realistic 
response properties. It comprises  a row of 256x1 silicon 
neuron circuits, an array of  256x256 synapses that have on-
chip spike-driven plasticity mechanisms to change their 
weights, an array of  256x256 programmable synapses with 
short-term plasticity circuits, and a peripheral analog/digital 
in/out circuits for both receiving and transmitting spikes in 
real-time off-chip. 
 

III. RESULTS 
To reproduce the burst observed in CPG patterns of 

activity a  strong neural adaptation current [5,6], a weak 
synaptic weights, and slow time synaptic constants have been 
set. Figure 3 shows measurement results from one of such 
neuron circuits integrated on the chip [7].  The parameter of 
the network have been chosen to recreate the behaviour of the 
burst, as in the real animal. In this case, the neuron produces 
periodic bursting, lasting approximately 60 ms. with an inter-
burst interval of about 1.5 s.  Fig. 4 shows the hardware 
measurements of the first segment. It is possible see the 
alternate activity of the right and left side. The frequency of 
activity is about 1Hz. In the lamprey the alternate activation 
ranges from 0.1 Hz to 8-10 Hz. 

The oscillatory network can be connected to either the first 
or the last segment. In forward locomotion the oscillators are 
connected to the first segment through a delay interneurons. 
The delay interneurons receives spikes from EIN and projects 
excitatory synapses on all neurons of the EIN pool of 
consecutive segments. The delay is a function of synaptic 
straight, time constant of neuron, and firing threshold. 
Keeping fixed the parameters of synaptic straight and firing 
threshold, it is possible control the time before the neuron 
firing by setting the value of time integration. Fig. 5, shows 
the delay produce between segments by increasing the 
number of interneurons. Synaptic circuits are strongly 
affected by mismatch and the delay is different in different 
neurons. 

To control the bio-inspired actuators of Lamprey robot it is 
necessary to convert the neurons output in a value of motor 
position. By changing the DC, Cascode and inhibition 
currents, the values of frequency, duration and mean rate of 
burst change. The output is parameterized and each value 
corresponds to a specific value of motor position. The loop is 
closed with hall sensors that   can be used directly at "low" 
level to update the PID controller, or, as in this project, to 
emulate the behaviour of lampreys stretch receptors (SR) (see 
Fig. 5). The SR are sensors at lateral margin of spinal cord. 
They sense the lateral bending during swimming and they 
have a local effect. They receive phasic inhibition and 
excitation from the CPG during the locomotion cycle. SR are 
two types: excitatory and inhibitory. In the hardware CPG 
each hemisegment is connected to two pool of SRs. The 
excitatory ones provide excitation to the EIN and MN 
ipsilateral CPG neurons, while the inhibitor SRs to the 
controlateral side. 
 

IV. DISCUSSIONS AND CONCLUSION 
This study presents a neuromorphic implementation of 

lamprey’s CPG to directly control the bioinspired actuators of 
Lamprey robot. An hardware model of CPG has been 
implemented to reproduce the same behaviour and the same 
connectivity of the real animal at level of single segment. 
Furthermore, an intersegmental connectivity has been 
investigated in order to reproduce the intersegmental delay. 
The results showed that the characteristic behaviour of burst 
activity and alternating movement have been reproduced. 
Parameters as, mean rate of spiking, frequency and burst 
duration have been used as input for the actuators control.   

 Currently, with this configuration and forward and 
backward solutions, it is possible to control up to five 
vertebrea. Further developments will be increasing the 
number of controllable vertebrae and realizing a complete 
neural control (a PFM control) by eliminating the interface 
board to create a complete bio-inspired system, from a 
mechanical, electronic and control point of view. 
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Figure 1 CPG neural organization, it comprises two sides 
coupled both excitatory and inhibitory connections. 

 

  

Figure 2 Schematic diagram of the hardware model.  

 

Figure 3 Burst activity measured on a silicon neuron. 

 

Figure 4 Alternate movement left/right  in the first segment. 

 
Figure 5 Intersegmental delay between segments, by increasing 

value of input current. 

 

 
Figure 6 Block diagram of Lamprey control system. 
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Abstract—In this paper a novel method to analyze and 
segment the gait cycle based on capacitive sensors is presented. 
Capacitive signals indicate the volume variation of the lower-
limb segments due to muscular contraction/relaxation during 
the gait cycle. In order to correlate the lower limb deformations 
to biomechanical gait related events, six capacitive signals were 
recorded from the distal segment of the lower limb, 
simultaneously with the vertical ground reaction forces (vGRF). 
Data collected from five subjects walking on a treadmill at three 
different speeds show a repeatable correlations between the 
capacitive signals and the vGRF.  
Keywords—Capacitive sensors, gait segmentation, wearable 

sensors, gait analysis, real-time gait monitoring, exoskeleton. 

I. INTRODUCTION 
Gait phase estimation is fundamental to study human gait 

biomechanics for robotics applications. In the specific field 
of lower-limb assistive robotics, the computation of the gait 
phase, i.e. the time-scaled reference of the stride period, is 
still a major open challenge. The cognitive interface of a 
wearable lower-limb robot should be able to decode the gait-
phase of the user in order to deliver proper mechanical power 
in specific phases of the stride cycle. Many approaches have 
been proposed for designing intuitive and effective human-
robot interfaces exploiting different kinds of sensory 
apparatus. Inertial sensors are one of the most popular 
solutions for reconstructing the kinematics and kinetics in a 
walking task [1]. Nevertheless, they consist of an expensive 
technology and require complex preconditioning. Among 
mechanical sensors, instrumented foot soles gain a great 
interest in several robotics applications [2]. However, the 
lifespan of foot soles is always a limitation for long-time 
utilization since they are supposed to bear the weight of adult 
persons for several cycles. In addition, they often need to be 
placed inside shoes which could cause discomfort for the user 
and, moreover, it is necessary to change their size to comply 
with different anthropometries. Surface electromyography 
(sEMG) is a common approach to decode the user intentions 
in assistive robotics field since it represents a direct 
measurement of the muscular activity. Nevertheless, its 
utilization is always associated with complex procedures for 
electrodes placement and skin preparation that can easily 
affect their effectiveness [3]. To overcome the limitations of 
the above mentioned sensory system, in this paper, a novel 
method based on non contact capacitive sensors is presented 
to detect the gait cycle and estimate relevant gait events. This 
wearable sensory apparatus (WSA), which measures the 
lower limb muscle deformations during walking, has been 
previously used to recognize different locomotion modalities 
in transtibial amputees [5], [6]. Differently from instrumented 
insoles, the device is positioned on the leg thus not being 

stressed by the entire body weight. As a consequence, it 
ensures a longer lifespan of utilization. Furthermore, this 
WSA does not have to be placed directly on the skin but can 
be worn above clothes, reducing the possibility of motion 
artifacts and increasing the user acceptability. In order to 
segment the gait cycle by utilizing capacitive signals, we 
propose to identify the relationship between the recorded 
lower-limb muscle deformations with biomechanically 
relevant gait event such as heel strike (HS) measured with 
sensitive insoles, which represents the gold standard in the 
gait segmentation field [3], [4]. The related materials and 
methods, including the validation experiments, are described 
in Section II. In Section III, experimental results are reported. 
Finally, results are discussed and conclusions are drawn in 
Section IV. 

II. MATERIALS AND METHODS 

A. Capacitive sensing system 
The capacitive technology used in this work is known in 

literature as C-Sens [5], [6], and was developed at the 
College of Engineering of the Peking University (Beijing, 
People Republic of China), to measure the lower limb 
muscles deformations during human walking by means of 
capacitive electrodes. C-Sens is composed by a custom print 
circuited board (PCB), powered at 5V, and two orthopaedic 
cuffs that can be placed on the distal and proximal lower-
limb segments [Fig. 1(a)-(c)]. Each cuff, made of 
thermoplastic material, is instrumented with six flexible 
copper made capacitive electrodes, placed in the inner side of 
the cuffs. Three electrodes are located on the anterior side of 
the cuff and three on the posterior side [Fig. 1(b)]. The 
electrodes are connected to the dedicated PCB by means of a 
RS232 connection. A layer of silicon rubber (2.5 mm 
thickness) is placed above the electrodes to electrically 
isolate them from the contact surface. An additional 
electrode, namely the reference electrode, must be placed 
directly in contact with the skin. The capacitive signals are 
sampled at 100 Hz and are measured between each capacitive 
electrode and the reference one. As it is known, the value of 
the capacitance is directly proportional to the surface of the 
plates and to the dielectric constant and inversely 
proportional to the distance between the plates. Indeed, as the 
muscles shape varies during the gait cycle, due to 
contractions and relaxations, at the same time, the distance 
between the skin and the copper changes resulting in a 
variation of the capacitance. Up to twelve capacitive signals 
can be collected simultaneously but it is worth noticing that 
in this study only the six capacitive signals from the distal 
segment were unilaterally recorded.  

Gait segmentation with a wearable non contact 
capacitive sensory system 
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B. Instrumented insoles 
The instrumented insoles, developed at Scuola Superiore 

Sant'Anna (Pontedera, Pisa, Italy), are made of 64 
optoelectronic pressure sensors embedded into a PCB and 
covered with a silicon layer. The data from all the sensors are 
sampled at 100 Hz and transmitted to the PC via a Bluetooth 
connection. When a load is applied on the top of the cover, 
the silicone gradually closes the light path between the 
emitter and the receiver resulting in a variation of the output 
voltage [7]. The size of the insoles is 41- 43 EU size. Each 
insole is connected by means of a flat cable with the 
dedicated electronic board powered at 4.2V with a Li-Io 
battery. The electronic board is devoted to signal 
transmission and the computation of vGRF and longitudinal 
position of the centre of pressure (CoP). 

C. Experimental protocol 
In order to evaluate the possibility to detect some relevant 

biomechanical gait related events by means of the capacitive 
signals, five subjects were enrolled (four males and one 
female, 26.8±2.4 years, 67.40±7.99 kg, 174±11 cm). The 
experiment was conducted at Scuola Superiore Sant'Anna. 
Each subject worn the distal C-Sens cuff on the left shank 
and both the instrumented insoles. Before the data acquisition 
started, each subject was asked to walk on the treadmill in 
order to select his/her slow, fast and normal self-selected 
speeds hereafter indicated as SS, SF and SN respectively. 
After twenty seconds of standing still on the treadmill the 
subject walked at the three different speeds, each one 
maintained for three minutes, in the following order: SN, SF, 
SN, SS, SN. Finally, the subject stopped walking and stood 
still on the treadmill for twenty seconds. 

D. Data analysis 
The data were processed in real-time by using the NI, 

single Board RIO (sBRIO) 9626. The experiment was 
monitored in real-time by means of a graphical user interface 
(GUI). In particular, the capacitive signals were filtered on 
line by means of a second-order band-pass Butterworth filter 
(pass band: 0.1÷1 Hz). The off-line analysis was performed 
on Mathworks, Matlab. The six capacitive signals were 
segmented with respect to the HS detected by the vGRF. 
Then, the signals were interpolated as the percentage of the 
gait cycle (0% - 100%) and their averaged envelopes along 
with the standard deviation were computed. Furthermore the 
capacitive signals collected from each subject were 
normalized for their maximum in absolute value in order to 
compare the six capacitive signals for all of the five subjects 
with the vGRF. The segmented data are presented in Fig. 2. 
The same analysis was conducted for the vGRFs [Fig. 3].  

III. RESULTS AND DISCUSSION  
The comparison of the capacitive signals from different 

subjects showed that there is a minimal inter-subject 
variability in some channels, in particular, the signals 
recorded from the channels #1, #4 and #6. Channel #4 and #6 
are positioned on the rear part of the lower limb as shown in 
Fig. 1 (b) while channel #1 is on the upper part of the anterior 
side. For this reason we identified these channels as the most 
suitable to identify any possible relationship between the 
signal from the muscular deformation and vGRFs. Signals 

measured from channel #1 presented a negative peak in 
22.60±7.47% of the stride and a consecutive positive peak 
next to 82.40±2.70% of the stride. The signal crosses the zero 
at around 59.10±6.59% of the gait cycle. Signals measured 
from channel #6 showed a similar trend: a negative peak 
occurs between 39.60±17.36% of the stride, while the 
positive peak is next to 85.60±7.79% of the stride; the 
transition from the negative to the positive values is next to 
63.60±11.72% of the stride. Better results come from the 
segmentation of the signals measured from channel #4. 
Indeed, these signals have a more periodic behavior and are 
less affected by inter- and intra-subject variability with 
respect to the signals measured from channel #1 and #6 
which have an higher variability as showed by their standard 
deviation. Effectively, the transition from negative to positive 
for the signals from channel #4 occurs for all of the subjects 
immediately after the second hump of the vGRF, in 
correspondence of the swing phase next to 65.72±3.35% of 
the stride period. Nevertheless, there is an inter-subject 
variability in the minimum peak of the signals recorded from 
channel #4 which is next to 36.76±10.46% of the stride. 
Finally, this signal has a maximum peak 20% in advance 
with respect to the HS (85.80±3.19% of the gait cycle). We 
believe that the minimal inter-subject variability observed in 
these three signals is related to the sensors placement; indeed, 
those channels are placed on the muscles that are more active 
during the gait cycle (on the distal segment) and, as a 
consequence, show evident deformations, i.e. the 
Gastrocnemius and the Tibialis Anterior. Hence, this novel 
WSA has three major advantages to record biomechanical 
gait related events reliably with respect to other sensors as 
sEMG and instrumented insoles. Firstly, contrarily to sEMG, 
skin preconditioning is not needed and motion artifacts are 
avoided. Then, with respect to the instrumented insoles, this 
system does not require a calibration and it is not necessary 
to account for different sizes to improve wearability. In 
addition, the sensors can be worn above clothes making the 
system more acceptable for users with respect to insoles or 
sEMG and usable in activities of daily living. 

IV. CONCLUSIONS 
This paper showed that the muscles deformations measured 

by means of capacitive sensors can be used to estimate the 
gait cycle, without involving in any other sensory apparatus. 
Experimental results showed a reliability of gait event 
detection and gait-phase estimation, comparable with 
instrumented insoles. In addition, it was proved that at the 
posterior side of the lower-limb distal segment a capacitive 
signal is minimally affected by inter-subject and intra-subject 
variability. In the future, this device could be used to segment 
the gait cycle in robotics applications, for instance in the 
cognitive interface of lower-limb powered exoskeletons or 
prostheses. A future achievement could be the integration of 
the sensors inside clothes and textiles to further facilitate and 
improve the system wearability and utilization in an out-of-
lab scenario. 
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Fig. 2  Averaged normalized capacitive signals measured from the left shank of the five subjects. 
 

 
 
Fig. 3  Overview of results from channel 4 The first row reports the normalized capacitive signals for the five subjects; the 
second row reports the correspondent vGRF. The data are countered by the standard deviation. 

Fig. 1  C-Sens technology: (a) the two orthotic cuffs, (b) C-Sens 
sensors, (c) C-Sens board 
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Abstract— The authors focus on the possibility to adapt 
technologies and basic concepts of Soft Robotics for building a 
new generation of soft manipulators as shower arm that can 
safely come into direct contact with humans in a novel scenario 
which is the bathing activity. The paper points out the 
manipulator design and a preliminary characterization of its 
performances in terms of shortening, elongation and bending 
capabilities. The outcomes of this work represent a first step in 
the application of soft mechatronics technologies in assistive 
robotics for developing functional tools in the bathing activities. 
Keywords— soft robotics, soft modular manipulator, assistive 

robotics, personal care robot. 
 

I. INTRODUCTION 
The rapid advances occurred in the field of robotics in 

recent years enable the development of robotic assistive 
systems to improve the independence and quality of life of 
elderly people with ageing-related disabilities [1]. The 
development of assistive technologies is seen as an enabler 
for a human doing an activity of daily living (ADL), thus 
facing challenging scenarios as for example the intimate 
bathing task. The main issues related to the disabilities derive 
from the lack of user-oriented tools for overcoming the 
barriers during the interaction between people and the 
environment, for performing critical and high risk ADLs, like 
the bathing activity [2]. This highlights that a support in 
bathing activities will improve independent living for persons 
prone to loss of autonomy, thus lightening the users' caring 
issues [1]. Although the importance of the bathing activity as 
a basic ADL, literature analysis on assistive technologies for 
bathing task suggests us only two commercially available 
shower devices: the Oasis Seated Shower system [3] and the 
Seat Lift Device [4]. In this view, a service robotics system 
that targets bathing tasks should be safe, reliable, adaptable to 
users’ actions [5] during the direct contact and interaction 
with the elderly people for accomplishing the shower task. 
Moreover, the system could be exploited in different  real life 
applications, thus it should be modular and flexible for 
addressing a safe human-robot interaction (HRI). Among the 
useful technologies that satisfy the previous requirements, we 
evaluated the possibility of exploiting soft robotics ones. Our 
purpose is to apply, for the first time, soft robotics concepts 
in a new challenging scenario, like the showering activities, 
by designing and developing a modular manipulator which 
safely comes into direct contact with humans. 

II. MATERIALS AND METHODS 
A. Technological concept for the shower arm 

The aim of the work is the use and adaptation of soft 
robotics technologies for developing a robotic shower arm 
considering the constraints imposed by the bathing scenario. 
The final design will take into account two issues: (i) the 

target workspace to be covered defines the dimension of the 
complete shower arm; (ii) the expected performances 
(dexterity) establish the type of actuation technology. For 
addressing these features, we combined cables and flexible 
fluidic actuators. Figure 1 presents a typical  scenario with 
two identical soft robotic arms mounted on the wall respect to 
the user that, seated on a chair, approaches the robotic 
shower. Moreover, a CAD overview related to the single 
module is provided in order to show the main technical 
components. The starting point for delivering our 
technological concept of the robotic shower arm has been a 
literature analysis regarding the design of manipulators based 
on soft technologies [6]–[10]. Considering the main 
achievements of these works, we designed our device by 
combining three cables, for shortening and bending 
movements, and three McKibben-based flexible fluidic 
actuators, enablers of bending and elongation movements in 
soft structures [11].  

B. Design and manufacturing of the module 
Our module embeds three flexible fluidic actuators 120° 

spaced and three cables that are 60° spaced respect to the 
previous elements (Figure 1). The flexible fluidic actuators 
McKibben-based are made of an internal balloon anchored to 
two end-caps covered by a braided structure that has been 
properly designed in order to have a bellow-type shape. All 
the components are concentrically arranged around an 
internal channel  that provides water and/or soap. In order to 
avoid lateral buckling of the fluidic actuators, a flexible 
helicoidal structure has been inserted along the entire module 
thus constraining any lateral movements. The single module 
is 60 mm in diameter and 205 mm in length (Figure 1), with a 
total weight of 180 g. Cables and chambers are decoupled, 
each one has a dedicated activation line for respectively 
tension and pressure regulation. 

C. Experimental set-up 
The set-up consists of a single module attached to an 

acrylic box and a pneumatic circuit that allows to 
independently control the pressure in each valve (0÷1.2 bar). 
The air source, provided by a compressor, is regulated 
through a ROS interface. Instead, cable tension is produced 
by connecting them to a load cell moving on a rail. The 
position and orientation of the module tip in the space has 
been tracked with an Aurora® Tracking system (NDI) with a 
six-DOF probe fixed on the tip of the module (Figure 2). 

D. Preliminary experimental evaluation 
In order to characterize the system, we measured 

elongation, shortening and bending capabilities in the 3D 
space according to the following patterns: (i) elongation by 
pressurizing all the three chambers; (ii) shortening by 
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tensioning all the three cables; (iii) bending by pressurizing at 
different steps a single chamber (Activation pattern 1) or 
two chambers (Activation pattern 2) and then by tensioning 
the cable until a 180° rotation of the module tip in order to 
measure the maximum force. The last part of the 
experimental characterization aims at defining the boundaries 
of the workspace for the two different patterns of activation 
(A1, A2 and A3; A1-A2, A2-A3 and A1-A3).  

III. RESULTS AND DISCUSSION 
The experimental evaluation starts by activating the  

chambers respect to the cables in order to firstly exploit the 
global movement of the module due to the fluidic capabilities 
and then to adjust the position (curvature and orientation) 
with the cables tensioning. The single McKibben-based 
actuator has been characterized at increasing pressure values. 
The bellows-type design of the external sheath enables an 
elongation up to 85% respect to its initial length (@ P=1.2 
bar).  

A. Elongation 
The activation of the three chambers at 1.2 bar of pressure 

allows an elongation up to 345 mm, with an increase of its 
length of 68%. It means that each chamber  undergoes to 
72% of deformation respect to its initial length (195 mm). 
The lower elongation achieved by the flexible fluidic 
actuators when embedded into the module is caused by the 
constraints and limitations imposed by the structural elements 
of the module (e.g. the helicoidal structure). 

B. Shortening 
Shortening capabilities are achieved by a simultaneous 

tensioning of the three cables. Starting from a total length of 
205 mm, the module achieves a 25% shortened position (155 
mm) by applying 18 N.  

C. Bending 
Bending performances have been analysed at increasing 

pressure values. In particular, even if the working  pressure 
range was from 0 bar to 1.2 bar (with 0.1 bar of resolution), 
we noticed no movements from 0.0 bar to 0.5 bar, due to the 
non-linear response of the actuator.  

Activation pattern 1: The overall movement of the 
module in the 3D space is shown in Figure 3A. The tip 
undergoes a displacement along the z-axis of 100 mm respect 
to the rest position, against gravity effects (see Figure 3B). 
Another observation regards the role played by the single 
opposite cable (B1) respect to the overall movement of the 
module. A 180° rotation of the module is achieved by 
applying 2N of tension in the cable. The behaviour of the 
module respect to the yz plane (Figure 3C) shows a lateral 
displacement of 25 mm (@ 1.2 bar), due to a slight 
asymmetry introduced during the manual manufacturing 
procedure of the module.  

Activation pattern 2: Figure 3D shows the global 
movement of the module, by co-activating two chambers 
(A2-A3) where the module tip undergoes a vertical 
displacement of  30 mm (Figure 3E). It implies that, the 
module is firstly elongated and then, the distal portion of the 
total length produces the bending. While, the lateral 

displacement is approximately 45 mm (@ 1.2 bar), due to the 
asymmetry of the module (Figure 3F). Regarding the effect 
produced by the cables co-activation (B2-B3), the module tip 
is able to produce a 180° rotation respect to the base, by 
applying 1N in each cable. 

D. Workspace 
The evaluation of the workspace aims at defining the 

boundaries of the reachable positions of the module tip 
(Figure 4). These points are acquired by applying the 
activation patterns 1 and 2 to all the three chambers and 
combination of them respectively.  

IV. CONCLUSION 
The proposed work addresses, for the first time, the 

challenge of developing a modular shower arm that safely 
interacts with the user for carrying out one of the most 
critical ADLs as the bathing tasks. The present shortening, 
elongation and bending outcomes are promising and 
encouraging; they guarantee that the connection of three 
identical modules will be helpful for accomplishing the 
bathing activity in the worst reachable body parts. This aspect 
represent the starting point for the development of the first 
soft assistive robot for personal care of elderly people. 
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Fig. 1. Concept overview: soft robotic shower arms mounted on the wall (critical 
body parts: back region and lower limbs). CAD design of the single module. 

 

 
 
Fig. 2. Experimental set-up for module characterization. 

 

 

 
Fig. 3. Bending performances of the two activation patterns. A) 3D view of pattern 1 (A1 + B1); B) xz view of pattern 1; C)  yz view of pattern 1; D) 3D view 
of pattern 2 (A2-A3 + B2-B3); E) xz view of pattern 2; F) yz view of pattern 2. 

 

 
Figure 4. Module workspace (xy view): maximum positions reached by the module tip for different patterns of 
activation. 
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Abstract—Gait impairments or lower-limb muscular 
weaknesses are inevitable issues associated with aging and 
neurological diseases. In this paper, a novel assistive strategy to 
aid the Sit-to-Stand and Stand-to-Sit tasks was proposed, In fact 
these are two of the most demanding activities in daily living. 
The assistance was provided by a multi-joint lower-limb 
orthosis. The strategy consists of two levels: firstly the intended 
task is recognized by a finite-state machine controlled via 
thresholds, then the assistive torque is delivered based on a 
function of the hip angles. Validation experiments involved one 
healthy subject performing the sitting down and standing up 
tasks 12 times while receiving the designed assistive torque. The 
assistance proved to be well received by the user without 
hindering his natural movement.  

Keywords—Active lower-limb orthosis, wearable assistive 
technology, elderly people, lower-limb weakness 

I. INTRODUCTION 
HE issue of population aging is attracting a great 
attention especially in Europe and the US [1]. According 

to several population-based studies ([2], [3]), gait 
impairments are prevalent in about 80% of the general 
population over 85 years old. The degenerated mobility holds 
the elderly individuals away from an independent life and 
could result in more severe health deteriorations, such as 
cardiovascular conditions, cognitive and neurological 
decline, risk of fall and subsequent traumas. As a valuable 
solution to cope with this perspective, wearable robotic 
devices, also known as powered orthoses or exoskeletons, 
have been designed to assist impaired and elderly people’s 
movements. An exoskeleton is defined as a portable 
mechatronic anthropomorphic device, worn by the users and 
fitting closely to their body. Current state-of-the-art 
exoskeletons include devices distinguished by different 
features, such as the number of actuated joints (full body, 
lower limb, hip, etc.), the targeted utilization (assisting, 
rehabilitation, force augmentation), the mechatronics design 
(mechanics, actuation system, control strategies), and the 
human-robot interface [4]. 
In this paper, a modular unilateral active orthosis was used to 
provide assistive torque to the user. The full device was 
composed of two parts: an Active Pelvis Orthosis (APO) and 
a Knee-Ankle-Foot Orthosis (KAFO) (Errore. L'origine 
riferimento non è stata trovata.a). An early validation of 
this device was carried out in Errore. L'origine riferimento 
non è stata trovata.. The device  encompasses all of the leg 
joints (hip, knee and ankle). The orthotic system was used to 
provide assistive torque to the corresponding human joints 
during sit-to-stand and stand-to-sit movements, which can be 
considered very demanding activities of daily living for 
people with mild gait impairments, such as frail elderly 

people or amputees. The control system proposed in this 
study implements a threshold-based algorithm and a 
finite-state machine to automatically identify the intended 
task in real-time, providing appropriate assistive torque. 

In this paper a brief description of the mechatronic system 
of APO and KAFO is presented, together with a description 
of the control algorithm (Section II). Then a feasibility 
experiment is described, and results are discussed (Section 
III). Conclusions are drawn in Section IV. 

II. MATERIAL AND METHODS 

A. APO-KAFO mechanics 
The APO (overall weight: ~8 kg) consists of a backpack 

containing the main electronic components, two actuators 
placed below the backpack itself, two carbon fibre links 
interfaced distally with thighs and coupled to the actuation 
units and three orthotic cuffs. The plastic cuffs ensure a 
comfortable human-robot interaction as they were designed 
with a large contact surface to reduce pressure on the 
wearer’s skin. The torque generated by the actuators is 
transmitted to the flexion-extension joints through a steel 
cable transmission embedded into the carbon fibre lateral 
arm. The device has an active hip flexion-extension degree of 
freedom (DoF), with a range of motion (RoM) in the range 
[-110°÷20°] (positive while extending). Moreover, the device 
is endowed with a passive hip adduction-abduction DoF with 
a RoM in the range [-15°÷20°] (positive in abduction), and a 
passive intra-extra rotational DoF with a RoM in the range 
[-10°÷10°]. Both passive DoFs are necessary to ensure a 
comfortable wearability by different wearers. The actuation 
units rely on the approach of Series Elastic Actuators (SEA) 
[5], thus providing a compliant actuation with minimum joint 
output impedance within the frequency spectrum of gait [7]. 

The KAFO (overall weight: ~6 kg) is interfaced with the 
APO through a removable linkage. Both the knee and ankle 
joints are actuated in the sagittal plane, with the RoMs equal 
to [-150°÷0°] and [-52°÷29°] respectively. The knee joint is 
actuated via a SEA, while the ankle joint is actuated via a 
MACCEPA, a non-linear series elastic actuator with a 
variable stiffness [8] assembled in series with a 4-bar linkage 
mechanism. Nevertheless, the proposed assistive strategy 
aimed to deploy assistance only to the hip and knee joints 
with the ankle joint in zero-torque mode. 

B. Control system 
The control system of the device consists of a hierarchical 

structure, i.e. a low-level layer implementing closed-loop 
torque control and a high-level layer implementing the 
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assistive strategy. The strategy aims at providing a desired 

torque reference variable over the task phase. 
The output torque of the active joints is estimated by 

measuring the deformation of the SEA springs by means of  
absolute encoders. The assistive torque profile was mapped 
over the hip joint angles and was designed to have a Gaussian 
shape, in order to ensure a smooth torque delivery as 
described in the following equation: 

 
(1) 

where  is the delivered torque,  is the amplitude of the 
curve peak, and  and  are respectively the peak shift and 
the width of the Gaussian curve as a function of . 
Specifically,  is an index of task completion based on the 
two thresholds and - set on the hip joint angles - defining 
the 0 - 100 % of the Sit-to-Stand task and vice versa, as 
illustrated in Errore. L'origine riferimento non è stata 
trovata.b. A finite state machine was designed for discerning 
between situations of Quite Sitting, Quite Standing, Sitting 
Down or Standing Up. When the subject is in Quite Sitting or 
Quite Standing positions, no torque is provided. Then, the 
variation of the mean hip angle: 

 
(2) 

- being  the left and right hip joint angles respectively - 
is used to trigger the switch of the task identification when 
overcoming the thresholds  (Errore. L'origine 
riferimento non è stata trovata.b). Moreover, in order to 
ensure robustness and safety, the following condition has to 
apply: 

 <  (3) 

where  is the difference between , averaged over the 
span of 40 samples and  is a set threshold. This is an 
indicator of the symmetry of the user movement, with  
increasing with asymmetry between left and right hip angles. 
The task switch occurs only if  is below , preventing 
the device from delivering torques during possibly odd 
movements. 

C. Experiment 
In order to verify the feasibility of the assistive torque 

profiles and the control algorithm, a prototypical 
experimental setup was designed and tested by a healthy 
volunteer (male, 27 years old, 71 kg, 1.65 m). The 
experiment was carried out at the premises of Don Carlo 
Gnocchi Foundation (Florence, Italy). The subject was 

requested to sit down and stand up 12 times while receiving 

the assistance from the exoskeleton. Collected variables, 
including the time taken to complete each task and the joints 
angles and torques, were segmented and re-sampled between 
0% and 100% of the analysed tasks, i.e. for the standing up 
task 0% means sitting position and 100% means standing 
position, and vice versa. The joint velocities and assistive 
powers were then offline calculated. It is worth noting that 
hip and knee joint angles and velocities were assumed 
positive when the joints were extending. 

III. RESULTS 
In this section, results of the experimental session are 

reported. The average angle, torque and power profiles of the 
hip and knee joints were presented in Fig. 2 with the standard 
deviation contour. The assistive torque is set to be 0.14 
N·m/kg (based on the subject bodyweight), for both hip and 
knee namely about 10% of the maximum physiological 
torque during sitting and rising from a chair tasks [7], [10]. 
Joint powers are positive during the Standing Up task, with 
peak values of 16.94±7.01 W for the hip and 11.6±4.53 W for 
the knee. During the Sitting Down task the joint powers were 
mostly negative with a hip power of -5,99±6.84 W and a knee 
power of -5.70±4.66 W. Mean mechanical power transmitted 
to the user during task accomplishment was calculated and 
results are shown in Table 1. As expected, the Standing Up 
tasks displays a mainly positive power, as the user need 
active power to help him perform the task. On the contrary, 
Sitting Down shows a mainly negative power delivery, as the 
device has to resist the subject’s fall, slowing down his 
movement. Lastly, the average time needed for the subject to 
rise from the chair was reduced compared to the same task 
performed without assistance, being 1.21 s and 0.98 s 
respectively, while the time during the sitting task was 
increased from 1.46 s to 1.79 s. 

IV. CONCLUSION 
In this paper, an assistive strategy for Sit-to-Stand tasks 

was designed and validated with an active lower-limb 
orthosis composed by an APO and a KAFO modules. The 
proof-of-concept experiments was carried out with an healthy 
volunteer wearing the system and performing multiple sitting 
down and standing up tasks. Under the assistive controller, 
the device was able to transfer mechanical power to the 
subject consistently as demonstrated by the delivered power. 
Moreover, it was also proved that the assistance reduced the 
Standing Up time while increasing the Sitting down time 
which was significantly important to augment the subject's 
locomotion capability while protecting the joints from getting 
injured. 

TABLE I 
AVERAGE ASSISTIVE POWERS OF HIP AND KNEE JOINTS DURING STANDING UP AND SITTING DOWN TASKS 

 Peak Joint Powers [W] Average Joint Powers [W] 

 Standing Up Sitting Down Standing Up Sitting Down 
Hip 16.94±7.01 -5.99±6.84 1.95±4.26 -1.04±1.23 

Knee 11.6±4.53 -5.73±4.66 1.18±3.04 -1.26±1.71 
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Fig. 1.  (a) Overview of the full experimental setup (APO+KAFO), (b) Finite-state machine diagram for task identification. Quite Standing 
and Quite Sitting are static tasks, and therefore are not assisted by the device. The device switches to the dynamic states (i.e. sit-to-stand and 
stand-to-sit) when the hip angles reach set thresholds. 

 
Fig. 2.  Standing Up and Sitting Down tasks, displayed across the task completion percentage and averaged across multiples trials. The 
following variables are reported from top to bottom: hip angles, hip torques, knee torques, hip powers and knee powers. For each graph the 
average curve (solid line, blue for left and red for right joints) is shown along with the standard deviation contour. 
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Abstract—Despite the substantial progress in catheter-based 
technologies for treating valvular diseases (e.g. paravalvular 
leak, PVL), significant problems like the limited dexterity and 
visualization during tissue contact, still remain. By integrating 
cardioscopy into the catheter tip, the surgeon can rely on high-
resolution cardioscopic images to reach and deliver the 
occluding device, with direct visibility of the anatomy. To this 
aim, a cardioscope with an 8 mm diameter, clear silicone-
optical-window is developed. Ex vivo testing on porcine models 
has been carried out. The capability to provide clear 
visualization of intracardiac structures is demonstrated.  

Keywords—Cardioscopy, paravalvular leak repair, clear 
silicone optical window. 

I. INTRODUCTION 
ALVULAR heart disease is a significant health issue that 
accounts for 10% to 20% of all cardiac procedures in the 

US [1]. Much progress in catheter-based technologies and 
imaging techniques have been made to address this problem, 
avoiding the risk of cardiopulmonary bypass [2]. However, 
significant drawbacks remain, like the limited ability to 
optimally manipulate tools and tissue, and the reduced 
visibility during tissue contact. A relevant example is the 
closure of a paravalvular leak (PVL) during beating heart 
surgery. PVL is a complication of surgical valve replacement, 
which occurs in 5% to 17% of surgical implanted valves [3]. 
The PVLs shape, small size, and location, make their 
identification and repair very challenging tasks [4].  

Decreasing or completely avoiding the need for 
fluoroscopy, together with a direct visualization of device 
deployment, are benefits that can make the PVL repair 
procedures easier. The combination of cardioscopy, which 
involves making contact with the tissue to displace the blood 
and look through a clear optical element [5], and catheter 
techniques, is a reasonable solution. In related research, a 
cardioscope enabling high-resolution imaging has been 
developed by Padala et al. [6]. It consists of a CCD camera 
embedded on the tip of a straight endoscope and covered by a 
convex Plexiglass tip to allow identification of structures on a 
beating porcine heart. A similar device, with the addition of 
an instrument channel, has been developed by Vasilyev et al. 
[7]. By pressing the plastic window against the tissue, the 
blood can be displaced, allowing visualization of heart 
structures through the clear window. The tool channel can be 
also used for saline flushing, which improves the 
visualization.  

In our new design, the rigid optical window is replaced by 
a soft silicone bulb that can conform better to irregular tissue 

surfaces and enable a more compliant and soft contact. This 
solution has been applied on a cardioscope for heart tissue 
removal [8]. Within this study, we present a cardioscope with 
a silicone optical window to be used for PVL repair. 

II. MATERIALS AND METHODS 
The cardioscope (Fig. 1) consists of a 3 mm outer diameter 

(OD) straight metallic tube, 78 mm long, with a distal 
silicone optical window (8 mm OD) and an ergonomic 
handle. The optical-window size is chosen in order to 
optimize the trade-off between minimally invasive design 
and maximum field of view (FOV). The distal tip, on which 
the optical window is molded, holds a 1x1 mm CMOS 
camera (NanEye Camera System, Awaiba), a light source 
(1.6x1.6 mm LED) and a working channel (2 mm internal 
diameter, ID) (Fig. 2a). The working channel is positioned 
off center to facilitate the delivery of the vascular plug (Fig. 
2b) at the targeting point. It is made of a polyimide tube all 
the way until the silicone tip. Then, inside the optical-
window, a fully transparent channel is molded. In that way, 
the FOV is unobstructed by the tool, prior to its release. A 
valve positioned at the proximal end of the cardioscope 
enables insertion and removal of the tool without air or blood 
leaking. 

The silicone tip, fabricated with a QSil 218 (Quantum 
Silicones LLC), has a planar-bevelled shape (θ = 20°, see 
Fig. 2c). This geometry, along with enabling the surgeon to 
constantly monitor the vascular plug extension even before 
tissue contact, allows navigation all around the valve annulus. 
The silicone window is partially enclosed into the custom-
designed tip, and partly in direct contact with the tissue. This 
feature enables a softer touch, by avoiding scratching the 
tissue because of the rigid mold. Furthermore, to prevent 
fogging and sealing issues, the silicone window is poured 
directly into the tip of the device, creating a seal around the 
embedded chip-on-tip camera and allowing optimal 
visualization through the silicone  

Once the optical window is pressed against the heart tissue, 
the blood in front of the camera is displaced, thus allowing a 
clear view of the anatomy and providing direct visual 
guidance for delivering the occluder to repair the leak. Also, 
if PVL localization is difficult, saline solution can be injected 
through the working channel to improve the visibility.  

A pericardial bioprosthetic valve (Carpentier-Edwards 
PERIMOUNT Magna, Edwards Lifesciences) was used to 
replace the native aortic valve, while leaving space for 
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regurgitant flow between valve and aortic wall. Ex-vivo 
experiments were performed in pig hearts, with aortic PVL, 
to evaluate the ability of the cardioscope to visualize 
intracardiac structures. The surgical procedure requires a 
transapical access into the left ventricle of the heart, as shown 
in Fig. 3. 

III. RESULTS 
Ex-vivo testing was performed on porcine hearts submerged 

in a water tank to evaluate PVL localization and vascular 
plug deployment under cardioscopic imaging. The 
experiments have been performed first in clear saline, and 
then with porcine heparinized blood to mimic the real 
surgical scenario. 

Experiments in pig hearts filled with clear saline (Fig. 4) 
showed excellent visualization of all the structures and PVL 
location by the cardioscope, which allowed successful 
deployment of a vascular occluder. Fig. 5 shows the vascular 
plug occluding the PVL, after having removed the heart from 
water. 

During similar experiments using hearts filled with 
heparinized blood, cardioscopy provided clear images of 
cardiac anatomy in contact with the tip, including the aortic 
valve (Fig. 6a). Fig. 6b shows the advancing tool inside the 
working channel, while Fig. 6c, 6d show the assessment 
carried out after successful deployment of the closure device 
in blood, respectively without and with the help of a bolus of 
saline. As expected, it took more time (around 10 min) for 
the operator to locate the PVL and successfully repair it in 
blood than in clear fluid.  

IV. DISCUSSIONS AND CONCLUSION 

Within this study, a cardioscope with a distal silicone 
optical-window has been developed and successfully tested 
in ex-vivo experiments. The main purpose is optimizing PVL 
closure procedures in terms of enhancing the visibility of the 
anatomical structures thanks to high-resolution cardioscopic 
images. Direct visualization of occluding device deployment 
is also provided. Furthermore, the amount of fluoroscopy 
currently required to navigate and identify the leak should 
decrease. 

Ex-vivo tests demonstrate the ability of the cardioscope to 
visualize intracardiac structures and components of a 
prosthetic valve. Further optimization and experiments are 
underway for the delivery of an occluding device to repair a 
PVL. 

Future developments will be related to the design of a 
steerable cardioscope tip to deal with the issue of limited 
dexterity of current technologies, and to the in vivo testing of 
both rigid and steerable cardioscopes, in beating heart 
surgery. 
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Fig. 2.  Cardioscope tip. (a) Camera, LED, and working channel. (b) 

Vascular plug. (c) Beveled optical window. 
 

 
Fig. 3.  Schematic of transapical access for cardioscopically-guided PVL 

repair. 
 

 
 
 
 

 
Fig. 4.  Vascular plug deployment in clear saline. (a) Tool deployment. (b) 

Assessment of occluder position inside the defect 
 

 
Fig. 5.  Vascular plug checking from the outside. 

 

 
Fig. 6.  Vascular plug deployment in blood. (a) Clear view of the anatomical 
structures. (b) Tool deployment. (c) Tool checking. (d) Tool checking with a 

bolus of saline. 
 

 

Fig. 1.  Cardioscope for PVL repair. 
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Abstract—The goal of this study was to extract 
information about the strategies adopted by chronic 
stroke survivors compared to healthy subjects during 
reaching task in different environments. The 
experimental protocol aimed at evaluating muscles 
activity and kinematic parameters of both upper limbs. 
The experimental apparatus includes an impedance-
controlled planar manipulandum, an EMG acquisition 
device and a force sensor. Preliminary results suggest that 
stroke survivors adopt different strategies to control both 
arms, in terms of kinematic and muscle activation 
patterns, with respect to the healthy controls in dynamic 
environments conditions. 
Keywords—Kinematic, EMG, stroke survivors 

I. INTRODUCTION 
troke is one of the most prevalent causes of impairment 
in many countries and its incidence continues to rise [1]. 
Usually, motor impairments of the upper limbs cause 

functional limitations during activities of daily living [2]. 
Generally, a stroke results in motor damages mainly in the 
body side contralateral to the affected brain hemisphere. 
Often the ability to perform fine movements is replaced with 
the execution of stereotyped and less efficient movements, 
involving also the other side of the body. Although this 
movement reorganization may be successful in helping 
subjects to solve basic motor tasks, such strategies do not 
assure a normal movement execution. Previous studies 
suggest that stroke influences not only the performance of the 
contralesional, but also the ipsilesional side of the body with 
respect to the cerebral lesion [3]. 

This study aimed at evaluating the muscle activity and 
kinematic parameters of both “impaired” (I) and “less 
impaired” (LI) upper limbs in stroke survivors while they 
control their upper arm motion and/or forces under different 
environment conditions.  

 
II. MATERIAL AND METHODS 

A. Subjects 
Sixteen chronic stroke survivors (SS: 10 Male (M) and 6 
Female (F); 59±11 years old) and sixteen healthy subjects 
(HS: 10 M – 6 F; 60±11 years old) participated in the study, 
see Table I. The two groups are age and sex matched.  
We divided the stroke survivors depending on their affected 
side (nine with left hemiparesis and seven with right 
hemiparesis). The inclusion criteria for stroke survivors were: 
(i) chronic stroke (>1 year after stroke event), (ii) Modified 
Ashworth Scale Bohannon & Smith (MAS) ≤ 3 and (iii) 
mini-mental state examination ≥20 (moderate/mild cognitive 
impairment). The research conforms to the ethical standards 
of the 1964 Declaration of Helsinki, which protects research 

subjects and was approved by the ethics committee of ASL3 
Genovese. Each subject signed a consent form conforming to 
these guidelines.  
B. Experimental set-up and protocol 
Subjects were seated on a chair, in front of a computer screen 
and grasped the handle of a planar manipulandum [5] - 
characterized by low friction, low inertia, zero backslash, 
large elliptical workspace (80 × 40 cm) - or of a fixed force 
sensor (Gamma SI 13010, ATI Industrial Automation Inc.) 
see Fig.1 Panel A. Movements were restricted to the 
horizontal plane, with no influence of gravity. 
 The robot recorded the end-effector position and interactions 
forces during: (i) Reaching movements in free space (FS)- 
the subject’s hand moved freely with no presence of any 
force field; (ii) Reaching movements with assistive force 
(AF) - a force field attracted the subject’s hand towards the 
target (iii) Reaching movements with opposing force (SF) - a 
spring opposed the movement of the hand and (iv) Force 
trajectories in isometric conditions IF - the subject controlled 
the movement of a cursor applying forces in the isometric 
condition to a force sensor. 
Subjects were required to perform reaching movements 
toward 8 targets (14 cm or 10 N distance from the center) 
randomly presented five times each (40 center-out 
movements in total) for each condition. The cursor position 
was continuously displayed during the execution of the tasks. 
Muscle activity was recorded with surface electrodes for 
electromyography (EMG) using the CometaWavePlus 
system. The activities of the following 16 muscles of both 
arms were recorded: Biceps brachii long and short head, 
Triceps brachii long head and lateral, Brachioradialis, 
Extensor carpi radialis, Flexor carpi radialis, Pronator Teres, 
Trapezius, Latissimus Dorsi, Rhomboid Major, Anterior-
Middle-Posterior Deltoids, Infraspinatus, Pectoralis major. 
C. Data analysis 

Movement and force trajectories were sampled at 60 Hz 
and smoothed using a 6th

 order Savitzky–Golay filter (cut-off 
frequency ~11Hz), which was also used to estimate the 
subsequent time derivatives of the trajectory. For each 
movement, we computed the time elapsed between, 
respectively, movement onset (defined as the first time when 
the speed exceeded the10% of the maximum speed) and the 
time when speed reaches a max peak (acceleration duration) 
as well as the time between the peak speed and that the 
movement termination defined as the time of deceleration 
duration. We focused on the following performance 
indicators: Average speed, Acceleration/Deceleration 
duration, 300-ms aiming error Errore. L'origine 
iferimento non è stata trovata. and Jerk index Errore. 
L'origine riferimento non è stata trovata.. 
Repeated measures ANOVA was used to compare the 
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performance measures in all tasks, arms and targets’ 
directions. Effects were considered significant when p<0.05. 
Specifically, we ran a repeated measure ANOVA with 3 
between-subject factors: arm (impaired vs less impaired arm) 
and task (Free Space, Assistive Force and Spring Force); and 
one within-subject factor disease (healthy vs pathology). 
EMG signals were acquired at 2 kHz, band-pass filtered (30-
550 Hz), rectified, low-pass filtered (cut-off frequency of 20 
Hz), and then integrated over 25 ms intervals to obtain the 
EMG envelope time series. The EMG signals of each muscle 
were normalized with the median value obtained over all 
tasks: this normalization is robust against high-amplitude 
spikes arising from noise Errore. L'origine 
riferimento non è stata trovata.. Then, for each 
environment condition, we evaluated the Root Mean Square 
(RMS) of the signal Errore. L'origine riferimento 
non è stata trovata.. 

 TABLE I  TABLE I 
SUBJECT RECRUITED 

 
Sex Age 

(ys) 
PH E DD 

(ys) 
FMA 
(A-D) 

/66 

FMA 
(H) 
/12 

P01 F 40 R I 10 22 10 
P02 F 65 L H 16 42 7 
P03 F 64 L H 10 17 2 
P04 M 62 R H 3 14 3 
P05 M 67 L H 13 5 11 
P06 F 61 R I 7 21 12 
P07 M 57 L I 1 6 7 
P08 F 40 L I 11 9 1 
P09 M 61 L H 8 39 5 
P10 F 44 R I 12 18 12 
P11 M 67 L I 3 26 9 
P12 M 68 L H 2 40 12 
P13 M 68 R I 2 25 12 
P14 M 55 R I 2 20 5 
P15 M 78 R I 8 33 12 
P17 M 48 L I 1 19 7 

* Sex=Female/Male; PH=Paretic hand: (Right/Left); E=Etiology: 
Ischemic/Hemorrhagic; DD=disease duration (years); FMA= Fugl-Meyer 
Assessment (section motor function (A-D) and sensation (H) in upper limb). 
 

III. RESULTS 
All subjects were able to perform the dynamic tasks (FS, 

AF and SF) with both hands. Instead 10 out of 16 subjects 
were not able to perform the isometric force task with the I 
arm and 4 out of 16 were not able to perform this task even 
with the LI. For this reason here the statistical analysis is 
limited to the dynamic tasks. 

As we expected, all kinematic and EMG features of the 
movement of the stroke survivors differed significantly from 
the healthy subjects’ ones. Stroke survivors generated less 
straight and smooth trajectories compared to the healthy 
subjects, not only with the I arm, but also with the LI arm. 
The I arm had lower average speed with respect to the LI arm 
(p=0.004); but, interestingly, their LI arm was slower than the 
correspondent healthy subjects’ arm (p=0.03); see Fig.2 panel 
A. The duration of the deceleration phases confirmed these 
differences for the I and LI arms (p<0.001); Moreover, the 
phase of deceleration was longer in the LI arm respect to the 
correspondent healthy subjects’ arm (p<0.001), Fig. 2 panel 
B. Conversely, the acceleration phase of the LI arm was 
equal between healthy subjects and stroke survivors; but we 
observed a longer acceleration phase in the I arm respect to 
LI arm (p=0.02). The 300-ms aiming error showed that stroke 
survivors had more problems in planning the movements 
with the I arm than LI arm (p<0.001); see Fig.2 Panel C. 
Movements of the I arm were less smooth than the one of the 

LI side (p=0.0026). Also for the LI arm movement 
smoothness was lower (higher jerk index) in stroke survivors 
than in healthy subjects (p<0.001). In the assistive force tasks 
the LI arm performance become more similar to the ones of 
healthy subjects, probably because in this task subjects were 
helped by the assistive force of the robot.  

As for the EMG signals relative to the LI arm for left and 
right hemiparetic subjects, we noticed an important co-
contraction of biceps and triceps, especially in the upper 
directions during the execution of the free space and spring 
force task (Fig. 3). As we expected this result is more evident 
in the I arm. As for forearm muscles in the I arm, they used 
pronator in an abnormal way to reach targets that required the 
extension of the elbow against resistance. The trapezius and 
trunk muscles (infraspinatus and rhomboid) showed a similar 
feature: prolonged activation and different modulation only 
for I arm (Fig.4). 

IV. CONCLUSION 
The aim of this study was to characterize the abnormalities 

in terms of muscle activation and kinematic behavior during 
reaching tasks in different environments for a population of 
chronic stroke survivors. As expected, stroke survivors 
adopted different movement strategies and muscle activation 
patterns in controlling the impaired arm with respect to their 
less impaired arm and to the matched healthy controls. Most 
interesting, the performance of the LI side showed significant 
differences from the healthy subjects’ ones. Both arms had 
lower average speed, higher aiming error and a longer 
movement deceleration phase with respect to the 
correspondent arm of the healthy controls. The longer 
deceleration phase could be due to the need to correct for the 
greater 300-ms aiming errors in both LI and I arms. This 
error indicates difficulties in movement planning. In the 
impaired side we also observed various abnormalities in 
muscle activation patterns: prolonged activation, incorrect 
co-contractions of the biceps and triceps during arm 
extensions, abnormal shoulder/elbow muscle co-activation 
patterns.  
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Fig. 1  Panel A: Experimental set-up; Panel B: Speed profiles and trajectories of subject P01 with right paretic arm during the 
Free Space Task. 

Fig. 2  Average speed (A), deceleration duration (B) and 300-ms aiming error (C) during the free space (FS), assistive force (AF), 
spring force (SF) and isometric force IF tasks. Control subjects (C), subjects with right hemiparetic arm (R hemi) and subjects with 
left hemiparetic arm (L hemi) are shown with different colors. The darker colors represent the dominant arm for C and Less  
Impaired (LI) arm for stroke survivors while the light colors represent the non-dominant arm for C and the Impaired arm (I) for 
stroke survivors. The error bars correspond to the standard deviation of the indicators. 

Fig. 3 Activation of the Triceps (left panel) and Biceps (right panel) head long muscle of right arm during reaching movements in 
eight directions in the Spring Force task. The green line represents the control subjects and the red line the stroke survivors with 
left hemiparesis. Dotted lines represent the beginning of backward movements. 
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Fig 4 Activation of the Trapezius muscle during reaching movements in eight directions in the Spring Force task. The green line 
represents the control subjects and the red line the stroke survivors with left hemiparesis .The task was performed both with the 
left arm (left panel) and the right arm (right panel). Dotted lines represent the beginning of backward movements. 
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Abstract—This paper aims to find a mathematical 
relationship between electromyographic (EMG) and neural 
(ENG) signals recorded simultaneously on one amputee subject 
during the ENG control of a hand prosthesis. The EMG signal 
was processed with standard techniques while the neural signal 
processing steps involved the use of a moving average algorithm 
to evaluate the energy of the recording and an amplitude 
thresholding to detect action potentials inside the recording. 
This allowed generating a new signal extracted for the original 
neural one that accounts for both amplitude and temporal 
allocation of the spikes. A correlation analysis with the EMG 
envelope is then performed by means of a purposely defined 
parameter R. The proposed approach has been applied on little 
finger flexion and open hand tasks. A comparative analysis with 
the Pearson coefficient has been carried out.  

Keywords—EMG  signal, ENG signal, Upper-limb prosthesis. 

I. INTRODUCTION 
MG extraction is a non-invasive process and is generally 
well-tolerated by the patients. To date, it is the most 

robust and accurate way for controlling upper-limb 
prostheses [1]. In combination with pattern recognition 
techniques, it is possible to discriminate up to 11 gestures, 
although the classification error is still too high [2]. 

EMG-based prosthesis control has the main limitation of 
not providing the amputees with sensory feedback, 
paramount to enhance the performance of the amputee in 
grasping tasks [4].  

Recently [4][5][6], through neural electrodes it is possible 
to return a sensory feedback by stimulating the Peripheral 
Nervous System (PNS) and activating the sensory fascicles 
within the nerves.  

Neural electrodes can be used not only to stimulate but also 
to record neural activity. In [7], the ENG signals recorded 
from the PNS were used to control a hand prosthesis, thus 
providing one of the first feasibility study on that and 
implicitly showing that the EMG signals can be regarded as 
the expression of the ENG ones. However, to our knowledge, 
no study has been carried out on the relationship between 
EMG and ENG signals in amputee subjects controlling a 
hand prosthesis. Hence, this work intends to investigate such 
a relationship by simultaneously analysing the features of the 
neural recordings, such as the amplitude of the action 
potentials (AP) or the interspike interval (ISI), and the 
envelope of EMG signals. 

II. MATERIALS AND METHODS 

A. Signal acquisition, processing and spike detection 
Data were acquired during the experimentation reported in 

[7] where intraneural electrodes (tf-LIFE4) were implanted 

on the median and the ulnar nerve of male trans-radial 
amputee. Clinical trials wanted to assess the use of the ENG 
signals to control a hand prosthesis.  

EMG signal was recorded by surface electrodes, sampled at 
48 kHz and amplified with a gain factor of 5000. , the raw 
EMG was filtered with a 4th order passband Butterworth IIR 
filter between 50 Hz and 450 Hz [8]. The recording, then, 
was rectified and lowpass filtered to compute the envelope of 
the EMG. The filter was modeled as a 2nd order Butterworth 
IIR filter. The cut-off frequency was 50 Hz.  

ENG signals were recorded with intraneural electrodes (tf-
LIFE4 [7]) at a sampling rate of 48 kHz and amplified by a 
factor of 10000. The raw ENG signal was filtered with an 
elliptic IIR [9] passband filter between 500 Hz and 7000 Hz 
to retain only the useful components of the recording [10]. In 
Fig. 1 an ENG signal and the related EMG signal recorded 
during the little finger flexion task are shown. In this study 
the open hand and little finger flexion recordings were used.  

One typical approach for ENG signal processing consists of 
adopting amplitude thresholds to identify the outliers of the 
signal [11]. The threshold is evaluated as N times the value of 
the standard deviation (SD) of a pure noise recording.  

An efficient method to improve the performance of the 
detection algorithms consists in evaluating the energy of the 
registration by means of a moving window [12]. Energy E[i] 
of a neural recording can be computed as  

 

𝐸𝐸 𝑖𝑖 =  
1
𝑊𝑊

𝑥𝑥! − 𝑥𝑥! !

!!!!

!!!!

                             (1) 

where x represents the neural recording, W is the width of 
the window and xM is the mean of the signal within the 
window.  

An amplitude threshold applied on the outcome signal E[i] 
has been used to detect the action potentials. In particular, W 
has been set to 120, N to 9 and the SD has been computed by 
means of the Mean Absolute Deviation (MAD) [13]. 

Signal processing was performed in Matlab in a Macintosh 
environment.  

B. Relation between EMG and ENG 
Muscle activity is the expression of the intention of the 

subject to execute a certain movement. Before producing the 
muscular contraction, the information is given to the fibers 
through the Peripheral Nervous System (PNS). To relate 
EMG envelope and ENG signals, once amplitudes and 
occurrence of the spikes in the ENG signal have been found 
by means of the detection algorithm, the following parameter 

Relationship between Neural and Muscular 
Recordings during Hand Control 
E. Noce1, L. Zollo1, A. Davalli2, R. Sacchetti2 and E. Guglielmelli1 
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is computed  
 

𝐹𝐹 𝑖𝑖 =  
𝛼𝛼𝐴𝐴!!! + 𝛽𝛽𝐴𝐴!

2
 𝑒𝑒!

!!!!
!!                           (2) 

where α≤1 and β≤1 are two weight factors and Ai and Oi 
are the amplitude and the time bin of the i-th action 
potentials. 

In order to verify if F and the EMG envelope are 
correlated, the parameter R is introduced. It is expressed as 

 

𝑅𝑅 𝛼𝛼, 𝛽𝛽 =
𝐴𝐴!

𝐴𝐴!"#
                                      (3) 

 
where AF is the area under the curve identified by F when 

α and β are varied and AEMG is the area under the EMG 
signal. For comparison purposes, also Pearson coefficient 
between the two curves, i.e. F and the EMG, has been 
computed. 

By analogy with R, also the Pearson coefficient will be 
evaluated as a function of α and β. 

III. RESULTS AND DISCUSSION 
The action potentials in the neural recording are extracted 

to compute parameter F. Since the amplitude of the neural 
signal is one order of magnitude lower than the EMG one, 
parameter F is multiplied by 2 times the mean of the 
electromyographic signal and then biased by the mean of the 
EMG signal. 

The results of the parameter R and the Pearson coefficient 
are reported in Fig. 2. From the data reported, it emerges that 
there is not a unique solution (i.e. a unique pair (α,β)) that 
clearly maximizes  parameter R. As for the Pearson 
coefficient, the best value of the R is ideally 1. Hence, the 
best pair (α,β) is searched for. In both the little finger and 
open hand tasks, the best results are obtained when the sum 
of α and β is 0.9 giving a restricted range of possibilities.  

The highest correlation between the EMG envelope of the 
little finger movement and the Pearson coefficient is obtained 
when α and β are respectively 0.1 and 1.0. The Pearson 
coefficient, however, is low (i.e. 0.157). As clearly visible in 
Fig. 3, the EMG envelope shows its oscillating nature while 
the R parameter does not exhibit the same trend. This may 
justify the low results obtained with the Pearson coefficient. 
The capability of F to follow the trend of the EMG envelope 
is shown in Fig. 3. In it two cases are reported where F has 
been evaluated with different pairs (α, β). Both of them well 
overlap the EMG envelope, as also confirmed by  parameter 
R equal to 0.954 (red line) and 1.048, respectively (yellow 
line).  

R seems to be an efficient parameter to compare the EMG 
signals with the ENG ones. The neural signal and the 
myoelectric signal are simultaneous, as it can be easily seen 
in Fig. 1, revealing a high temporal correlation. But such a 
correlation can be also found from the features of the neural 
signal, since the neural activity drives somehow the muscle 
activity. Thus, the amplitude of the action potentials and the  
firing rate seem to be a valid tool to relate the ENG with the 
EMG  

IV. CONCLUSION 
In this study, a simple mathematical relationship between 

EMG and ENG signals has been investigated by means of a 
new parameter F computed by the amplitude and the 
occurrences of the action potentials and by the ratio R 
between the area under F and the EMG envelope.  

The proposed method allows relating the envelope of the 
muscle activity with the amplitude and the occurrence of the 
spike of the neural recording with a correlation value of 
1.017 and 0.995 for the open hand and little finger flexion 
movement, respectively. These results can be helpful in 
developing algorithms and systems that use ENGs as the 
main information. The relation can be further studied and 
improved to better relate the muscle and the neural activity, 
enhancing its robustness and usability. 
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Figure 1. EMG signal (in blue) and ENG signal (in red) recorded 
simultaneously when the patient was asked to move the little finger of his 
phantom limb. 

 

 
Figure 2. Results of the R and the Pearson coefficient for the little finger (a-
b) and open hand recording (c-d). 

 
 

 
Figure 3. Effects of the parameter α and β on the parameter 
F. 
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Abstract— In this work we present the design of a surgical 
positioning system for handling and orienting a cannula for 
Minimally Invasive Spine Surgery (MISS), keeping a fixed 
remote center of motion. The proposed system guides the 
percutaneous and transpedicular insertion of a cannula into the 
intervertebral space using a few fluoroscopic images. A 
dedicated software computes joint angles of the positioning 
system starting from a planned route, traced by the surgeon 
through a Graphical User Interface.  
Keywords—Technology for assisted surgery and diagnosis; 
Image and model-guided interventions; Surgical navigation and 
robotics 

I. INTRODUCTION 
ver the past decades many robotic systems have been 
developed to allow effective surgical procedures and to 

provide assistance to surgeons. Robot-assisted MISS has the 
potential of improving surgical outcomes thanks to an 
increased accuracy in the preparation of bone surfaces, better 
reliability and reproducibility of results, and greater spatial 
precision [1]-[5]. Furthermore, the combined use of surgical 
navigation systems and robotic manipulators can reduce the 
X-ray exposure and the related biological damages.  

In surgical practice fluoroscopy is widely used as a support 
to navigation. Fluoroscopy allows the construction of an 
intra-operative map following the principles of stereotactic 
surgery. In particular, C-arm fluoroscopes are widely used in 
orthopaedic procedures.  

In this work we describe the design of a new Surgical 
Positioning System (SPS) to support spine surgeons in MISS 
to treat degenerative intervertebral disc diseases. This 
procedure entails an access to the intervertebral space 
through a transpedicular route and can be performed 
percutaneously, overcoming the disadvantages of open 
surgery [6]-[8]. 

 The surgeon using a k-wire establishes an access to the 
intervertebral disc space by drilling the bone of the vertebra. 
Nowadays this action is performed manually by the surgeon 
and the proper positioning of the k-wire is verified by 
acquiring several antero-posterior and medio-lateral 
fluoroscopic images taken during the drilling procedure, thus 
exposing the patient to a high dose of radiations. Once the 
vertebra has been drilled up to the disc endplate, biological 
materials are delivered into the IVD by using a needle. 

To this aim it is necessary to orient a cannula to guide the 

bone (vertebra) driller along a planned route, for creating the 
access to the intervertebral disc through the vertebral pedicle. 
The system that we present includes i) a software for the 
identification of the target cannula orientation, starting from a 
desired insertion point and a pre-planned insertion direction, 
and ii) a Mechanical Positioning Device (MPD) capable of 
handling the cannula and orienting it as required. Starting 
from two perpendicular fluoroscopic images, the software 
assists the surgeon in planning a safe route to reach the 
intervertebral space preserving neural structures. 

II. DESIGN OF THE POSITIONING SYSTEM 

A. SPS requirement  
In order to treat the intervertebral disc degeneration a new 

transpedicular approach has been proposed in [6]-[8]. To 
support this surgical procedure, the SPS should be 
compatible with the space available in the operating area and 
with the equipment used during surgery, such as the C-arm 
fluoroscope, and it should be anchored to a single side of the 
operating table. The C-Arm fluoroscope should provide two 
perpendicular images to a software that support the surgeon 
in planning the transpedicular route. The SPS includes a 
MPD, which supports and orients the cannula and whose 
passive joints are manually locked by the surgeon into the 
configuration computed by the software. The complete 
surgical procedure is described in Fig. 1. 

B. Kinematic structure of the MPD 
The kinematic architecture of the MPD is depicted in Fig. 

2. It includes: i) a linear 3-DoFs Cartesian stage, that can be 
anchored to the lateral bars of the operating table (prismatic 
joints are indicated with di) for the initial rough positioning of 
the tool before the subsequent fine orientation adjustment; ii) 
a Planar Double Parallelogram (PDP) with 1-DoF Remote 
Center of Motion (RCM), as further detailed in Fig. 2, that, in 
combination with the additional rotary joint j1, orients the 
cannula around two rotation axes. The whole system, 
composed by the Cartesian stage and the PDP mechanism, is 
positioned on one side of the operating table and allows 5 
DoFs overall. 

C. Software for orientation reconstruction 
The cannula placement is reconstructed from its projections 

on two orthogonal planes.  

A novel positioning system for surgical 
cannulae insertion procedure in spine surgery 
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The orientation problem can be described considering the 
global reference frame x-y-z as reported in Fig 3. In 
particular: i) the y axis is directed towards the longitudinal 
axis of the patient, that is prone on the operating table; ii) the 
PDP lies on a plane perpendicular to the sagittal one; iii) the 
C-arm lies on a plane parallel to the axial one and it can be 
rotated around an axis parallel to the y one to obtain two 
perpendicular images that represent the projections on the 
frontal and sagittal planes (antero-posterior and medio-lateral 
views, respectively). Starting from the two fluoroscopic 
images (Fig. 3) the software can calculate the angles of the 
rotary joints of the SPS, θ1 and θ2 in Fig. 2, for a desired 
orientation of the cannula. Specifically, it can reconstruct the 
three orientation angles of an arbitrarily oriented segment 
(cannula) in the Cartesian reference frame, α, β and γ, and 
then the MDP configuration simply results from the intrinsic 
construction of the problem: θ1≡β and θ2≡ π-α. The software 
has been implemented in MATLAB (Mathworks, Natick 
MA, USA). 

With reference to Fig. 3; it is possible to identify the tip of 
the cannula (point P2) and its other visible extremity (point 
P1) and their projections. Hence, the reconstructed segment 
𝑃𝑃!𝑃𝑃! has the same spatial orientation of the cannula (see link 
a6 in Fig. 2); its direction is represented by the vector 
𝑟𝑟 = [𝑥𝑥! − 𝑥𝑥!; 𝑦𝑦! − 𝑦𝑦!; 𝑧𝑧! − 𝑧𝑧!] and the inclination angles α, 
β and γ can be calculated through the inverse relation of the 
direction cosines. The orientation planning can be then 
divided in the following steps: 
a) The surgeon identifies the tip of the cannula (red points on 

Fig. 4.A) on the sagittal and frontal projections through a 
GUI. These points must have a common y* coordinate. If 
during the images acquisition the C-arm is inadvertently 
moved from its position in the x-y plane the software can 
perform a calibration/correction procedure for matching 
the y coordinates of the two projections. The offset 
calculation is done by evaluating yoff = y2-y1 so that the 
images have the same reference frame. 

b) The surgeon chooses the desired access points to the IVD 
space on the frontal projection, which has coordinates xa, 
ya (blue point in frontal projection of Fig. 4.B). The 
software draws a straight line (y= ya) on the sagittal view 
in y-z plane (Fig. 4.B), along which the surgeon has to 
select the access point in the sagittal view (blue point in 
sagittal projection of Fig. 4.B). 

c) The software plots on both images a line representing the 
transpedicular route (yellow straight lines in Fig. 4.C) so 
that the surgeon can visualize and analyze the planned 
route. If it does not meet the safety requirements for the 
patient (e.g. it is too close to nervous structures) the 
surgeon can redefine a new route. 

d) When the surgeon has fixed the planned route then the 
software gives as output the values of the joint angles 
needed to adjust the configuration of the MPD (θ1 and θ2). 

III. DISCUSSION AND CONCLUSION 
This work presented the design a surgical positioning 

system for handling and orienting a cannula for MISS; a 
mechanical support can be regulated based on the pre-
planning of the cannula insertion route through fluoroscopic 
images. 

The insertion planning, starting from the identification of 
the insertion point and of the desired orientation of the 
cannula, is simply based on the information coming from two 
perpendicular images (antero-posterior and medio-lateral 
views) acquired though a C-arm fluoroscope. This approach 
minimizes the radiation dose administered to the subject 
since fluoroscopic images have not to be acquired through 
the whole insertion procedure but only at its beginning, to 
identify the access point, and at its end, to verify the 
correctness of the cannula orientation.  

The presented solution provides an adjustable RCM in a 
compact design that does not interfere with the presence of 
other instruments in the surgical space. Since the insertion 
procedure is only based on the use of a C-arm, which is 
commonly available in surgical rooms, and since the SPS is 
designed to be connected to standard operating tables, a wide 
potential widespread of the system is expected. 

Moreover, the simple kinematic structure directly maps 
one-to-one the orientation of the cannula with the rotation of 
the joints of the positioning system thus avoiding the need for 
calculating inverse kinematics to adjust the structure 
configuration given a desired insertion route. 

The proposed SPS is potentially usable for different spine 
surgical procedures such as percutaneous transpedicular 
screw fixation in MISS. Finally, the presented system is 
suitable to be provided with actuated joints in order to allow 
a quicker positioning, thus shortening the duration of the 
preoperative phase. In particular, the adoption of actuators 
with intrinsic elasticity [9]-[10] would allow to safely cope 
with small vertebrae motion, e.g. caused by breathing. 
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Fig. 1.  Block diagram of the surgical procedure. 1: Percutaneous access of the cannula; 2: Orientation planning; 3: 
Adjustment of the MPD. 

                         
Fig. 2. Left: Kinematic structure of the proposed 5-DoFs MPD. Rotary joints ji (i=2,…,8) implement a planar double 
parallelogram for the orientation of the cannula in the sagittal plane while joint ji is added to regulate the orientation in the 
axial plane (see also Fig. 3). Prismatic joints di (i=1,…,3) are added for the initial rough position regulation of the tool 
before the final fine adjustment. The ground indicates the operating table on which the positioning system is connected. 
Right: Kinematic representation of the PDP mechanism plus the additional rotary joint ji which are combined to orient the 
cannula in the sagittal plane (angle β) and in the axial plane (angle α). 

                    
Fig. 3. Left: Schematic representation of the cannula orientation (segment 𝑃𝑃1𝑃𝑃2 in light blu) starting from the desired 
placement (red) identified by the surgeon on the antero-posterior view (frontal plane) and medio-lateral view (sagittal 
plane). Right: Reference anatomical planes and cannula orientation angles, α, β and γ, with respect to the global reference 
frame. The angles θ1 and θ2 represent the joint angles of the MPD. 

 

 

 
Fig. 4. Orientation planning: A) Identification of the current position of the cannula tip (red points). B) Identification of the 
desired final position of the cannula tip (blue point). C) Planned insertion direction (yellow line). 

A) 
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Abstract—Systematic analysis of the mechanisms of physical 
human-human interaction (pHHI) requires adequate 
computational modelling framework. Recently differential game 
theory models - a multi-agent counterpart of optimal control - 
have been used to analyse sensorimotor collaborative strategies.  
A task can be defined by a pair of quadratic cost functionals 
(one per partner). The ‘plant’ is constituted by the two partners’ 
body dynamics plus their mechanical links (if any).  Every 
partner has his/her own sensory system. In analogy with single-
agent dynamics, we assume that each partner maintains an 
internal model or state observer of own and partner’s dynamics. 
The framework naturally incorporates the effects of noisy or 
incomplete sensory information about own body state. Different 
interaction strategies can be simulated, ranging from ‘optimal’ 
collaboration (Nash equilibrium) to no collaboration (two 
separate LQG controllers). We compared the model predictions 
with an experimental scenario in which two partners have 
partly conflicting goals – a reaching task with different via-
points. This framework also reproduces behaviours – like 
‘slacking’- that are typical of the robot-human interaction in 
robot-assisted adaptation or rehabilitation trials.   
Keywords—game theory, physical human-human interaction, 

LQG, Nash equilibrium. 

I. INTRODUCTION 
ENSORY motor interaction between two humans  have 
important implications in many tasks of daily living. We 

interact with peers in most actions, it is challenging new field 
of research. The mechanisms of sensorimotor interaction 
between two humans are currently little understood and are 
the basis for the development of collaborative strategies that 
are common in everyday life. This is important in the design 
of robots that interact with humans. Another important 
clinical implication is to study motor interaction with another 
person in individuals with Autism Spectrum Disorder [1].  

Computational models are widely used to study the 
dynamics of biological movements. Recently studies have 
focused on motor interaction between two agents that were 
physically connected (a dyad) and had a common goal [2]–
[4]. ‘Motor’ versions of classical non-cooperative games like 
the prisoner’s dilemma, rope pulling etc. [5], signalling 
games [6], have been used to study optimal strategies 
developed by dyads. These applications used a differential 
game theory-based modelling framework to interpret the 
observed behaviours.  

When partners have different goals, they can negotiate a 
collaborative strategy if they have perfect knowledge of their 
respective target and their partner’s intention. It is unclear 
how the development of collaborative strategy is affected by 
incomplete or unreliable information about their partners’ 
intention and current state.  

Here we outline a modelling framework based on 
differential game theory to study the development of 
collaborative strategies for some aspects of movement 
control between partners in a dyad. 
 

II. MATERIALS AND METHODS 

A. Dynamic model 

The purpose of simulations was to characterize an ideal 
scenario, in which both partners know everything about the 
plant, about their task and that of the partner, but they 
autonomously determine their actions. This optimal solution 
within this non-cooperative scenario is a so-called Nash 
equilibrium [7] - a situation in which each partner cannot 
decrease his cost by unilaterally changing his own strategy. 
Differential game theory predicts that in determining his/her 
control strategy, each agent must infer what the other partner 
intends to do. In other words, it must establish a model of the 
partner controller. To simulate dyad movements, we 
approximated the plant dynamics as a two-point mass 
connected by a spring: 
 
      𝑀𝑀!𝑝𝑝! =  𝑓𝑓! + 𝑘𝑘 𝑝𝑝!! − 𝑝𝑝! − 𝑏𝑏𝑝𝑝!    
 
where 𝑝𝑝! 𝑡𝑡  is the hand position vector of agent i, (with –i 
being its partner), 𝑀𝑀! is the arm’s inertia matrix and fi(t) is the 
muscle-generated force vector, all expressed in the Cartesian 
space, for agent i, i =1,2. 
 Realistic values for the inertia matrices were calculated 
from estimates of arm configuration at the center of the 
workspace, arm geometry and body mass for each individual 
subjects. Mass and moments of inertia of arm and forearm, 
and positions of their center of mass were taken from 
normative data [8]. We modelled the dynamics of muscle 
force generation as second order system with τ=40 ms: 
τ 2 !!f1 + 2τ !f1 + f1 = u1
τ 2 !!f2 + 2τ !f2 + f2 = u2

 

 
Where u1(t) and u2(t) are the muscle activations. Defining the 
state vector as: 

[ ]Tffffppppx 22112211
!!!!=   

 
and discretizing, the state-space equation takes the form:  

 
x(t +1) = Ax(t)+B1 u1(t)+w1(t)[ ]+B2 u2 (t)+w2 (t)[ ]  
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where w1(t) and w2(t) denote motor command noise for each 
of the partners. We also assume that each partner has a 
sensory system: 
yi (t) =Cx(t)+ vi (t)  
where vi(t) is sensory noise for partner i. As both partners 
have incomplete information about the state, they need to use 
a state observer in order to estimate plant state, so two 
separate state estimates are available. 
The task can be defined by a pair of quadratic cost 
functionals J1[u1,u2] and J2[u1,u2]. 

B. Feedback controllers and state observers 
The strategy of interaction is specified by a pair of feedback 
controllers (one per partner). We assume that each partner 
has a feedback controller of the type: 
 
 ui(t) = -Li(t) x(t)   
 
The possible strategy outcomes can be studied in terms of 
two possibilities:  
 

1) Collaborative: Game theoretic controller 
Under the differential game theoretic framework, the motor 
control system of dyad is modelled as a dual feedback 
controller block schematic as shown in Fig 1. In this system 
the controllers of respective subjects’ compute to achieve a 
goal given in its environment that minimise the quadratic cost 
incurred by the dyad plant. This requires each agent has 
perfect knowledge of plant and the both partners’ cost 
functions (see Fig 2). 

 
2) Non-collaborative: Linear Quadratic Gaussian 
(LQG) controller 

Lack of collaboration can be modelled through two separate 
LQG controllers. In this case in addition to plant dynamics, 
each agent only needs to know his own cost function. 

III. RESULTS 

A. Case study: reaching task with different via-points 
To substantiate our hypothesis of tendency of collaboration 

with respect to subjects’ uncertainty about the goals of their 
partner, we consider an example illustrated in Fig. 3, were 
two partners have partly conflicting goals in a shared motor 
task. Subjects were supposed to make reaching movements 
such that he/she has to pass a via-point and to reach the target 
at a pre-specified time, but location of via-points are different 
for each partners. While doing the task the two partners were 
mechanically connected through a virtual spring simulated 
through the robotic interface (see Fig. 3). The task was 
defined by the following cost functional (i=1,2): 
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The first two terms enforce stopping on target at the end of 
the movement. The third term reflects the requirement to pass 
through the via-point. The fourth term accounts for 
minimizing the distance between agents throughout the 

movement. The last term penalizes the effort incurred in the 
action by the corresponding subject. 

B. Model predictions 
We looked at the model predictions contrasting the two 

situations: (i) Collaborative: the two subjects establish an 
optimal form of cooperation (Nash equilibrium); (ii) Non-
collaborative: the two subjects plan their movements by 
accounting for the dyad dynamics but ignoring each other, 
i.e. each partner treats the other as noise; see Fig 4.  

IV. DISCUSSION AND CONCLUSIONS 
We introduced a modelling framework to analyse human-
human sensory motor collaborative strategies, where the task 
and interacting subjects’ constraints are described by a pair of 
cost function. In our specific example, simulation results 
demonstrate that the model forms predicts that optimal 
collaboration between partners (Nash equilibrium) is 
characterized by overlapping paths, approximately same 
crossing times at both via points and near-zero interaction 
forces. In contrast, in the LQG model the overlap between 
paths is incomplete and each partner crosses their partner’s 
via point with a significant delay. Also, the interaction forces 
suggest that partners switch between leader-follower roles 
during movements (Fig. 4.A).  
The simulations suggest that different ‘roles’ during an 
interaction can be predicted by the interaction modality. In 
principle, this same framework could be used to investigate 
the patient-therapist or patient-robot interaction in 
neuromotor rehabilitation. In particular, it may explain 
‘slacking’- a distinctive observation in human-robot or robot-
assisted rehabilitation in which voluntary control diminishes 
over trials when assistance keeps the errors low. 
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Fig 3. Dyad haptic experiment setup and task  

Fig 1. Feedback control system for dyad dynamics  

Fig 2. Nash equilibrium incurred by game theoretic controller 
and (green point). Equilibrium incurred by LQG controllers 
(violet point). 

Fig 4. A, model predicted trajectories in two conditions; 
LQG(left), Nash(right). B, via-point crossing times vs distance 
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Abstract—In this paper, a novel exoskeleton for shoulder and 
elbow rehabilitation is presented. The robot (NESM) has four 
active degrees of freedom, allowing the shoulder 
flexion/extension, adduction/abduction and intra/extra rotation, 
and the elbow flexion/extension. Each of the active joints is 
provided with a series elastic actuation unit, which enables both 
position and torque control, and ensures a safe physical human-
robot interface. Eight passive degrees of freedom allow the 
exoskeleton joints to self-align with the anatomical joint axes, in 
order to avoid delivering undesired loads to the articulations.  
Keywords—Arm Exoskeleton, Robotic Rehabilitation, Series 

Elastic Actuators 

I. INTRODUCTION 
obots have recently seen a notable increase in their 
applications in medical field, especially as wearable 

devices for rehabilitation and assistance, with the aim to help 
people suffering from motion impairments to improve their 
quality of life [1]. The general trend of modern clinical 
rehabilitation suggests the employment of a robotic device, 
provided with many sensors able to register a large amount of 
quantitative data, to allow the physician a more objective and 
repeatable evaluation of the patient's condition [2]. Although 
there is still no consensus about the effectiveness of robot-
aided therapy with respect to conventional physical therapy 
[3], a robotic system gives the possibility to employ the long, 
repetitive and sometimes-strenuous rehabilitation sessions 
reducing the burden for the therapist, as well as the time and 
cost of the therapy [4]. Robotic devices for rehabilitation can 
be divided into three main architectures, depending on their 
physical human-robot interface (p-HRI): first, end-point 
manipulators interface with the user only at the end-effector 
(e.g. MIT-MANUS [5]); second, cable suspension devices 
actuate the attached part by means of hanging cables (e.g. 
DIEGO® [6]); third, powered exoskeletons consist of a series 
of rigid links running parallel to the human body segments, 
replicating their kinematic structure (e.g. NEUROExos [7], 
Armeo®Power by Hocoma). The advantage of exoskeletons 
over the first two architectures is the possibility to mobilize 
each joint independently, activating specific muscular groups 
at the same time similarly to the natural movement. Indeed, it 
is well known that retaining the natural muscular synergies 
leads to a more beneficial therapy [8]. The use of an 
exoskeleton implies a close physical interaction with the 
human user. A p-HRI must be realized to meet often-
contrasting requirements, such as lightness and robustness, 
safety and high power transmission, comfort and tight fitting, 
to execute the movement in the most accurate way, without 
harming the user [9]. A common solution is to provide the 

robot with additional passive degrees of freedom (DOFs), so 
that the exoskeleton joint and the respective human joint axes 
are always aligned and no parasitic load is transferred to the 
articulations [10]. NESM (Fig. 1) is a powered exoskeleton 
for shoulder and elbow rehabilitation, designed to meet the 
above-mentioned requirements. The main novelty with 
respect to other exoskeleton devices is the employment of 
compliant actuation units, namely series elastic actuators 
(SEA), for each active joint. They are realized with a motor 
and a custom spring arranged in series, enabling the direct 
measurement of the applied torque and enhancing the safety 
for the user, who interfaces with a compliant, elastic element 
(the spring) instead of a rigid one. In the following sections, 
the description of the device and preliminary experimental 
data for the validation of the position controller are presented. 

II. SYSTEM DESCRIPTION 

A. Mechanical structure 
The NESM kinematic chain consists of four active 

rotational joints enabling the shoulder abduction/adduction 
(sA/A), the shoulder flexion/extension (sF/E), the shoulder 
intra/extra rotation (sI/E), and the elbow flexion/extension 
(eF/E). Each actuation unit employs a brushless DC motor, a 
reduction stage and a custom torsional spring equipped with 
two absolute encoders, one at each of the two sides. The 
device has a modular structure with three main blocks, each 
bearing its own actuation units. The first, namely the 
shoulder section (Fig. 1 - green contour), comprises drivers 
and actuators for sA/A and sF/E. It is composed of an L-
shape aluminium flange, which encompasses the user's 
shoulder leaving the actuators behind. Since the two units are 
placed next to each other, a cable and pulley mechanism is 
employed to allow the rotation around two perpendicular 
axes. In particular, two idle pulleys at the corner of the "L" 
route the cables from the sF/E driver carter to the s/FE 
actuation pulley, placed on the lateral side. Each actuation 
unit can supply a maximum torque of 60 N·m. The second, 
i.e. the arm section (Fig. 1 - blue contour), is dedicated to the 
sI/E joint. The core structure comprises two hemi-cylindrical 
shells rotating one around the other and both around a 
common axis, perpendicular to both sF/E and sA/A axes. The 
relative motion is achieved through an external linkage 
composed of two articulated parallelograms, which transmit 
the motion to the arm cuff by means of two capstan pulleys, 
rolling one to the surface of the other. Finally, the elbow 
section (Fig 1 - red contour) includes the elbow joint. The 
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actuator lies perpendicular to the elbow axis and the motion 
is achieved by means of two bevel gears with perpendicular 
axes. Both eF/E and sI/E actuators can deliver a torque up to 
30 N·m. Moreover, the robot is provided with eight passive 
degrees of freedom, allowing the self-alignment with the 
human joint axes. Three of them are embedded within the 
vertical stand of the support structure, to allow shoulder 
elevation/depression, retraction/protraction and the rotation 
of the exoskeleton around a vertical axis. A bar linkage 
connects the exoskeleton to the human's trunk support and is 
endowed with four passive DOFs (a rotational one, for the 
robot side, and a ball joint for the user side) to leave the 
scapular motion free during the shoulder 
adduction/abduction. Finally, a slider allows the translation 
of the elbow axis along the forward/backward direction. In 
addition, five size regulation have been designed to adapt the 
height and orientation of the support structure, as well as the 
arm and forearm cuffs, to different body sizes.  

B. Control system 
The control system runs on a sbRIO-9636 (National 

Instrument, Austin, Texas, US) and has a hierarchical 
architecture. The high-level control layer runs at 100 Hz on a 
real-time processing unit, while the low-level control runs at 
1 kHz on a field programmable gate array (FPGA). Two low-
level control strategies have been implemented. The position 
control is used for the passive mobilization of the user's arm, 
commanding each joint to follow a predefined reference 
trajectory. When the user has some residual motion 
capabilities, the torque control can be used to assist the 
movement or to let the user completely free to move. Both 
the controllers rely on PID regulators, operating on the error 
between the reference value (i.e. joint angle or torque) and 
the measured variable. It is worth to notice that the torque 
control is possible thanks to the series elastic actuators: the 
two absolute encoders measure the deformation of the spring 
at both sides and, being the stiffness known, the resulting 
torque can be calculated and controlled in closed loop. 
Moreover, an algorithm for gravity compensation running in 
real-time has been implemented when the device is in torque 
control. The torque due to the action of the gravity in each 
joint is estimated in static condition, according to the joints 
configuration, so that the SEA units can provide the 
compensatory torque to cancel it. Under gravity 
compensation, when the device is used in transparent mode 
(i.e. zero torque) the output impedance can be reduced to a 
nearly-zero value.   

III. PRELIMINARY EXPERIMENTAL VALIDATION 
A preliminary experimental validation has been carried out 

to evaluate the performance of the position controller. Two 
weights of 1.5 kg were attached to the arm and forearm cuffs, 
to simulate the average inertia of a human limb. Forty 
sinusoidal inputs (frequency = 0.4 Hz, amplitude = 10 deg) 
were commanded simultaneously as a reference position to 
each joint and root-mean-square error (RMSE) was 
calculated to evaluate the tracking capability of the controller. 
As shown in Fig. 2, the measured outputs present no 
overshoots. RMSE was 1.23 deg for sA/A, 1.06 deg for sF/E, 

0.73 deg for sI/E and 0.98 deg for eF/E. Sinusoidal inputs 
were preferred over step inputs, since in a typical 
rehabilitation task the movements must be as smooth as 
possible, without any abrupt changes. 

IV. CONCLUSIONS 
In this paper, a novel shoulder-elbow exoskeleton with self-

aligning mechanisms and compliant actuation units has been 
presented, together with a preliminary experimental 
evaluation of the implemented position controller. The use of 
SEAs allowing to implement both position and torque control 
strategies opens the way to different scenarios for 
rehabilitation. Indeed, the device can be used at different 
stages of the rehabilitation process, from the very beginning 
where passive mobilization is required, to the late phase, 
where the user has regained some motion capabilities and the 
robot can provide only a certain amount of assistance needed 
to achieve the movement. Finally, different biosignals such as 
EMG or EEG can be exploited to detect user's intention and 
trigger the robot movement, thus broadening the possibilities 
for control strategy. 
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Fig. 2.  Sinusoidal joint angle inputs with 10 deg of amplitude and 0.4 Hz frequency for the position control: reference trajectory (blue) and measured 
joint angles (red).  

 
 

Fig. 1.  Lateral view of the exoskeleton with the modular architecture: shoulder section (green contour), arm section (blue contour) and elbow section (red 
contour). 
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Abstract—The `red-green' pathway of the retina is classically 
recognized as one of the retinal mechanisms allowing humans to 
gather colour information from light, by combining information 
from L-cones and M-cones in an opponent way. In this paper, 
we simulate the red-green opponency process and we integrate 
this model within a visual tracking controller implemented as a 
spiking neural network to guide eye movements in a humanoid 
robot. Tests conducted in the Neurorobotics Platform confirm 
the effectiveness of the whole approach. This work is the first 
step towards a bio-inspired smooth pursuit model embedding a 
retina model using spiking neural networks. 
Keywords—retinal vision, bioinspired controllers, spiking 

neural networks, humanoid robotics. 

I. INTRODUCTION 
NE of the most important characteristics of the 

primate visual system is represented by the space-
variant resolution retina with a high-resolution fovea that 
offers considerable advantages for a detailed analysis of 
visual objects. Even if in the retina three photoreceptors cell 
types are present, each more responsive to a different 
wavelength, signals from a single cone type can't carry any 
colour clue, but at least two types of cone must be compared 
in order to get actual colour information[1]. 

Two processes of this sort are known to happen inside the 
retina: the red-green opponency, where M-cones and L-cones 
responses are taken into account in order to get colour 
information in the red-green axis, and yellow-blue 
opponency, where all three kinds of cones are considered to 
get colour information in the yellow-blue axis[2]. 

The space-variant resolution of the retina requires efficient 
eye movements, such as smooth pursuit, for correct vision. 
The purpose of smooth pursuit eye movements is to minimize 
the retinal slip, i.e. the target velocity projected onto the 
retina, and several robotics implementation of this eye 
movement have been developed. While some are integrated 
alongside other oculomotor behaviours[3], others includes 
cognitive aspects such as the prediction of the target motion 
and are implemented with artificial neural networks[4,5], but 
no robotic model of visual pursuit exists that integrates 
retinal image processing. 

In this paper we present a first attempt of embedding a 
retina model inside a visual pursuit controller suitable for a 
robotic implementation that makes use of biologically 
inspired Spiking Neural Networks. Thus, a proper framework 
that combines robotics and neural simulations has been used: 
the Neurorobotics Platform. 

II. THE NEUROROBOTICS PLATFORM 
The Neurorobotics Platform (NRP) is developed as part of 

the Human Brain Project1 to run coupled neural and robotics 
simulations. The NRP aims at offering a platform that 
combines the neuroscientific and robotic fields, therefore it 
includes state of the art neural and physics simulators such as 
NEST[6] and Gazebo[7]. The platform is capable of 
synchronizing the two simulations and also offers functions 
that translate information coming from one simulation in a 
suitable input for the other one (called transfer functions), 
thus providing full closed loop architecture. Access to the 
simulation interface is provided via a web frontend where an 
experiment can be designed from scratch, by choosing the 
robot model, the environment, the brain model and the 
transfer functions. The platform also offers live visualization 
tools for brain activity and robot status. 

In order to simulate the retinal image processing, a 
computational framework for retinal simulation was 
integrated inside the NRP. The chosen framework was 
COREM[8], a general framework that includes a set of retinal 
microcircuits that can be used as building blocks for the 
modelling of different retinal functions. The simulation 
engine allows the user to create custom retina scripts and to 
easily embed the retina model in the neural simulator. 

Using the NRP, we set up and experiment by placing a 
virtual screen in front of a simulated iCub robot[9]. The 
simulated robot has cameras with a resolution of 320x240 
pixels. The screen showed a red background with a moving 
green circle that had to be pursued by the robot, as depicted 
in Figure 1. 

III. RETINA BASED CONTROLLER 
An overview of the proposed controller can be seen in 

Figure 2. Images coming from the robot camera are fed to the 
retina model, whose output are in turn translated into current 
values and sent as an input to a brain model. Measures on the 
activity of the neural network are then used to generate an 
appropriate motor command. 

The retina model implements the red-green opponency and 
comprises two symmetric subcircuits. The L+M- circuit 
subtracts the output of the M-cones (more sensitive to green) 
from the L-cones (more sensitive to red) output, then the 
combined cones signal is processed by all retina layers: 
horizontal, bipolar, amacrine and ganglion cells. Due to the 

 
1 https://www.humanbrainproject.eu/ 
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opponency, ganglion cells are more sensitive to a red centre 
on a green background in their receptive field. The neural 
response is even more elicited, due to the ganglion temporal 
characteristics, when a green objects appears in receptive 
fields that were earlier impressed by red objects. The other 
subcircuit (L-M+) does the opposite, having a greater 
response for red appearing over green. 

A horizontal stripe of the output from the retinal processing 
(corresponding to 320 pixel, intersecting the target) is given 
as an input to a brain model made of 1280 integrate and fire 
neurons, organized in two layers: the first one acts as current 
to spike converter, while each neuron in the second layer 
receives projections from 7 adjacent neurons from the first 
one, acting as a spike integrator, filtering out the background 
noise and thus extracting the target edges position from the 
retinal processed output. 

By measuring the spike frequency of the second layer of 
neurons, information about the two edges of the target can be 
inferred. Therefore, the target centroid can be estimated by 
computing the mean between the position of the edges on the 
horizontal stripe represented by the two most frequently 
spiking neurons and a motor command suitable for moving 
the eye towards it can be generated and sent to the simulated 
robot. 

IV. RESULTS 
In order to assess the performances of the proposed 

controller, two different kind of test were conducted. 

A. Static target 
In this experiment the controller has been validated by 

testing its response towards a statically placed target. During 
the experiment, data about both target perceived location and 
the neural network response was collected and it is reported 
in Figure 3, where it can be noticed that, after an initial phase 
where some overshoot is present, the eye remains stable on 
the target. Moreover, the filtering action of the second neuron 
layer can be observed in the spike raster plot. 

B. Moving target 
In this test we used the same setup of the previous 

experiment, but we moved the target with a horizontal 
sinusoidal trajectory (Figure 4). 

It can be observed that the controller is able to make the 
eye follow the target even if with some delay due to the fact 
that no prediction on the target motion is present, unlike what 
would happen in human behaviour. The estimation is still 
effective even with a moving eye, which validates our choice 
of a retina simulator as a data source for the controller. 

V. CONCLUSION 
In this paper we propose a retinal red-green opponency 

based robot controller, processing image from the outside 
world through a retina model instead of using classic image-
processing methods. We set up a framework by integrating an 
existing retina simulator in the NRP, implementing a custom 
retina circuit and a custom neural network and finally setting 
up an experiment in the NRP with suitable transfer functions. 

Two experiments allowed us to validate the effectiveness 

of this setup for both detection and pursuit of a moving green 
target on a red background, although with the limitations of a 
single retina pathway and a single image stripe processed by 
the brain model. This work represents a first attempt towards 
a bio-inspired visual pursuit controller embedding a retina 
model and we plan on extending it in the future by processing 
the whole retinal output in the brain model and make use of 
bioinspired models of visual cortex to perform such 
processing. Moreover, this controller could be used on a real 
robotic platform by using real-time neural simulations such 
as the ones provided by neuromorphic hardware like 
SpiNNaker[10]. 
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Fig. 4.  Results for the tracking of a moving target with a sinusoidal motion. 

 
Fig. 1.  Experiment setup inside the Neurorobotics Platform. 

  
Fig. 3.  Results for step response towards a static target, target and eye position on the left, brain response on the right. 

 
Fig. 2.  Proposed visual tracking controller. 
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Abstract—In this work, a supervised learning strategy has been 
applied in conjunction with a control strategy to provide 
anthropomorphic hands of autonomous grasping capabilities. 
Both learning and control algorithms have been developed in a 
synergy-based framework in order to address issues related to 
high dimension of the configuration space that typically 
characterizes robotic hands with human-like kinematics. The 
experiments have been conducted on the SCHUNK 5-Finger 
Hand (S5FH). 
 
Keywords—Supervised Learning, Postural Synergies, Artificial 
Hands. 

I. INTRODUCTION 
The S5FH hand is an under-actuated hand provided of its 
own mechanical synergies. Nevertheless, the needs of 
specifying 9 parameters to determine the hand configuration 
can still makes difficult to successfully apply a learning 
algorithm. On the other hand, another issue holding for 
underactuated hands is the impossibility of independently 
assign the position of the five fingers in the Cartesian space. 
For this reason a planning strategy for grasp synthesis should 
disregard an accurate definition of the desired contact points 
on the object while guaranteeing robustness with respect to 
variability on shape and size. To overcome these problems, 
synergies concept is used to develop control and learning 
algorithms. The synergies subspace and the control strategy 
have been computed and tested in [3]. The method used for 
synergies computation has been developed in [4] and then 
adapted to the kinematics and actuation system of the S5FH. 
The experiments conducted in [3] demonstrate that the 
method provide good results since the hand can be suitably 
controlled in a three dimension synergies subspace. 
Moreover, the evaluated features of the first three synergies 
are very similar to those of fully actuated anthropomorphic 
hands. In order to autonomously grasp an object in the 
synergy subspace, the association of proper synergies 
coefficients to the geometrical characteristics of the object 
and to the task requirements is needed [5]. However, it is 
hard to derive a model that describes accurately such 
relationship. For this reason it is of great interest to use 
control strategies together with learning strategies. In this 
work, supervised learning based on Multiple Neural 
Networks (MNN) has been adopted to generalize the results 
obtained with a synergy-based control strategy. The main 
idea is to use the control strategy, developed in [3], to 
optimize the execution of planned grasps synthesized in the 
synergies subspace by projecting known hand configurations 
associated with known objects. The synergy coefficients 
corresponding to the final grasp configuration will be used to 

train the artificial neural network and, in turns, to generalize 
grasp planning of unknown objects. 

II. MATERIALS AND METHODS  
A multilayer feedforward neural network with non linear 
transfer function has been adopted thanks to the ability to 
learn any function with a finite number of discontinuities. 
The use of synergies reduce the search space of the learning 
algorithm addressing a simplification in the neural network 
architecture design, especially regarding the number of 
hidden layers and the neurons in each of them. In order to 
train the neural network, a library of grasp synergies of the 
hand is needed. The training set is constituted by twelve 
spherical objects, whose diameters are included in a range 
between 1.5 [cm] and 9.6 [cm], eight cylindrical objects, 
with height between 6.8 [cm] and 25 [cm] and diameters 
included in a range between 1.5 [cm] and 7.5 [cm]. Since the 
input patterns must have the same dimension for all the 
objects, about the spheres a second parameter, namely the 
height, is introduced and obviously it is chosen equal to the 
diameter. Finally, a third object category of parallelepiped-
shaped objects is considered. For this category a further input 
it is needed, i.e. the length, and it is included in a range 
between 8.5 [cm] and 12 [cm], while, for both cylinders and 
spheres, this parameter is set to zero. Furthermore, in order to 
identify the type of the grasp, an additional binary input has 
been introduced. The latter, for both cylinders and spheres, it 
assumes unitary value for precision grasp and zero value for 
power grasp. Instead, for the parallelepiped-shaped objects 
this input assumes unitary value for a lateral grasp and zero 
value for the other cases. In summary, the network receives 
in input four parameters: diameter, height and length of the 
object and the ”grasp type input”. The outputs are the three 
coefficients of the postural synergies. The neural network has 
been implemented in MatLab using the Neural Network 
Toolbox (NN Toolbox). The network architecture has been 
experimentally chosen by changing the number of neurons 
and hidden layers, and in turns by analyzing the 
corresponding NN performance in terms of Mean Squared 
Error (MSE). As a result of those experimental evaluations, 
the network model has been chosen as a feedforward NN 
with two hidden layer and ten sigmoid neurons for each 
layer. Furthermore, in order to improve the generalization, 
multiple neural networks have been trained and an average of 
their outputs has been considered for the experiments. 
Precisely, in this work, fifty neural networks have been 
trained and their mean squared errors have been compared to 
the means squared error of their average. The result of this 
comparison that reveals a striking result, i.e. the mean 
squared error for the averaged output is at least an order of 
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magnitude less if compared with all the individual 
performance. Therefore, the use of multiple neural networks 
greatly improves the network generalization. In this way, it is 
possible to find the synergies coefficients corresponding to 
the object geometric features with higher accuracy. The 
effectiveness of the exposed method will be demonstrated 
through experimental tests, whose results are presented in the 
following. 

III. RESULTS 
The method has been tested for a total amount of 9 grasps. In 
order to assess the quality of the proposed planning method, 
those objects are chosen within the set used for synergies 
computation. In this way, the original configuration used for 
Principal Component Analysis (PCA) computation and the 
relative projection in the synergies subspace is known. The 
goal is to demonstrate that the initial configuration, planned 
in the synergies subspace can be improved using a learning 
strategy. In order to compare the initial configurations 
planned using PCA and learned using MNN, the control of 
the hand is constituted by a low-level algorithm that simply 
moves the hand toward the target introducing motor current 
thresholds to avoid fingers configurations that can cause high 
contact forces on the object. The comparison between the two 
configurations is shown in Figures (1-5), where the planned 
grasps obtained using PCA and learned grasps using MNN 
are represented on the left and on the right respectively. For 
saving space, not all the experiments have been reported.  
 

IV. CONCLUSION 
The experiments demonstrate that multiple neural networks 
are able to approximate with a high quality level the 
relationship between the synergies coefficients and the 
geometrical object features. Thus, MNN is a useful tool to 
plan grasps directly in the synergies subspace, with obvious 
advantage both from a computational and algorithmic point 
of view. Indeed, on the base of object shape and size 
information, the synthesized synergies coefficients produce 
the desired grasp distinguishing among precision, power and 
lateral grasps, and also the number of fingers involved. 
In conclusion, the use of synergies and neural networks 
allows to plan and execute grasps of a wide variety of objects 
used in the Activities of Daily Living with a reduced number 
of control signals. 
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Figure. 1. Power Grasp: orange. 

 
Figure. 2. Precision Grasp: cylindrical object. 

.  
Figure. 3. Precision Grasp: strawberry. 

 

 
Figure. 4. Precision Grasp: pin. 

 

 
Figure. 5. Lateral Grasp: card. 
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Abstract— Traditionally, postural control during quiet 
standing is assessed analyzing the sway of the Center of 
Pressure (CoP), easily measured using a force platform. Today, 
the recent proliferation of motion capture systems makes an 
estimate of the CoM location easily available. CoP-based 
measures presented in literature provide information about age-
related changes in postural stability and fall risk. We 
investigated, on an age-matched group of subjects, the 
relationship between classical CoP-based measures computed on 
sway path and statistical mechanics parameters on diffusion 
plot, with those extracted from CoM time-series. The aim of this 
work is to understand which of these parameters, computed on 
CoM sway, can discriminate postural abnormalities.  

Keywords—COM, COP, posturography, balance control  

I. INTRODUCTION 
EASURES of postural steadiness evaluate the postural   
control system in maintaining balance during quite 

standing, providing useful information in identifying postural 
abnormalities and fall risk [1]. The goal of the balance 
control system during quiet standing is that of maintaining 
the ground projection of the center of mass (CoM) of the 
body within the base of stability. The sway of the CoM is 
therefore the controlled variable of the postural control 
system. The control variable is instead the center of pressure 
(CoP), i.e. the point of application of the ground reaction-
force vector, which is actively moved by the balance control 
system through muscular activations [2]. Despite the CoP can 
be easily measured using a force platform, the location of the 
CoM in space is the weighted average of the CoM of each 
body segment, and can be accurately estimated only by 
means of stereo-photogrammetric systems and 
anthropomorphic statistics. Thus several studies propose the 
analysis of CoP-based measures to evaluate postural control 
and stability [1], [3], [4]. Nowadays, the proliferation of 
commercial motion tracking systems makes it possible to 
easily access an estimate of the CoM sway in space. In this 
context, the Kinect device (Microsoft Corp., 2011), i.e.  a 
low-cost 6-DoF marker-less tracking system, which has been 
previously validated [5], [6] and appears promising for 
assessing postural control in clinical settings [7], [8]. 

During quite standing an inverted pendulum model of the 
body can be assumed, thus CoP sway can be used as an 
indirect measure of postural sway since CoM trajectory can 
be estimated from CoP using a filtering approach [9] or 
biomechanical models [10]. Consequently, we aim to: 1) 
evaluate the correlation between common CoP-based 
parameters used in literature for the assessment of postural 
stability and the relative CoM-based parameters, for 
understanding which CoM-based parameters can better 
discriminate pathological subjects; 2) use a video tracking 

system to evaluate both balance and motor capabilities by 
monitoring all the exercises taken from common balance 
assessment scales [7]. 

II. MATERIALS AND METHODS 

A. Data Set 
We observed the changes in postural steadiness related to 

age by recruiting 43 voluntary subjects divided in two age 
groups: 1) 8 young adult subjects (26±4 years), 2) 35 elderly 
subjects (71±5 years), recorded in the clinic “Istituto Santa 
Margherita” in Pavia.  

B. Experimental setup 
Subjects had to maintain a standing position for 45 

seconds, in four distinct conditions or items, in order to 
evaluate the contribution of each sensory system involved in 
balance control. The analyzed items were: standing with eyes 
open (SEO), in which all sensory information are available; 
standing with eyes closed (Romberg Test, SEC), to test 
balance without the contribution of vision; standing with eyes 
open on foam (SEOF) and standing with eyes closed on foam 
(SECF), in which we used a soft foam cushion to alter 
proprioceptive information.  

CoM and CoP sway were acquired using respectively the 
Kinect and the Nintendo Wii Balance Board (our custom 
developed software [7] allowed synchronized acquisition at 
30Hz). The AP and ML time-series (for both CoM and CoP) 
were filtered with a 2.5 Hz, second order Butterworth low 
pass filter (the chosen cutoff frequency is compatible with the 
range of frequencies of movements ). We calculated the 
resultant distance time-series as the Euclidean distance 
between each pair of points in AP and ML time-series [1]; 
such time series is not sensitive to the relative orientation of 
the coordinate systems. 

C. Features Set 
Two different kinds of CoP-based measures were 

compared: 1) five Summary Statistical Scores (SSS) 
computed directly on sway path [1] (Fig. 1 A,B), 2) three 
postural control parameters estimated by means the 
Stabilogram Diffusion Analysis (SDA) [3], [11] (Fig. 1 C,D).  
Despite  several SSS CoP-based features were available [1], 
[12], we discard those features affected by biomechanical 
factors (i.e. anthropometry and foot placement) [13], and we 
selected the most sensitive measures to discriminate changes 
in postural steadiness related to age or to item type (i.e. eyes 
open, EO; or eyes closed, EC) [1]: 

1. RDIST, a distance measure, i.e. the root mean square 
distance from the mean of the sway path; 

2. MVEL, a velocity measure, i.e. the average velocity of the 
sway path;  

3. CEA, an area measure, i.e. the 95% confidence ellipse 
area that encloses approximately 95% of the points on the 
sway path; 

Correlation of COP-COM sway in postural 
evaluation of elderly subjects 
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4. FD, a “hybrid” combination of distance and area 
measures, i.e. the fractal dimension, that is a unitless statistical 
index of complexity or irregularity, of the stabilogram;  

5. PWRF50, a frequency domain measure, i.e. the median 
frequency of the sway path power spectrum. 

As regarding the SDA, we selected the only 3 meaningful 
parameters of Collins et al. model [3], which allow to identify 
the critical point, i.e. the point of transition between the short-
term (open-loop control) and long-term region (closed-loop 
control) and detect age-related differences in the in the “quasi-
static” dynamics of the control system [11]: 

6. Δt, time coordinate of the critical point; 
7. <Δr2>, mean square displacement of the critical point; 
8. Ds, the diffusion coefficient, i.e. the slope of the diffusion 

plot in the short-term region, indicating the stochastic activity 
of the open-loop postural control mechanism. 

III. RESULTS 
Pearson’s Correlation Coefficient and linear regression 

were computed for each feature. 
A. A.  Summary Statistical Scores 

All features estimated on CoM sway result being 
underestimated (Fig.2, β1<1), in agreement with the 
hypothesis that the CoM sway could be seen as a filtered 
version of COP sway (Fig.2) [9].  Consequently, while the 
distance, velocity and area measures have a high correlation 
(ρ>0.90) and high significance (p<0.001) (Fig. 2), the 
frequency domain measures, as PWRF50 result less correlated 
(ρ ~ 0.60, p<0.05). As final remark, the “Hybrid feature” FD, 
being linked to the complexity, irregularity and shape of sway 
path, results less correlated (ρ~0.70, p<0.05). 
B. Stabilogram Diffusion Analysis 

Parameters related to the critical point of the diffusion plot 
(i.e. Δt, <Δr2> and Ds), are highly correlated (ρ>0.90, 
p<0.001). In agreement with SSS results, <Δr2> and Ds 
parameters are strongly influenced and attenuated by the low 
frequency behavior of CoM (Fig. 3, 0.3< β1<0.5). Δt results 
also highly correlated (ρ>0.90, p<0.001) but a little delayed 
by the smoothness of the CoM sway. 

 YOUNG VS ELDERLY SUBJECTS. 

SSS CoP SSS CoM 
RDIST 
(mm) 

CEA 
(mm2) 

MVEL 
(mms-1) 

RDIST 
(mm) 

CEA 
(mm2) 

MVEL 
(mms-1) 

8.3 ±1.5 
15.8 ±2.9° 

6.5 ±1.5 
26.4 ±5.2° 

18.3 ±1.9 
34.5 ±3.1° 

6.6 ±1.4 
10.7 ±2.2° 

4.0 ±1.5 
10.0 ±3.0 < 

8.3 ±2.0 
14.0 ±2.5 < 

10.8 ±1.8 
19.9 ±3.3 < 

15.3 ±4.3 
49.6 ±14 < 

30.9 ±5.4 
44.5 ±6.4* 

7.2 ±2.2 
14.9 ±4.3* 

7.0 ±3.0 
18.0 ±8.8* 

10.8 ±1.9 
17.2 ±3.5* 

SDA CoP SDA CoP 
<Δr2 >(mm2) DS (mm2 s-1) <Δr2 >(mm2) DS (mm2 s-1) 
116.3 ±7.3 

566.0 ±116.2° 
35.7 ±9.7 

242.8 ±75.4° 
61.3±7.5 

229.5 ±61.2° 
15.0 ±5.0 

89.1 ±35.3° 
297.6 ±83.0 

935.5 ±440.3< 
126.1 ±44.4 

385.2±110.5 < 
96.8 ±24.8 

393.7 ±250.4* 
35.7 ±7.9 

138.4 ±82.1* 
Row represents one item, respectively: SEOF, SECF; 

 Significance of comparison between young (top row value and elderly (bottom row value subjects:  
* p< 0.05 ; < p<0.01 ; ° p< 0.001 (Wilcoxon rank sum test 

C. Age Related changes 
In comparing young and elderly subjects RDIST, CEA and 

MVEL are the most age sensitive  among SSS measures both 
for CoP and CoM, according to correlation results. In 
particular, differences are emphasized in the items performed 
on foam (SEOF, SECF; data shown in Table I). In SDA 
comparisons, among the two coordinates of the critical point 
only < Δr2 > has a high discriminant power both on CoP and 

CoM, because aging increases sway oscillation, as also 
shown by both area and velocity measures. Finally, also the 
stochastic activity in open loop control, summarized by Ds, 
resulted highly informative for both CoP and CoM.   

IV. CONCLUSION 
We investigated whether traditional CoP-based parameters 

proposed in the literature remain powerful also when based 
on CoM sway analysis. We analyzed 5 SSS parameters 
directly computed on the sway path (area, distance velocity 
and frequency measures and 3 parameters resulting from 
diffusion plot analysis (related to the open-loop an closed-
loop postural control). We found that RDIST, CEA, MVEL, 
Δt, <Δr2> and Ds are highly correlated and can thus be 
considered relevant also when computed on CoM sway. The 
more informative features that distinguishing between young 
and elderly subjects in CoP analysis (RDIST, CEA, MVEL, 
<Δr2>, Ds) remain informative also when they are computed 
on the sway of the CoM. These parameters can then be used 
to evaluate balance with a video tracking system, in order to 
evaluate both static equilibrium and dynamic motor abilities 
with a single experimental instrument, a useful scenario in 
clinical settings. 
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Fig. 2.  CoP vs C CoP vs CoM SSS features (fCoP fCoM). All item are plotted 
for each subject: Red dots SEO, Blue dots SEC, Green dots SEOF and 
Magenta dots SECF. Green line represents the bisector line. Red solid line 
represents the regression line (fCoM = β0+ β1•fCoP ; βi ≠ 0 ,* p< 0.05, ** p< 
0.01, *** p< 0.001), red dotted lines represent the coefficent confidence 
interval bounds. All Pearson's correlation coefficients, between fCoM , fCoP , 
reported in the figures title, are statistically significant (p < 0.01). The 
PWRF50 data are not presented, since show weak correlation between COM 
and COP values (ρ < 0.4). 

 

 
 
 
Fig. 1.  A, B) Stabilogram of the SEC execution of an elderly subject (blue 
line) and of a young subject (red line), respectively on CoP and CoM sway. 
C,D) diffusion plot of the SEC exercise for an elderly subject (blue line) and of 
a young subject (red line), respectively on CoP and CoM sway. The green dot 
indicates the critical point, i.e. the intersection between the linear regression 
lines of short-term and long-term areas 

 
Fig. 3.  CoP vs CoM SDA features normalized between [0,1] (fCoP fCoM). All items are plotted for each subject: Red dots SEO, 
Blue dots SEC, Green dots SEOF and Magenta dots SECF. Green line represents the bisector line. Red solid line represents 
the regression line (fCoM = β0+ β1·fCoP ; βi ≠ 0 ,* p<0.05, ** p<0.01, *** p<0.001), red dotted lines represent the coefficent 
confidence interval bounds. All Pearson's correlation coefficients, between fCoM , fCoP , reported in the figures titles, are 
statistically significant (p < 0.01). 
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Abstract—Saccades are fast ballistic eye movements that 
redirect the fovea of the eyes onto the object of interest. When 
exploring the three-dimensional environment, different 
amplitudes are necessary to make the eyes land on the target at 
the same time, thus requiring an effective processing of the 
visual information from both eyes. 

We asked 30 human observers, with normal or corrected-to-
normal vision and normal stereopsis, to perform a visual 
exploration of natural images, while binocularly recording their 
eye movements. Three stimulations where used: 2D image of a 
natural scene, and 3D image of the same scene, presented 
dichoptically, either with its actual texture, or with pink noise 
texture preserving the disparity of the scene. Kinematic 
performances with significant differences were measured 
between the two eyes, depending on the visual information 
presented. Whereas the dominant eye is almost unaffected by 
the presence of depth information, the non-dominant one shows 
a decreased peak velocity, particularly on pink-noise images, 
where object texture is removed.  

Our results suggest how this asymmetry in the saccadic motor 
control can be interpreted as a significant role of monocular 
visual processing in the neural mechanism underlying the 
generation of the binocular coordination of saccadic movement.   
Keywords—Eye Movements, Binocular Saccade, Binocular 

Coordination. 

I. INTRODUCTION 
HEN an attracting stimulus is detected within the 
visual field, the visual system performs a saccadic 

movement to redirect the foveae of the eyes onto the object 
of interest. The neural circuits associated to saccade 
generation thus transform the visual position of the target on 
the two retinas into an open-loop motor command [10]. The 
obtained movement is synchronous and coordinated for both 
eyes, and allows us to binocularly foveate the target [11,13]. 
Besides conjugate saccades, by which both eyes rotate 
together in the same direction, during disjunctive saccades 
the point of fixation changes in both depth and direction, due 
to different retinal location on the two eyes of the object of 
interest. How the brain transform the visual signal into a 
motor command, considering that they have such different 
representations and that the visual information from the two 
eyes should be integrated into a single representation, is still 
a matter of research (see [12,13] as review). 
   In this work we aim to investigate the possible role of 
texture and disparity information on the generation of the 
binocular coordination of the saccade. To this purpose, we 
used three different kinds of images, one containing texture 
information only, one combining texture and disparity 
information, and one where the normal texture is replaced 
with a pink noise texture, thus contains disparity information, 
only. Considering the tight relationship evidenced between 

the peak velocity and the amplitude of saccadic eye 
movements [10,11], we used these variables, together with 
duration, to describe the kinematic characteristics of 
saccades. 
   The results evidence a significantly different effect of 
disparity information between the saccadic movement of the 
dominant and the non-dominant eye. 

II. MATERIALS AND METHODS 

A. 3D Virtual Environments 
In the recent years, the novel technologies for 3D range 

laser scanner allowed for the implementation of realistic 
experimental setups for a quantitative characterization of 
binocular vision in a direct relation with the three-
dimensional environment [1,2,3,4,5]. We used a 3D laser 
scanner (Konica Minolta Vivid 910) to create 3D virtual 
models of peripersonal space. Two naturalistic virtual scenes 
were used, both bounded inside the peripersonal space 
(within distances of ~2m): an office desk (top) and a kitchen 
table. We obtained a full VRML model of more than 
13,000,000 of points. Off-line registrations of data guarantee 
an accuracy of about 0.1 mm (Fig. 1, left). 

B. Virtual Reality Simulator  
Once obtained the VRML models of our 3D environment, 

we used a Virtual Reality (VR) simulator to render realistic 
stereoscopic images that project on the retinas of a human 
observer in front of the scene. Differently from the 
commonly used approach, which considers parallel optical 
axes [2,3,4,5], we took into account the natural viewing 
posture of the human visual system, i.e. with the eyes verging 
on a point in space. To this purpose, we specifically used a 
recently developed virtual simulator [6] that allows pointing 
each camera at a single focal point (the fixation point) 
through a proper rotation. Together with the stereoscopic 
image (Fig. 2, middle), the simulator computes also the 
ground truth disparity map. 

C. Visual Stimuli 
For each of the two virtual models, we considered 10 
different vantage points for the virtual head. For each head 
position, the binocular line of sight is chosen to ensure the 
gaze to be always directed to the peripersonal workspace. For 
each vantage point, we obtained three different visual stimuli: 
1) the 2D image acquired by a “cyclopean” camera placed 
between the two eyes, 2) the 3D stereoscopic image acquired 
by the cameras corresponding to the left and right eyes, and 
3) a 3D stereoscopic image where normal texture has been 
substituted with a pink-noise texture with coherent disparity 
information. 

Visuomotor Behaviour in 3D Visual 
Exploration: Dominant and Non-Dominant Eye  

A. Gibaldi, A. Canessa, and S.P. Sabatini 

DIBRIS – University of Genova 
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D. Experimental Setup 
The stereo pairs were displayed on a 42-inch (930x523mm) 

LG 42LW450A stereoscopic LCD screen. The screen had a 
resolution of 1920x1200 pixels, with a refresh rate of 100 Hz. 
Stereoscopy was obtained with a pair of passive circularly 
polarized glasses (RealD 3D technology). The subjects were 
placed at a fixed distance of 1150 mm from the screen, with 
the head stabilized with a chin rest (see Fig. 1, left). SMI 
RED 250 mobile eye-tracker was used to record the eye 
movements. The accuracy of the eye-tracker declared by the 
manufacturer is 0.4 degree.  

E. Experimental Procedure 
   Thirty subjects were included in the experiment, 22 males 
and 8 females (age between 18 to 52 years old, mean 26.5 
years old). The human subjects’ protocol was approved by 
the Ethics Committee of San Martino Hospital of Genova, 
Italy. All the participants signed an informed consent 
document before starting the experiment. The subjects, all 
with normal vision and normal stereoacuity, were unaware of 
the goal of the experiment, and were instructed to freely 
explore the scenes. The Miles test was used to determine the 
eye dominance [7]. Subjects were selected in order to have 
half of them with right dominant eye, and half with left 
dominant eye. In order to mitigate possible error due to 
fixation disparity [8], the calibration procedure provided by 
the manufacturer was modified, calibrating each eye 
separately, so to increase the accuracy of the device in 
binocular tasks [9]. Each subject was shown 60 images, 20 
for each of the visual stimulations considered. Each image 
pair was presented dichoptically for 18.5 seconds on the 
screen, while recording the binocular eye movements with 
the eye tracker. Each stereo pair was preceded by a white 
cross on a gray background, presented for 1.5 sec. 
F. Data Analysis 

For each image pair, the kinematic characteristics of the 
scan paths were computed separately for the left and the right 
eyes (see Fig. 2, top). For each of the identified saccadic 
movement, we measured the saccade initiation, duration, 
amplitude, and peak velocity. The performance of each 
saccade was thus computed as the ratio between its amplitude 
and peak velocity [10,11]. A one-sample t-test was used to 
compare the kinematic characteristics measured for the same 
eye on different types of visual stimulations, and for the left 
and right eyes on the same stimulation.  

III. RESULTS 
The obtained results evidence how, on most of the subjects 

involved, a different effect of the visual information is 
present in the generation of the visuomotor behaviour in the 
dominant and the non-dominant eye. With the first set of 
stimuli, the 2D image projects almost symmetrically on the 
two retinae, and the two eyes have similar kinematic 
characteristics (see Fig. 3, top). When binocular disparity 
information is introduced, the dominant eye control likely 
maintains its characteristics, while the performance of the 
non-dominant one is slightly but significantly (p<10e-3) 
reduced, particularly when normal texture is removed (see 
Fig. 3, middle and bottom). 

IV. CONCLUSION 
   Our results suggest a direct relation between the monocular 
visual performance, and the resulting binocular motor control 
for saccade movements. In fact, a significant motor 
asymmetry has been measured between the dominant and the 
non-dominant eye, depending on the depth information 
present in the visual scene. It is worth considering that, in 
pathological conditions like amblyopia, the visual 
dysfunction of the lazy eye also results in a degraded motor 
performance, compared to the fellow eye [14]. From this 
perspective, physiological interocular difference occurring in 
the healthy visual system is likely to provide a qualitatively 
similar effect to amblyopia. This suggests how the generation 
of the saccade, binocular and coordinated, likely relies on 
monocular processing of the visual information. 
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Fig.2 Example of the horizontal (green) and vertical (blue) scan paths  
measured for the left and the right eyes (top), together with the fixation 
points on the left and right images (middle), and the binocular heat map of 
fixations (bottom). 
 

 

 

 
 
Fig. 3 Example of kinematic performance of the dominant 
(blue) and non-dominant (red) eye. Each subfigure shows 
the amplitude versus the peak velocity of the saccades 
(dots) and the associated regression lines, performed on 2D 
images (top), 3D stereoscopic images (middle), and 3D 
stereoscopic images with pink-noise texture. 
 

 
 

 
Fig. 1.  Sketch representing the two naturalistic virtual scenes used (left): an office desk (top) and a kitchen table (bottom). 

Representation of the setup for measuring binocular fixations on subjects (right). 
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Abstract—Attention is an important cognitive function for 
individual survival and it is often compromised in persons with 
multiple sclerosis (PwMS). The goal of the study is the 
assessment of attention between PwMS and healthy individuals 
through the Attention Network Test-Interaction (ANT-I). The 
attention state will then be related to the state of fatigue and 
different clinical measures related to all subjects. Furthermore, 
the study includes the development of an Android application: 
the administration of the test on tablet (touch-screen version) 
will be compared with the administration on the PC (keyboard). 
Keywords—Android application, Attention Network Test-

Interaction, multiple sclerosis. 

I. INTRODUCTION 
TTENTION is essential for individual survival and is 
crucial in many daily activities. In 1990, Posner and 

Petersen [1] postulated that attention is mediated by three 
distinct subsystems: alerting, orienting and executive. The 
alerting network is responsible for increasing and 
maintaining vigilance and readiness to an upcoming stimulus. 
Orienting is responsible for selecting an information in the 
context of numerous inputs. Finally, the executive network 
underlies the selection and resolution of conflicts. The 
performance of these separate subsystems can be assessed by 
the Attention Network Test (ANT) [2], later modified into the 
Attention Network Test-Interaction (ANT-I) [3]. In persons 
with multiple sclerosis (PwMS), a gradual cognitive decline 
is relatively common (60% of subjects) though only in 10% it 
translates into significant disability. A number of studies has 
addressed attention deficits in PwMS using the ANT or 
ANT-I tests. With respect to healthy subjects, PwMS exhibit 
a degradation in the alerting network [4] and in the executive 
network [5]. However, no correlation was observed between 
attentional performance and clinical conditions [4]. The 
original version of the ANT-I test was implemented in 
Python by Michael A. Lawrence for use on a personal 
computer, with the keyboard as interface. A mobile version 
of the same application (e.g., Android) would provide an 
opportunity for patients to perform the test independently, 
given a greater accessibility than traditional PCs. A study 
involving healthy subjects [6] reported no differences in 
performance between the administration of the test through 
keyboard and touchscreen, but it is unclear if it is still the 
case in PwMS. Here we investigate the determinants of ANT-
I performance in PwMS. We used the ANT-I version of the 
test because previous studies found it more reliable [7]. We 
also developed an Android version of the same test and we 
compared the ANT-I performance in either PwMS and 
healthy subjects as measured by either a PC-based or a tablet-
based version of the test. 

II. MATERIALS AND METHODS 

A. Participants 

This study included a group of twenty-six healthy control 
participants (C) and thirty PwMS. All participants were 
between twenty-five and seventy years of age. Patients were 
recruited from Italian Multiple Sclerosis Foundation (FISM) 
and they were diagnosed with relapsing remitting multiple 
sclerosis (RR-MS) and secondary progressive multiple 
sclerosis (SP-MS). Inclusion criteria for the patients were 
disability ratings determined by the Expanded Disability 
Status Scale (EDSS) at the time of recruitment ranged from 
1.0 to 8.0 and fatigue score measured by Modified Fatigue 
Impact Scale (MFIS) greater than 38. All the participants 
signed an informed consent provided by FISM.  

All participants completed self-reported questionnaires of 
Edinburgh Inventory (EI), ABILHAND, Beck Depression 
Inventory (BDI), Fatigue Severity Scale (FSS), Modified 
Fatigue Impact Scale (MFIS). Moreover, the oral version of 
the Symbol Digit Modalities Test (SDMT) and the Nine Hole 
Peg Test (9-HPT) were administered.  

B. Attention Network Test-Interaction 
The test consists of one practice block followed by four 

experimental blocks. Each block consists of 72 trials. In each 
trial, warning tones or/and visual cues precede a central target 
(a fish, either looking toward left or right). The target can be 
flanked by other distractors (other fishes, looking in 
congruent or incongruent directions). The participants’ task is 
to indicate the direction of the target fish as quickly and 
accurately as possible. The ANT-I allows for the examination 
of three attention networks. The alerting network is evaluated 
by examining differences in the reaction time in trials where 
the alerting tone was either present or absent. The orienting 
network is evaluated comparing reaction times in the valid 
cue conditions (the cue appears in the same location of the 
target) with reaction times in the invalid cue conditions (the 
cue appears in the opposite location of the target). Finally, the 
executive network is measured by comparing reaction times 
for congruent flanker trials (two flanker fishes on each side 
point in the same direction of the target fish) with reaction 
times from incongruent flanker trials (two flanker fishes on 
each side point in the opposite direction of the target fish) [8]. 
Greater scores of alerting and orienting indicate stronger 
effects, whereas greater scores of executive indicate a weaker 
executive function [9]. All fifty-six subjects performed the 
ANT-I on PC and only a subgroup (seventeen PwMS and 
eighteen healthy controls) performed the test on tablet. 

An Android application to assess attention 
deficits in persons with multiple sclerosis 
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C. Android application 
The original version of ANT-I was implemented in Python 

and used modules for writing games (Pygame) and for 
providing high-quality drawing (Aggdraw, Python Imaging 
Library). Different methods allow to package Python code 
into Android APKs. We used the Pygame Subset for Android 
(PGS4A), which allows to port a game written in Python with 
Pygame to Android. To make it work, all code using 
Aggdraw and Python Imaging Library was replaced by 
equivalent Pygame functions. In the original ANT-I code, 
Pygame functions were used for the reproduction of sound 
signals. As these functions are not supported by PGS4A, we 
used Pyjnius, a Python interface to the Android Java classes. 
The modified version only uses Python and the Pygame and 
Pyjnius packages. In conclusion the following programs and 
packages are necessary to port the ANT-I application to 
Android: Java Development Kit, Python 2.7 and Pygame, 
Device Drivers for Android device, PGS4A [10]. 

D. Statistical analysis 
We are interested in assessing the overall effect of the 

multiple sclerosis on attention performance.	A	mixed effects 
model for multivariate regression [11] is implemented	 to 
evaluate the relationship between scores on the clinical scales 
and the attention coefficients (alerting, orienting, executive). 
The	model	is	defined	as:	
𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼! = β! + 𝑏𝑏!! +  β! ∙ FSS! + β! ∙ BDI! + β! ∙ 9HPT!

+  β! ∙ SDMT! + β! ∙ AGE! + ε! 
where βi  (i = 0,…,5) is a fixed factor common to all subjects, 
b0i is a random factor for each subject, 𝜀𝜀i represents noise. 
 To compare the ANT-I results obtained from the PC and 
the tablet, we used a two-way ANOVA for repeated measures 
with group as a between-subjects factor and device as within-
subjects factor. For	all	statistical	calculations,	we	used	the	
R	statistical	package	and	the	Matlab	software.	

III. RESULTS 

A. Multivariate regression 
The average response time and the coefficients of alerting, 

orienting and executive are related to FSS, BDI, 9-HPT, 
SDMT and age through the mixed effects model. The average 
response time is significantly correlated with FSS, 9-HPT 
and SDMT. Fatigue is significantly correlated with the 
response times of all the subjects (p <0.0001): a lower score 
of FSS corresponds to a shorter reaction time (Fig. 1). The 9-
HPT is significantly correlated with the response times of all 
the subjects (p <0.0001): a greater score of 9-HPT 
corresponds to a higher reaction time (Fig.2). The processing 
speed of the information is significantly correlated with the 
response times of all subjects (p <0.0001): a lower score of 
SDMT corresponds to a higher reaction time (Fig.3). The 
executive is the only coefficient significantly correlated with 
the processing speed of information (p <0.0001): a greater 
score of SDMT corresponds to a better executive control 
(Fig. 4). 

B. PC vs tablet 
The difference between the two devices (PC, tablet) is 

highly significant (effect of the device, p <0.0001) in all 
groups (C, RR-MS, SP-MS). The difference in response 

times between groups is significant both the PC and the tablet 
(group effect, p = 0.011). However, there are no significant 
interactions between group and device. In other words, the 
effect of the device (increase of reaction time) is substantially 
similar for all groups (Fig. 5). The component 'executive' is 
the only coefficient in which the difference between the two 
devices is significant (Fig. 6). 

IV. DISCUSSION AND CONCLUSION 
We found that major determinants of the reaction time are 

fatigue (FSS), symbolic processing speed (SDMT) and 
incoordination (9-HPT). Symbolic processing speed also 
correlates with an improved executive function.  

As regard the PC vs tablet comparison, with the tablet the 
reaction time consistently increases in all subject groups. 
Executive function also exhibits a difference between the two 
devices (better executive performance with the tablet). 

These results suggest a clear relation between attentional 
performance and clinical state, which is not necessarily 
specific to PwMS. We also show that, different from 
previous studies, the interface used in administering the test 
has consequences on the assessment and should therefore be 
taken into account when interpreting the outcomes.  
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Fig. 1.  Correlation between score FSS and reaction time. 
 

 
Fig. 2.  Correlation between score 9-HPT and reaction time.  
 
 

 

Fig. 3.  Correlation between score SDMT and reaction time. 

 

 
Fig. 4.  Correlation between score SDMT and executive. 

 

 
Fig. 5.  Reaction time: PC vs tablet. 

 

 
Fig. 6.  Executive: PC vs tablet. 
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Abstract— In hand movements, speed is determined by the 
conflicting needs of maximizing accuracy and minimizing 
mechanical effort. Dynamic perturbations, e.g. force fields, may 
be used to manipulate movements in order to investigate these 
mechanisms. Here we focus on how negative velocity-dependent 
force fields affect the relation between speed and accuracy 
during hand reaching movements. We focused on endpoint 
error, distinguishing between bias and variability components. 
Negative viscosity resulted in increased variability during force 
field adaptation and in a reduction of the endpoint bias, which 
was maintained in the subsequent after-effect phase. These 
findings confirm that training within negative viscosity force 
fields improves movement accuracy.  
Keywords—Insert up to 4 keywords, separated by commas. 

I. INTRODUCTION 
N target-directed movements the inter-relation between 
speed and accuracy - speed/accuracy trade-off (SAT) - has 

been studied for more than a century. Experiments on 
speed/accuracy trade-off can be classified into two 
categories: spatially constrained or temporally constrained 
[1]. In experiments with temporal constraints, subjects are 
required to move to a fixed target within a specified time. In 
this case, movement time is controlled and the spatial 
variability of the movement is measured to reflect accuracy. 
These experiments suggested that achieving a greater speed 
requires a larger motor command; but motor commands are 
affected by noise whose variance increases with the 
magnitude of the command [2]. As a consequence, increasing 
movement speed increases movement variability, which 
ultimately affects reaching accuracy.  
Endpoint error can be decomposed into two components. The 
‘systematic’ component (bias) reflects the mismatch with 
respect to the motor plan. The ‘random’ component 
(variability) reflects how repeatable our movements are. Both 
components of the endpoint error may be affected by changes 
in the dynamic environment. 
 Here we asked if exercise against a dynamic perturbation can 
alter – temporarily or permanently – the relationship between 
speed and accuracy (SAT curve). Specifically, we investigate 
how the SAT relation is modulated by body dynamics 
(inertia, in particular) and by negative viscous external 
perturbations, during temporally constrained hand reaching 
movements.  

II. MATERIALS AND METHODS 

A. Experimental Set-up 
Study participants sat in front of a 19” computer monitor 
placed vertically about 1 m away, at eye level. They grasped 
with their right hand the handle of a planar manipulandum 

with two degrees of freedom [3]. Seat position was adjusted 
so that, with the cursor pointing at the center of the 
workspace, the elbow and the shoulder joints were flexed 
about 90° and 45°.  

B. Task and Experimental Protocol 
Participants were instructed to perform reaching movements 
under visual control in two directions, corresponding to 
different arm inertia (45°: low inertia, LI; 135°: high inertia, 
HI). The subjects were required to maintain four different 
movement durations (very slow: 1.5 s; slow: 1.2 s; fast: 0.9 s; 
very fast: 0.6 s). The experimental protocol consisted of three 
phases (8 epochs per phase): (i) Null Field (Null1) - the robot 
generates no force; (ii) Force Field - the robot generates a 
velocity-dependent force field with negative viscosity (B = -
10 Ns/m); and (iii) Null Field (Null2) - no force. The B value 
was set to get maximum force magnitudes of approximately 6 
N, (at maximum speed). The study involved a total of 7 
subjects (4 M + 3 F). 

C. Data Analysis 
Hand trajectories were sampled at 60 Hz and smoothed with 
a 6th order Savitzky-Golay filter with a 127 ms time window 
(cut-off frequency: 7.5 Hz). We used the same filter to esti- 
mate hand velocity and jerk. 
We first looked at path curvature and trajectory smoothness. 
Path curvature was measured as the percent increase of the 
trajectory length with respect to the ideal path length. 
Trajectory smoothness was quantified in terms of the 
normalized jerk index. We then looked at the final hand 
position. Specifically we calculated projections of the norm 
of the bias and of the average norm of the endpoint 
variability (respectively Biaslon, Biaslat and Variabilitylon, 
Variabilitylat), as in [4].  

D. Statistical Analysis 
To quantify whether and how the movement parameters 
change in the different experimental phases, we ran a 
repeated-measures 3-way ANOVA with three within-subjects 
factors - Phase (Null 1, Force Field - Null 2), Inertia (low 
inertia, LI; high inertia, HI) and Time (very fast, fast, slow, 
very slow).  We additionally looked (planned comparisons) at 
(i) perturbation effect, expressed as the difference between 
the Null 1 and Force Field phases; (ii) carryover effect, 
expressed as the difference between the Null 1 and the Null 2 
phases, (iii) inertia effect, i.e. the difference between LI and 
HI. We took p=0.05 as threshold for statistical significance.  
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Fig. 1.  Dependence of path curvature (left) and jerk index (right) curves 
on inertia. Thin and thick lines denote, respectively, low (LI) and high 
inertia (HI) directions. Vertical bars denote the SE  

 

 
Fig. 2.  Path curvature and Jerk index vs Movement Time for Low 
inertia (LI, left) and high inertia (HI, right). Curves are averaged over 
subjects for each velocity constraint and for each phase – Null1 (black), 
FF (red) and Null2 (dot- ted black). The differences between Null1 and 
FF indicate perturbation effects. The differences between Null1 and 

Null2 indicate carryover effects. Vertical bars denote the SE  

 

Fig. 3. Longitudinal Bias vs Movement Time, for Low inertia (LI, left) 

and high inertia (HI, right). Curves are averaged over subjects for each 
velocity constraint and for each phase – Null1 (black), FF (red) and 
Null2 (dot- ted black). The differences between Null1 and FF indicate 
perturbation effects. The differences between Null1 and Null2 indicate 
carryover effects. Vertical bars denote the SE  

 

 
Fig. 4.  Dependence of Longitudinal Variability (left) and Lateral 
Variability (right) curves on inertia. Thin and thick lines denote, 
respectively, low (LI) and high inertia (HI) directions. Vertical bars 
denote the SE  

 

 

Fig. 5. Longitudinal Variability and Lateral Variability vs Movement 
Time, for Low inertia (LI, left) and high inertia (HI, right). Curves are 
averaged over subjects for each velocity constraint and for each phase – 

Null1 (black), FF (red) and Null2 (dot- ted black). The differences 
between Null1 and FF indicate perturbation effects. The differences 
between Null1 and Null2 indicate carryover effects. Vertical bars denote 
the SE  
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Abstract—It is known that physical coupling among active 
individuals can be beneficial and increase the performance of 
the dyad compared to an individual. However, the factors that 
may result in a performance benefit are still poorly understood. 
The aim of this work is to understand how the different initial 
skill levels of the interacting partners influence the learning of a 
stabilization task. Twelve subjects divided in two groups trained 
in couples in a joint stabilization task. In the first group the 
couples are made of two novices, while in the second a novice 
trains together with an expert. Results show that training with 
an expert results in the greatest performance in the joint task. 
However, this benefit is not transferred to the individual when 
performing the same task alone. 
Keywords—Dyads, Motor Learning, Physical Human Robot 

Interaction, Control Strategies. 

I. INTRODUCTION 
Developing a machine capable of understanding the 

intention of a movement and interactively cooperate with a 
human is among the frontiers of the research in robotics as 
well as rehabilitation. A distinctive feature that makes joint 
actions in a haptic task particularly interesting, is their ability 
to induce to increase their sense of agency proportional to the 
performance of the interacting subjects[1]. On one side, 
physical coupling between two subjects was shown to be an 
advantageous solution in many cooperative contexts [2]–[5]. 
The behavior and performance of the dyad, however, is 
strongly dependent on the individual capabilities of the two 
partners. For instance, interacting with a partner that is more 
skilled will result in an improvement over the individual 
performance. Interestingly though, when it comes to a novel 
task, the interaction between partners with a similar skill level 
leads to better performance than with an expert or target in the 
tracking task [4]. On the other side, little is known about how 
two people mutually exchange information to exploit the 
coupling. Some findings suggest that dyads may adopt force 
amplification as a possible strategy to improve their 
performance especially in contexts that are challenging from 
the point of view of coordination [6]. Some other studies have 
shown that dyads may have a disadvantage in coping with 
noise and unforeseen disturbances [7]. In the present study, 
we were interested in testing how the presence of an expert 
partner affects the skill learning process of a novice individual 
in a challenging dyadic stabilization task. We asked subjects 
to learn to jointly manipulate a compliant tool under the action 
of an unstable force-field. In order to characterize the learning 
process in the dyad, we compared the case of two interacting 
individuals to one individual alone. 

II. METHODS 

A. Experimental setup 
In this experiment, the haptic interface was rendered by a 

double Braccio di Ferro robot [8] consisting of two planar 

manipulanda mounted in a mirror configuration. During the 
first part of the experiment, the subjects had to work in dyads, 
so that each subject had to grasp the end effector of one 
manipulandum always with the right hand. In the second part 
of the experiment, instead, the two robotic arms were brought 
close to each other, allowing a single person to control it using 
both hands. 

B. Task & protocol 
The subjects were requested to stabilize a virtual mass (1 

cm diameter with a weight of 15 Kg) inside a target location 
for 4 seconds. This was repeated for 9 different target 
locations (8 equally distributed on a circle of 10 cm diameter 
and 1 in the center). The targets were presented in an out-
center-out sequence. The handles of the robot were indirectly 
attached to the virtual mass through a couple of non-linear 
virtual springs. The virtual environment was composed by a 
saddle-like force field to provide instability in the task (for 
details see [9]). The experiment was divided in 5 sessions 
having an approximate duration of 2.5 hours. Sessions from 1 
to 4 were the training sessions, while session 5 was considered 
as the assessment session. The training and assessment were 
split down in target sets (TS). In each of them, the subject had 
to complete 16 stabilizations, 8 in the peripheral targets and 8 
in the central one. The order of presentation of the peripheral 
targets within each TS was randomized. In every session, the 
subject had to complete between 6 and 10 TS with the 
unstable force-field active, during which one catch trial per TS 
was introduced (trial in which the instability was removed). 
The subjects were divided in 2 different groups. In the Naïve – 
Naïve group (N-N) each dyad was composed by 2 subjects 
with no experience in the task. The dyads in the Expert – 
Naïve group (E-N) were formed by a subject skilled in the 
task (the expert) and a naïve one. Subjects had to complete the 
training sessions following the next protocol: 
Session 1: i) Familiarization:  6 TS, unstable force-field off; 
ii) Adaptation: 6 TS, unstable force-field on; iii) Wash-out: 3 
TS, unstable force field off. 
Session 2-3: i) Training: 10 TS, unstable force-field on. 
Session 4: i) Training: 10 TS, unstable force-field on; ii) 
Wash-out:  3 TS, unstable force field off. 
Session 5: This session is divided in two parts, first the 
subjects have to work in dyads and complete the following 
sequence (Part 1): i) Training: 3 TS, unstable force-field on; 
ii) Wash-out: 3 TS, force-field off.  
Once the subjects completed the training on Session 5, they 
proceeded to work bimanually performing the following 
sequence (Part 2): i) Familiarization: 6 TS, unstable force-
field off; ii) Adaptation: 6 TS, unstable force-field on; iii) 
Wash-out: 3 TS, unstable force-field off. 
Twelve right handed (according to the Edinburgh test) 
subjects took part in the experiment (26±4 year-old): 5 male 
and 5 female naïve in the stabilization task, and 1 male and 1 
female subjects expert in the task. Among the group of 
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subjects, 3 naïve males and 3 naïve females were selected to 
be part of the N-N group and the E-N group was composed of 
the remaining subjects. The study was approved by the local 
ethics committee, Comitato Etico of the ASL3 of Genova 
(Italy), which is legally competent for approving experiments 
involving human subjects. During the sessions 1, 2, 4, and 5, 
surface EMG signals were recorded from 10 relevant muscles 
from the arm and trunk. Surface electrodes were used to 
record the signals (OTBiolab EMG-USB2+ system). The 
sampling frequency was 2048Hz, and the signals were 
amplified with a gain that could vary from 1000 to 2000 
depending on the amplitude of the EMG of each subject. The 
cut off frequencies of the internal bandpass filter of the device 
was set at 10-900 Hz to avoid aliasing problems and to reduce 
movement artifacts. At the beginning of the experimental 
session, the maximum voluntary contractions (MVC) of each 
subject were recorded in order to normalize the EMG signals. 

C. Outcome Measures 
Several measures were computed in order to quantify the 

relationship between the EMG and the kinematic results: 1) EI 
(Effort Index): EI = F1+F2 (N) where F1 and F2 represent 
forces applied to the left and right manipulandum by the 
subjects; 2) Time to target (seconds). Corresponds to the time 
that the subjects consumed to bring the mass in the target 
location and stabilize it. We also computed a Principal 
Component Analysis on the EMG signals to understand which 
muscles contribute mostly to the corrective movements 
produced in the stabilization phases of the task. 

III. RESULTS 
 Both groups of subjects were able to complete the training 
and significantly improve their performance in the end of 
Session 3. The E-N group in particular reduced the time to 
target faster and more consistently than the N-N group 
troughout the target sets. Moreover, the E-N group employed 
a much lower effort than 2 over 3 N-N dyads since the first 
session. As the training proceeds, however, the N-N dyads 
greatly decrease the overall effort compared to the initial 
pahses of the training. The N-N dyads employed more effort 
by strecthing the springs much more than the E-N group with 
the objective of increasing the overall stiffness of the hand-
mass-hand system. Regarding the time to target, since the very 
first target set the 6 subjects in the N-N group are able to 
reach the 8 targets within half the time needed to the 4 naive 
subjects of the E-N group. The N-N subjects did not achieve 
this performance at the cost of a greater effort. In fact, both at 
the beginning and at the end of the assessment phase with the 
force-field they employed a much lower effort than the naive 
subjects who trained with the experts. Moreover, in the solo 
condition the N-N naives were actually able to apply less 
effort than with the partner. The behaviour of the naïve 
subjects in the E-N group was more etherogeneous, with a 
tendency to apply a greater effort compared to the N-N group 
and almost double the effort they employed in the training. It 
is interesting to notice that, despite not reducing the effort 
index they are able to accomplish the stabilization within 
much less time since the very beginning of the session. An 
explanation for the observed difference among groups could 
be that the E-N naives were subject to an ‘interference effect’ 
of the previuos training with an expert, while the N-N naives 
experienced a positive transfer of the acquired skills. In order 
to find a possible explanation for the observed kinematic 
performance, we conducted some analysis on the EMG data 

during the stabilization phase for the task. A PCA was used in 
order to identify the muscles that could account more for the 
observed corrective actions during the 4s stabilization inside 
the target area. The PCA reconstructions represent the 
muscles for which the variation in the EMG signal envelope 
accounts for at least 80% of the total variability of the signal 
in a group of representative subjects when reaching the target 
n.5 (180 deg). The N-N group shows more co-contraction of 
agonist and antagonist muscles, at least in the initial phases of 
the training. This observation is consistent with the higher 
effort index in this group during the training.  

IV. CONCLUSION 
The main findings of the present work can be summarized as 
follows: dyads are not only susceptible of adaptation, but 
they can also quickly learn new skills in a shared context; the 
amount of knowledge that can be transferred from a dyadic to 
an individual condition is limited by the interaction itself. 
Therefore, in addition to what already stated in the 
introduction, physical interactions are not always beneficial 
to the individual performance of the interacting partners. Our 
results suggest that the initial level of the performers has a 
strong impact on the learning of a context-independent 
representation of the dynamics of the task. In particular the 
interaction with an expert is detrimental in this sense. While 
interacting with an expert brought to a greater advantage over 
working with a pair, it partially manipulated the dynamics 
that the naïve perceived. As a consequence, the naïve 
subjects may have learnt how to cope with a leading expert 
rather than the background perturbation. 
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Fig. 1.  Reconstruction of the muscle activation in the projection of the first 3 Principal 
Components for the N-N group (top two rows) and 3 representative subjects of the E-N group 
(bottom two rows). The muscles which projection over the 3 first components was greater or 
equal to the 80% is shown in purple and in green respectively. In each group of panels the top 
row shows the subject manipulating the left arm and the bottom row the subject on the right.  
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Abstract— We used conventional optical lithography and 
electroless deposition methods to realize arrays of gold 
nanoparticles in which the size and spacing of the (i) arrays and 
of the (ii) particles are controlled at the nano-meter level. In the 
chips, gold nanoparticles enable metal enhanced fluorescence 
(MEF) effects, whereby fluorescence signal of fluorophores in 
close proximity to the rough gold surface is amplified of several 
orders of magnitude. We demonstrated the device in the 
analysis of fluorescein derived GBP-FITC peptides. This 
technology may be employed in protein microarrays where the 
increased sensitivity of the device may enable the early detection 
of cancer biomarkers or other proteins of biomedical interest. 
Keywords— Electroless deposition, gold nanoparticles, Metal 

Enhanced Fluorescence (MEF), Fluorescence Lifetime 
Microscopy (FLIM). 

I. INTRODUCTION 
he new paradigm of Materials Science is realizing 
materials in which the structure of the material itself is 

controlled at a molecular level [1, 2]. Similar nano-scale 
materials display enhanced properties with respect to their 
macro-scale counterparts. Advanced materials and a nano-
scale design may lead to major changes in biology and bio-
engineering. Metal enhanced fluorescence (MEF) is an effect 
that may support biologists in analytical chemistry and early 
detection. MEF is a physical effect that occurs when 
fluorophores are located in close proximity to a rough metal 
surface [3]. Compared to conventional fluorescence, MEF 
benefits of increased spontaneous emission rate, quantum 
yield and photo-stability, decreased fluorescent lifetime of 
fluorophores, directional emission [3]. In MEF, fluorescence 
amplification depends on three separate mechanisms, that 
are, (i) energy transfer from the fluorophore to the metal; (ii) 
enhancement of the local electromagnetic field; (iii) 
modification of the radiative decay rate of the fluorophore. 
Mechanisms from (i) to (iii) are driven by the geometry of 
metal/fluorophore interface. Controlling the fabrication of 
metal nano-patterns with a nano-meter accuracy is a binding 
condition to obtain highly efficient MEF devices. Here, we 
used in combination optical lithography techniques and 
electroless deposition to obtain arrays of gold nanoparticles 
clusters in which the distance between the clusters and the 
particle size are controlled at the micro- and nano-meter 
level. We selectively adsorbed a fluorescein derived GBP-
FITC peptide onto the gold nanoparticles and verified 
peptide/metal binding and resulting enhancement of 
fluorescence through fluorescence microscopy and 

fluorescence lifetime microscopy. 

II. METHODS 

A. Fabrication 
We used P type, (100) Silicon wafers as substrates. After 
cleaning with acetone, we spin coated the substrates with a 
positive tone resist (S1813). We used optical lithography 
techniques to generate arrays of holes in the resist, with an 
average size 𝐷𝐷 = 10 𝜇𝜇𝜇𝜇. Gold nanoparticles were deposited 
into the holes using electroless deposition techniques as 
described elsewhere [4, 5]. Electroless deposition is based on 
an autocatalytic chemical reduction of metal ions in an 
aqueous solution when silicon nanoparticles are present. Gold 
ions exchange electrons with the silicon substrate that is the 
reducing agents itself [6]. The reaction occurs in a 0.15 𝑀𝑀 
solution of fluoridric acid (HF) solution containing the silicon 
substrate and auric chloride (𝐴𝐴𝐴𝐴𝐴𝐴𝑙𝑙!). The gold salt 
concentration 𝐶𝐶 and the process conditions: temperature 𝑇𝑇 
and reaction time 𝑡𝑡 are adjusted as 𝐶𝐶 = 5 𝑚𝑚𝑚𝑚, 𝑇𝑇 = 50°𝐶𝐶, 
𝑡𝑡 = 120 𝑠𝑠. 

B. Sample characterization 
SEM images of the Gold Nanoparticles clusters were 

captured using a Dual Beam (SEM-FIB) - FEI Nova 600 
NanoLab system. During acquisition, the beam energy and 
the corresponding electron current were fixed to 15 keV and 
0.14 nA, respectively. Atomic force microscopy (Veeco 
MultiMode with NanoScope V controller) was used for the 
measurement and characterization of the structures as 
reported elsewhere [7]. 

C. Deriving the fractal dimension of the nanoclusters 
The AFM profiles were processed to obtain the 

corresponding Power Spectrum density functions 𝑃𝑃𝑃𝑃(𝑞𝑞) of 
the samples [5]. In a loglog plot, the power spectrum density 
appears as a line with a slope 𝛽𝛽. The slope 𝛽𝛽 is related to the 
fractal dimension 𝐷𝐷! of the surface as 𝐷𝐷 = 8 − 𝛽𝛽 2. 

D. Surface Functionalization 
The device surface was treated by fluorescent 𝐺𝐺𝐺𝐺𝐺𝐺 − 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 

(gold binding peptide fluorescein), made of a sequence 
previously selected by phage display to be selective for gold 
(𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖! ∶ TLLVIRGLPGAC) [8, 9] and at flanking region with 
the sequence  −G4 − RGDSPKC (FITC) (MW: 2469.82 Da, 
purchased from Proteogenix, France). Peptide was dissolved 
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in HBS at the concentration of 30 µM. Gold surface was 
cleaned in a 5% (w/v) water solution of sodium hypochlorite 
for 5 min, then washed with ethanol (95 %) and dried with 
nitrogen. The molecular binding was carried out by dropping 
4 µl of solution on surfaces. The drop was left to adsorb for 
30 min, rinsed with 3 ml HBS afterward and then dried with 
nitrogen. 

E. Fluorescence microscopy 
Confocal fluorescence and lifetime images (FLIM) were 

recorded by means of a Leica inverted microscope SP5 from 
Leica Microsystems using a water immersion objective 25× 
(𝑁𝑁𝑁𝑁 0.95). To investigate the binding of GBP − FITC, the 
system was excited with an Ar! laser at 488 𝑛𝑛𝑛𝑛 and the 
emission bandwidth was from 520 to 600 nm. All the 
images were collected at 12 bit color depth with a resolution 
of 1024×1024. Fluorescence lifetime images + of 
GBP − FITC adsorbing nanostructures were acquired by 
using a pulsed Multiphoton Laser source (120 fs, 80 MHz, 
Ultra, Chamaleon, Coherent, Santa Clara CA, US) 
implemented in the time-domain using a time-correlated 
single photon counting (TCSPC) module. The laser was 
tuned to 780 nm for two-photon excitation of fluorescein 
derivative by TCSPC, operating the laser at excitation 
800 nm. Images and lifetime data were analyzed by using 
SymPhoTime software (PicoQuant, Germany). 

III. RESULTS 
The proposed top down/bottom up approach delivers the 

ability to produce clusters of gold nanoparticles with a tight 
control over the physical characteristics of the system, 
including size and shape of the particles. Several SEM 
images (Figure 1) were taken to assess sample uniformity 
and reproducibility. In Figure 1a, gold nanoparticles clusters 
are 10 µm wide and are separated by 20 µm (the scale bar in 
the image is 100 µm). Higher magnifications as in Figure 1b 
(scale bar: 5 µm) and c (scale bar: 100 nm) reveal the 
morphology of the particles at a smaller scale. Gold 
nanoparticles have a quasi-circular shape with an average 
size S = 60 𝑛𝑛𝑛𝑛 and small deviations from the mean. Surface 
nano-topography of the samples (Figure 2a) was acquired 
using standard AFM. From the surface profile we derived a 
power spectrum (Figure 2b) that delivers the information 
content of the surface over different scales[10]. In a log-log 
diagram, the power spectrum exhibits a linear behaviour with 
slope 𝛽𝛽 in a region of the diagram. 𝛽𝛽 and the fractal 
dimension 𝐷𝐷! are not independent and from the measure of 𝛽𝛽 
one may obtain 𝐷𝐷!. For this particular configuration 𝐷𝐷!~2.3. 
The described aggregates of gold nanoparticles were 
functionalized with a fluorescent 𝐺𝐺𝐺𝐺𝐺𝐺 − 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 gold binding 
peptide. Figure 3 shows the fluorescent profile of a pattern of 
structures with (a) and without (b) the clusters of gold 
nanoparticles. As precedently demonstrated by Causa et al [8, 
9], the 𝐴𝐴𝑢𝑢𝑢𝑢𝑖𝑖! sequence, selected by phage display, can bind 
selectively with higher affinity gold surfaces. This explains 
the increased fluorescence signal on the gold nanoparticles 
(a) and, conversely, the reduction of the signal (a) in absence 
of gold in the structures. Figure 3c is a FLIM image of gold 

nanoparticles arrays without the FITC peptide. Differently, 
Figure 3d shows a FLIM profile of the device functionalized 
with the peptide. Taken together, Figure 3a-d show 
significant fluorescence enhancements when fluorophores 
interact with rough metal surfaces. This is made evident by 
the decrease of fluorescent lifetime in correspondence to the 
gold nanostructures (roughly in the 0.5 − 1.5 𝑛𝑛𝑛𝑛 range) as 
predicted by MEF theory. In addition to this, MEF is 
correlated to an enhanced fluorophore photo-stability as the 
fluorophores stay less time in an excited state, before falling 
to their pristine ground state, and are therefore less 
susceptible to photo-destruction [11]. 

IV. CONCLUSION 
We demonstrated arrays of gold nanoparticles for metal 

enhanced fluorescence. Dividing the fabrication process of 
the chip into two separate stages permits to realize devices in 
which the spacing and size of the (i) array spots and of the 
(ii) gold nano-grains are controlled separately at the micro to 
nano level in a hierarchical architecture. This, in turn, enables 
to operate site specific measurements of biological samples 
with increased sensitivity and low detection ranges. The 
described technology may be principally used in in protein 
microarrays, enabling multiplexed protein assays with 
detection limits as low as few femto-molar and high dynamic 
range, for the early detection of cancer biomarkers or other 
proteins. 
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Abstract—This work aims at developing a patient-specific 
multi-compartment model of fluid and mass kinetics during 
hemodialysis therapy. 

The validation of the model, made through the comparison 
with clinical data, allows to consider the model as a support 
decision tool for the nephrologist. 
Keywords— Hemodialysis, patient-specific model, solute kinetics 

 INTRODUCTION 
End Stage Renal Disease implies the need to treat the 

patients by hemodialysis (HD). Despite the improvements 
made in the last years, several co-morbidities [1] are still 
associated to the treatment. A need for treatment 
customization emerged over the years because individual 
tolerance might vary even in the presence of similar 
treatments. Moreover, due to the therapy discontinuity, HD 
procedure induces considerable changes in osmotic balances 
and rapid variations in fluid volumes [2-4] and electrolytic 
concentrations [5] within the patient's body compartments. 

An innovative approach would be to provide the clinician 
an instrument to simulate and predict the single patient 
response to the treatment in terms of solutes and catabolite 
kinetics, so as to identify the most suitable therapy, reducing 
intra-dialysis complications and associated long-term 
dysfunctions.  

To this aim, a parametric multi-compartment model has 
been developed, capable to account for several patient 
specific characteristics. The peculiarity of the proposed 
model is the possibility to perform a real time simulation 
which can allow quantitative appraisal of hemodynamic and 
hematochemical quantities whose direct measurement is in 
general prohibitive. 

 MATERIALS AND METHODS 

A. The mathematical model 
The model (fig. 1) is a multi-compartment parametric 

kinetic model, implemented in Matlab®, based on mass and 
fluid balance equations both in the patient and across the 
dialyzer membrane. The body compartments have been 
represented as two pools for the mass exchange analysis 
(intra and extra-cellular) of the considered solutes and three 
pools (plasmatic, interstitial and intracellular) for fluids 
transfer. 

The model allows to simultaneously evaluating the 
behavior of different plasmatic electrolytes as sodium (Na+), 
potassium (K+), chloride (Cl-), calcium (Ca2+), bicarbonate 
(HCO3

-), and breakdown products such as urea in the 
patient’s blood. 

In terms of mass and fluid exchange, the patient’s specific 
control is achieved by identifying three specific parameters 

related to the membranes across which the fluid and mass 
transports occur. 

B. Dialyzer-side equations 
Across the dialyzer membrane, the mass exchange for each 

solute can be quantified through the sum of the diffusive and 
convective flows [6]. 

A useful equation for clinical practice has been found, 
dependent on input flow rate, dialysance for the specific filter 
and for the specific solute and the input concentrations 
(identified as Φhd/hdf in fig. 1). 

The flow across the dialyzer membrane changes its 
expression in the model, according to the dialysis technique 
(HD or HDF). 

The patient-specific parameter η represents the 
performance of the dialyzer membrane in terms of filtration. 

C. Patient-side equations 
In fig.1 mass, fluid and pressure balance equations 

accounting for mass and fluid exchanges among the body 
patient compartments are reported. 

There are two equations for the mass balance, related to the 
intra and extra cellular compartments; three equations for the 
fluid balance, related to the intracellular, interstitial, 
plasmatic compartments; two equations for the pressure 
balance (arterial capillary and interstitial pressures). 

The patient-specific parameters k allows to modulate the 
mass transfer efficiency across the cellular membrane. 
ρ is the patient dependent parameter representing the 

relative capillary wall permeability. 
All the mass, fluid and pressure balance equations, 

compose a system of Ordinary Differential Equations (ODE) 
that is solved by the 4th order Runge-Kutta numerical 
method. Each variable of the ODE system is calculated with 
a time step of one minute. 

D. Clinical input data for the model 
Clinical data have been acquired during the DialysIS 

project at the Dialysis and Nephrology Units of the Regional 
Hospital of Lugano (Lugano, Switzerland). A total of 20 
patients, undergoing Haemo-Dia-Filtration (HDF) treatment 
thrice a week, have been enrolled. 

A total of 131 sessions have been considered. 
Clinically recorded data were: the therapy prescription for 

each patient, patient initial conditions, patient registry and 
medical records. All of these data were used to correctly set 
and initialize the mathematical model in order to simulate a 
specific dialysis session. 

To allow the validation of the model and compare the 
simulation results with the clinical data, electrolytes and 
catabolites concentrations have been evaluated by 
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hemogasanalysis at the beginning of the treatment and every 
hour until the end of the session. Along the same treatment, 
the blood volume reduction has been directly acquired every 
minute by the dialysis monitors. The clinical blood volume 
curve can be an indicator comparable with the blood volume 
curve simulated by the mathematical model. 

E. Optimization of the model to characterize the patients 
To identify the patient-specific membrane parameters (ρ, 

k, η), a constrained non-linear optimization algorithm has 
been used [7-8]. By means of this method, it is possible to 
extract the set of parameters that minimize a criterion 
function, which is the sum of the mean squared errors 
weighed on different parameters influence on different 
outputs (different solutes concentrations): 

𝐽𝐽! = 𝑤𝑤!"𝐸𝐸!"!
!!!                                      (1) 

G. Validation of the descriptive ability of the model 
The model reliability and its descriptive capability have 

been evaluated comparing the outputs of the model, in terms 
of solute blood concentrations, with the clinically recorded 
data, using the identified patient-specific parameters.  

RESULTS AND DISCUSSION 
The developed model allows describing electrolytes and 

catabolite concentration trends into the different body 
compartments along each dialysis session. The results are 
summarized in fig.2. 

Evaluating the overall deviation between clinical and 
simulated solutes and catabolite concentrations, it can be 
noticed that the optimized model allows the description of 
plasmatic concentrations trend of Na+, Cl-, and Ca2+, and 
HCO3

- with an average percent error lower than 2,1%, the 
concentration of K+ with an average percent error lower than 
5% and Urea concentration with an average percent error 
around 7% (fig.3). 

The developed model allows to correctly describing the 
concentration trends of solutes and catabolites in the 
plasmatic compartment along a dialysis session. Its 
peculiarity, with respect to the literature [2-3, 5, 9-13], is the 
possibility to consider the evolution of different solutes at the 
same time, among which also the trends of those solutes 
which are not always considered by the clinician in the 
clinical routine, but that have demonstrated to be relevant in 
the correct definition of the therapy. 

More importantly, the developed multi-compartment 
parametric model, due to the identification of the patient-
specific parameters, allows an accurate description of the 
patient-specific response to the treatment, giving the clinician 
useful information about the patient response to dialysis 
session settings. The possibility to quantitatively appraise 

also the intra-Dialysis variations of hemodynamic and 
hematochemical quantities whose direct measurement is 
generally prohibitive, is a further value in the view to use the 
model to support clinical prescriptions. 

 CONCLUSION 
The developed model allows the patient-specific 

description of the mass transfer. The information given by 
the model can be helpful for a more accurate planning of the 
dialysis therapy; implying the improvement of the treatment 
outcomes but, above all the improvement of the patients’ 
quality of life.  
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Fig. 1.  Scheme of the body compartments as considered in the model. Fluid and mass exchanges across the relevant biological and artificial membranes 
were represented. QUF is the ultrafiltration flow rate. On the right, there is a scheme of the system of ODE implemented in Matlab. 
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Fig. 2.  Plots of the main model outputs, on which the results are focused. Red dots represent the clinically acquired data to be compared with solutes 
concentrations trends in the optimised model (green line) and in the model set with standard values for the patient-dependent parameters (blue line). 

Fig. 3.  Overall averaged descriptive errors evaluated for each solute, once the model is optimized on the single session (identification of the patient-specific 
parameters. 
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Abstract—A simple, novel, strategy to design a multi-shell 
nanocapsule featuring an oil-core/hybrid polymer/silica-shell is 
reported. The final nanocarrier results to be a multifunctional 
platform, allowing the co-delivery of lipophilic and hydrophilic 
drugs, the confinement of tracers and contrast agents, the 
coating with PEG for antifouling activity and the interface 
decoration for active targeting. 
Keywords—silica nanocapsules, oil core, theranostic, 

multifunctional platform. 

I. INTRODUCTION 
 GREAT deal of effort has been spent in searching new 
materials for the development of smart nanocarriers [1-

3] with high stability, biocompatibility [4], [5] 
biodegradability,[5] together with high payloads of contrast 
agents and/or drugs,[4-6] selective cell targeting[7], [8] and 
release of active compounds at the molecular level.[2], [9-12]  
It is widely recognised that, due to molecular complexity of 
many diseases (in particular, cancer, cardiovascular diseases, 
neurological disorders, malaria, and AIDS), smart 
combination of drugs can better modulate cell-signalling 
network and maximize therapeutic effect, reducing drug 
resistance as well as side effects.[13] Therefore, developing 
novel systems that could jointly encapsulate two different 
types (hydrophilic and/or hydrophobic) of drugs into a single 
vehicle is still a major challenge for smart drug delivery.[14] 
To this end, a capsule-like configuration with different 
compartments to encapsulate both hydrophilic and 
hydrophobic agents is highly desirable. Furthermore, the 
presence of a silica gel outside layer could act as hydrophilic 
biocompatible compartment for hydrophilic drugs. 
Here, we propose a synthetic strategy to obtain oil core- 
multilayered shell nanocapsules.[15] In situ deposition of 
tunable silica shells was carried out directly around a mono-
disperse oil in water nano-emulsion system,[16-18] stabilized 
by polymer bilayers via LbL. The lipophilic core – with a 
size ranging from 100 to 200 nm – shows the ability to 
confine high payloads of lipophilic tracers (CdSe quantum 
dots, Nile Red) or drugs (Paclitaxel). The polymeric inter-
layers confer stability to the emulsion and can be 
independently exploited if properly functionalized – as 
demonstrated by conjugating chitosan with fluorescein 
isothiocianate. The outer silica shell, was prepared by an in 
situ short (2-4 h) synthesis process, optimized to easily tune 
the thickness, and combines several properties. It has been 
coated with polyethylenglycol (PEG), thus showing 
antifouling properties. It can be loaded with hydrophilic 

drugs, as demonstrated by embedding sulforhodamine B in 
the porous structure. It results to be an optimal bio-interface 
for bio-conjugations and targeting, as demonstrated by the 
decoration of the PEGylated shell with the folate-doxorubicin 
adduct. Silica nanostructures were characterized by a variety 
of analytical and spectroscopic techniques and in vitro 
degradation of silica shell was also assessed (Fig. 1).  
 

II. EXPERIMENTAL SECTION 

A. Nanoemulsion realization 
A homogenous oil phase was realized by simply adding a 
certain amount of surfactant (Lipoid E 80, Lecithin (1.2g)) to 
a predetermined volume of soy-bean oil (20 ml) at 60 °C 
followed by sonication for a few min to homogenize and mix. 
Then, a pre-emulsion was prepared by a step-by-step addition 
of the as-prepared oil phase to a weighted amount of aqueous 
phase (Milli-Q water) so as to obtain a final concentration of 
10 wt% in the oil phase. The mixture was thoroughly mixed 
through the immersion sonicator for a few minutes in a 
beaker. Finally, the pre-emulsions were passed at 1000 bar 
through a high-pressure homogenizer (Microfluidics 
M110PS) with a combination of individual cycles and 
continuous steps until a minimum size and PDI was reached. 
The nanoemulsion has also been loaded with several 
hydrophobic species by adding a miscible solvent – usually 
ethanol – containing the desired drug, dye or contrasting 
agent. 

B. Biopolymer-silica shell realization 
Monolayer of chitosan, or chitosan labelled with FITC, was 
deposited at a final concentration of 0.01% wt (at pH=4) 
whereas oil concentration was 1% wt. Bilayer emulsion was 
prepared by mixing 4 ml of monolayer to 2.5 ml of heparin 
solution (0.044% wt) in water.  
After the formation of the bilayer, heparin carboxyl (–
COOH) groups, were coupled to amino groups of APTS 
molecules, through EDS/NHS chemistry.[19] Reaction was 
allowed to proceed under stirring for 15 min at 4 °C in an ice 
bath. Then, reaction mixture was removed from ice bath and 
silica shell synthesis was initiated at room temperature using 
a modified Stöber method. In summary, the pH of dispersion 
was adjusted to 10.0 and a TEOS solution in 2-propanol was 
added drop-wise.[20] Stirring was continued for another 1 h 
at room temperature after which the dispersion was mixed 
with equal volumes of Milli-Q water and subjected to further 
stirring for variable timings, ranging from 5 min to 3 h, thus 
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obtaining a tunable shell thickness. To carry out PEGylation 
of the nanocapsules, equal volumes of an aqueous PEG 
solution 0.220 M, were added to the nanocapsule dispersion 
during the second step (1:2 dilution), thus obtaining a PEG 
grafting by means of a transesterification reaction.[21] 

C. Decoration with folate-doxorubicin adduct.  
Carboxyl group of FA was first activated with EDC, thanks 
to the formation of the corresponding isourea, that is more 
reactive then the carboxylic acid. [22] Briefly, FA (4.5 mg, 
0.01 mmol) was dissolved in 5 ml of PBS and EDC (3.0 mg, 
0.01 mmol) and NHS (23.3 mg, 0.20 mmol) were added and 
the resulting solution was stirred for 2h. PEGylated 
nanocapsules samples were added and stirred for 2h, at room 
temperature. The anticancer drug doxorubicin (2 mg) was 
dissolved in 2 ml of tris(hydroxymethyl) aminomethane 
buffer solution at pH 7, added to the nanocapsules solution 
and stirred over night at room temperature. Finally, the 
sample was dialyzed (MWCO 25 kDa) against water.  

III. RESULTS AND DISCUSSIONS 
Silica nanostructures were characterized by a variety of 
analytical and spectroscopic techniques like Raman 
Spectroscopy, Dynamic Light Scattering (DLS), Electron 
microscopy (SEM, TEM), and fluorescence microscopy 
(Confocal and STED).  
The hydrodynamic diameter of the emulsion before and after 
deposition of the bilayer was 114.8 nm (PDI=0.055) and 
145.4 nm (PDI=0.0) respectively. Samples collected at 1 and 
3 h of seeded growth were submitted to Electron microscopy 
(FESEM, TEM) for morphological analysis, thus showing a 
continuous shell formed around the bilayer (Fig. 2). Samples 
with just 1 h of reaction had thin and continuous shells with a 
thickness of around 20 nm; particles after 3 h of reaction 
possessed a thicker continuous shell of about 45 nm. In order 
to confirm nano-confinement of solid hydrophobic materials 
in the oil core, we performed characterization with 
fluorescence microscopy. For this analysis, two different sets 
of experiments were designed. The first was carried out with 
hydrophobic CdSe quantum dots, thus proving the nano-
confinement capability of these capsules, where in place of 
CdSe also other types or nanoparticles, such as gold or iron 
oxide (which can make these capsules suitable for X-ray or 
MRI imaging, depending on the applications) may be used. 
In the second experiment we used two different dyes: Nile 
Red to tag the oil and FITC to tag the chitosan layer, thus 
confirming that these nanocapsules can act as efficient 
nanocarriers for lipophilic drugs and demonstrating that the 
polymeric layers can be properly functionalized. 
The negative surface charge limits their efficacy due to 
increased interaction with blood proteins which can result in 
rapid capture and removal by reticuloendothelial system. 
[13], [23] To potentially reduce these obstacles, the surface 
of nanocapsules was coated with PEG (MW 5000).  PEG 
coating was also exploited for the decoration of the 
nanocapsules with a stable ligand, folic acid, conjugated with 

an anticancer drug, doxorubicin.  

IV. CONCLUSION 
One intriguing route for in vivo imaging, as well as drug 
delivery, is the use of core shell type structures that 
effectively allow confinement or protection of both tracers 
and/or drugs in the inner core. In the present work, an 
emulsion templated silica-biopolymer nanocapsule with 
antifouling properties was realized. The presence of different 
compartments confers to the final nanocarrier simultaneous 
functionalities, such as co-delivery of drugs, diagnostic and 
active targeting. Therefore, this is an innovative, low cost, 
effective and green way to produce new nanocarriers to be 
used in nanomedicine. 
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Fig. 1. Schematic representation of the emulsion templated silica-biopolymer nanocapsules for theranostic and co-delivery. Each compartment can be 
exploited to add functionalities to the final nanocarrier  
 
 

 
Fig. 2. TEM micrograph of silica nanocapsules after 1 h of seeded growth time. Sample has been stained with OsO4 vapors. 
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Abstract—A multi-channel device able to measure neural 
impedances is proposed in this paper. The system is composed of 
an analog front-end based on a custom designed IC realized in a 
CMOS 0.35 µm process and of a digital back-end implemented 
in a FPGA. The device generates a current by means of a 
current DAC and acquires the correspondent voltage drop 
across the impedance, using a sigma delta converter. An user-
friendly GUI implemented in LabView environment allows the 
user to configure the system and to acquire the data.  The device 
was realized and successfully tested with electrical tests showing 
a capability of measuring impedances in the range from 10kΩ to 
100kΩ. 
Keywords—Biomedical device, bioimpedance measurement, 

neural interface. 

I. INTRODUCTION 
HE human machine interfaces have been deeply 
investigated by the researcher in the last decades. Many 

systems have been proposed to record and stimulate the 
neural activity, both in the Central Nervous System (CNS) 
and in the Peripheral Nervous System (PNS) [1, 2]. The 
possibility to acquire the neural signals and to elicit the 
neurons with electrical signals, in fact, opens interesting 
perspectives in the treatment of a large number of diseases. 
Neural interfaces (NI) can be useful in the therapy of 
degenerative illness of the neural system such as Parkinson 
disease and multiple sclerosis, and they have also been used 
in patients affected by epilepsy, in patient with permanent 
damages to spinal cord and in neuroprosthetics [3, 4, 5, 6]. 
Several different electrodes have been proposed for neural 
applications [7, 8], they are characterized by impedances that 
can range from 10 kΩ to 1 MΩ [9]. Nowadays, the research 
trend is to try to reduce the impedance contact to few kΩ. 
Nevertheless, the electrochemical reactions at the interface 
with the tissue cause the impedance increase with the time, 
degrading the recording/stimulation performance in long term 
implant. For this reason, a key factor for the NI is represented 
by the electrode-tissue impedance measurement. Evaluating 
the impedance before the stimulation/recording session in 
fact, allows, on one hand, to set properly the device 
parameters such as the gain in the recording and the pulse 
amplitude in the stimulation and, on the other hand, to 
monitor the eventual degradation of the electrode inserted in 
the nerves. Several method have been proposed for 
bioimpedance measurements. In [10], a device based on a 
Commercial Off-The-Shelf (COTS) sine wave generator and 
a gain-phase detector, has been used to evaluate the 
impedance of a cuff electrode. While in [11], in a complex 
multi-channel ASIC for cortical neural recording with MEA 
electrodes, a square-current generator for impedance 
measurement has been embedded. In this paper we present a 

system able to measure neural impedances in the range 10 kΩ 
– 100 kΩ. The device has been implemented in an IC realized 
in a CMOS 0.35 µm technology and it is embedded in a 
wider biomedical interface for neural recording and 
stimulation. The device has been successfully evaluated by 
means of electrical test with laboratory equipment confirming 
the capability of measuring impedances in the range of 
interest. 

II. SYSTEM OVERVIEW 
In Fig. 1, the system overview is presented. The device is 
composed of two main parts: a custom integrated IC and a 
digital control module implemented in a FPGA. The chip 
includes 8 different channels for measuring the impedance of 
multi-channel electrodes. Each channel has two main parts: a 
current generator, that injects a programmable current into 
the electrode site, and a voltage recorder able to measure the 
voltage drop between the active site and the reference. The 
device can be used in two different operating mode, by 
changing the reference current of the current generator. In the 
first mode, a IBmax = 2.1 µA current is used, and impedances 
in the range 10kΩ - 50kΩ can be measured, while with the 
second operating mode (IBmin = 20nA), it is possible to 
evaluate impedances from 50kΩ to 100kΩ. The digital 
module embedded on chip, besides handling the 
communication with the FPGA with an SPI link, can also 
configure the chip according to the settings chosen by the 
user in the Graphical User Interface (GUI) on PC. The FPGA 
manages the communication between the chip (SPI interface) 
and the control PC (Ethernet link). The whole system can be 
easily programmed by the PC by means of an user friendly 
GUI developed in LabView environment. The results can be 
displayed in real time in the PC and can be stored in a file for 
further processing. A picture of the whole system is shown in 
Fig. 2, the main blocks have been highlighted: on the right 
the test board that hosts the custom designed chip (indicated 
with a white box) can be observed, in the center the red box 
shows the FPGA and finally on the left the GUI has been 
indicated with a green box. 

III. EXPERIMENTAL RESULTS 
The chip layout is reported in Fig. 3, the total area occupation 
is 3.7 mm x 4.1 mm. It was designed using a special care on 
track minimization, realizing the matched parts 
symmetrically and using a common centroid approach. 
Considering that a fully differential topology was used, a 
layout that guarantees a good matching is, in fact, of crucial 
importance.  The device has been tested in DC conditions 
modelling the electrode-impedance tissue with a simple 

A portable device based on a custom IC for 
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Resistance. Different values have been chosen to cover the 
most likely values at the electrode-tissue interface in both 
operating modes (IBmax and IBmin)  available for the proposed 
device. For each test a known DC current value has been 
injected into the load, and the corresponding voltage drop 
across the resistance has been measured. Increasing the 
injected current by steps of 2.1 µA and 20 nA respectively for 
the first and the second working range, it has been possible to 
estimate the load resistance by measuring the slope of the 
linear interpolation of the collected data. Fig. 4 shows the 
results achieved for different resistance values (5.6 kΩ, 15 
kΩ, 27 kΩ, 39 kΩ and 56 kΩ) using the 2.1 µA reference 
current. The voltage values versus the injected current 
measured have been reported, for each series of data the 
linear interpolation has been calculated and plotted, the 
corresponding equation is reported in the legend. The 
equation slope corresponds to the estimated Resistance value. 
As reported in Table 2, the system is able to detect the load 
used with an error lower than 15% for values higher than 
10kΩ. 
 

TABLE I 
DC IMPEDANCE MEASUREMENT FOR THE RANGE 10KΩ-56KΩ 

Nominal Value Measured Value Error 

5.6 kΩ 7.6 kΩ 35% 

15 kΩ 17.3 kΩ 15% 

27 kΩ 28.8 kΩ 6.7% 

39 kΩ 39.2 kΩ 0.5% 

56 kΩ 50.2 kΩ 10% 

 
 
The same tests have been performed using the second 
operating range of the device (i.e. the 20 nA current) in this 
way the range 56 kΩ – 100 kΩ can be covered. In Fig. 5 the 
results are shown for the resistance value 56 kΩ; 68 kΩ; 82 
kΩ and 100 kΩ, the linear interpolation allows to estimate the 
resistance values giving the results summarized in Table 3, in 
all cases the error is lower than 10% allowing a good 
estimation of the measured impedance.  

 
TABLE II 

DC IMPEDANCE MEASUREMENT FOR THE RANGE 56KΩ-100KΩ 

Nominal Value Measured Value Error 

56 kΩ 56 kΩ <1% 

68 kΩ 68 kΩ <1% 

82 kΩ 75 kΩ 8.5% 

100 kΩ 92 kΩ 8% 

 
 

IV. CONCLUSION 

An IC based system for neural impedance measurements has 
been designed and tested. The proposed device is able to 
measure impedances in the range 10kΩ - 100kΩ. The chip is 

intended to be used with multi-channel electrodes and 
includes eight separate channels, each of which is composed 
by a current generator and by a recording module based on a 
sigma delta converter. The chip occupies a total area of 3.7 
mm x 4 mm and consumes a power of 16 mW. The device  
has been successfully tested, confirming the capability to 
detect impedance in the range of interest with an maximum 
error of 15%. 
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Fig. 2: System picture 
 

Fig. 3: Chip Layout 

 
 

 

Fig. 4: DC Impedance measurement for the range 10kΩ - 56kΩ: data 
collected and linear interpolation 
 

Fig. 5: DC Impedance measurement for the range 56kΩ - 100kΩ: data 
collected and linear interpolation 

 

Fig. 1: System architecture 
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Abstract—We developed a disposable, hybrid 
organic/inorganic sensor for D-glucose based on a porous 
PEG/Polyaniline/Gold Nanowires composite transistor 
functionalized with Glucose Oxidase Enzyme (Gox). This sensor 
responds to glucose in the range 1µM – 100 mM, which includes 
typical glucose concentrations in human blood and saliva. The 
devices could represent a general strategy to bloodless glucose 
monitoring by detecting low concentrations of glucose in saliva.  
Keywords—D-Glucose sensor, transistor, heterogeneous 

composite, porous polymer matrix. 
 

I. INTRODUCTION 
 
Diabetes mellitus is a metabolic disorder characterized by a 
chronic hyperglycemia resulting from defects in insulin 
action. This chronicity is correlated with long-term damage, 
dysfunction, and failure of various organs (eyes, kidneys, 
nerves, heart, and blood vessels). Therefore, the development 
of high sensitive glucose sensors is a mandatory need.    
Heterogeneous conducting composites have been object of 
extensive studies in the last decades. The combination of 
conducting polymers with inorganic materials having 
different properties opens up new avenues for the 
development of innovative hybrid materials with interesting 
features.[1-4]  
Polyanilines have been extensively studied in recent years 
due to many advantages among other conducting polymers 
such as low cost, easy synthesis, range of electrical 
conductivities and unique reversible proton doping-dedoping 
processes.[5]  
At the same time, gold nanoparticles have been applied both 
in biology and in technology due to their tunable chemical-
physical properties. Moreover, they can be easily conjugated 
with biological molecules.[6] Combination of organic and 
inorganic materials having biological moieties could be 
potentially applied in biosensor devices.[7] 
We report the realization and characterization of a new 
heterogeneous conducting organic/inorganic material, easily 
functionalizing with Glucose Oxidase Enzyme, and its 
implementation in a high sensitive glucose sensor. 
 

II. METHODS AND MATERIALS 
 
PEG-DA250 (macromer), Pluronic F68 (surfactant), camphor 
sulfonic acid (CSA), aniline hydrochloride, ammonium 
peroxide, chloroauric acid and sodium citrate were purchased 
from Sigma Aldrich, photoiniziator darocure 1173 from Ciba.  
AC electrical response of the composites was investigated 
thought Impedance Spectroscopy Analysis using a two probe 
method formed by two aluminium disc as electrodes 

connected to an AUTOLAB PGSTAT302N 
(potentiostat/galvanostat) equipped with a FRA32M module 
(frequency response analysis module). Impedance spectra 
were recorded in potentiostatic mode with an amplitude of 
0.01V and frequencies ranging from 100kHz to 0.01Hz 
between the electrodes. For each measurements 3 reading and 
50 data points (logarithmic frequency step) per reading were 
collected. The least-square optimization method was used to 
fit the measured impedance data to an electrical equivalent 
circuit model (brick layer model [8]). Morphological 
characterizations were carried out by TEM (FEI Tecnai G2 
transmission electron microscope at 200 kV and images were 
acquired by Eagle 2K CCD-HS camera) and SEM (Ultra Plus 
Zeiss Germany, FEG-SEM). Elemental microanalysis was 
carried on composites using SEM equipped with EDS 
detector (Oxford Instruments) Transistor sensor prototypes 
were realized using two PEDOT:PSS strips as gate and 
source-drain channels, while heterogeneous composite 
materials were used as transducer. Transistor sensors were 
tested with control (phosphate buffer) and D-glucose 
solutions in the concentration range from 1µM and 100mM.   

III. SYNTHESIS 
Porous materials were prepared using a reverse micro-
emulsion strategy. PANI-CSA, prepared with the standard 
method [9], was dispersed at different weight percentage in 
PEG-DA by sonication, after that the photo-iniziator darocure 
1173 was added (2% w/w). A water buffered solution (PBS, 
ph= 7.4, 100mM) of Pluronic F68 (180 mg/mL) and Gold 
Nanowires (NWs, obtained with the Turkevich route [10]) or 
Gox, or both, was added to PEG-DA/PANI-CSA dispersion 
at several weight percentages. The resulting dispersion was 
sonicated and photo-polymerized under UV light to obtain a 
solid porous material. 
 

IV. RESULTS AND DISCUSSION 
 
In this work conducting polyaniline doped with was 
dispersed into PEG porous matrix containing gold nanowires 
in network form.  
The electron microscopy (TEM and SEM) of the composites 
reveals a porous morphology. The AC electrical behavior 
was also studied by Impedance Spectroscopy. Electrical 
conductivity of the heterogeneous composite, extrapolated 
from impedance data, shown a changing from insulator to 
conducting behavior. The relation among composition, 
morphology and AC electric response was taken into 
account.  
Morphological and spectroscopic analysis have revealed that 
the gold nanowires were included only in the pores, while the 

Non-invasive glucose sensor based on enzyme 
functionalized organic transistor 
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polyaniline was dispersed in the PEG matrix. When both 
these two fillers were present in the matrix, at the same 
concentration of the previous cases, the percolation threshold 
was surpassed. Probably, the two fillers exerted a synergic 
effect on the AC conductivity. Indeed, the pores may be 
electrically interconnected through the polyaniline chains 
inside the PEG matrix.  
The composite was functionalized with Glucose Oxidase 
Enzyme and integrated as transducer in a full-organic 
transistor device. The device shows a good D-Glucose 
response in the range 1µM – 100 mM (Figure 1), which 
includes typical glucose concentrations in human blood and 
saliva. The devices represent a new general strategy to 
bloodless glucose monitoring by detecting low concentrations 
of glucose in saliva. Furthermore, the composites could be 
easily functionalized with other Enzymes to obtain sensors 
for specific metabolites.  
 

V. CONCLUSION 
 
A new heterogeneous porous composite (porous 
PEG/PANI/gold NWs composite) was realised and 
electrically and morphologically characterized. The 
composite shown a good electrical conductivity and could be 
easily conjugated with the Glucose Oxidase Enzyme. The 
composite was integrated in a full-organic transistor device 
and tested as D-Glucose sensor. This sensor device shown a 
good response to glucose molecules in the range 1µM – 100 
mM, which includes typical glucose concentrations in human 
blood and saliva. The sensor could be applied to bloodless 
glucose monitoring by detecting low concentrations of 
glucose in saliva. 

 

REFERENCES 
[1] C.G.Wu, D.C. Degroot, H.O. Marcy, J.L. Schindler, C.R. Kannewurf, 

Y.J. Liu, W. Hirpo, M.G. Kanatzidis, Chem. Mater. 8 (1996) 1992. 
[2] T.A. Kerr, H. Wu, L.F. Nazar, Chem. Mater. 8 (1996) 2005. 
[3] E.R. Hitzky, P. Aranda, B. Casal, J.C. Galvan, Adv. Mater. 7 (1995) 

180. 
[4] W.J. Bae, K.H. Kim,W.H. Jo, Y.H. Park, Mac-romolecules 37 (2004) 

9850. 
[5] Trivedi, D. C., 1997. “Handbook of Conducting Molecules and 

Polymers”, (ed.) by Nalwa, H. S., John Wiley and Sons 2:505. 
[6] P. M. Tiwari, K. Vig, V. A. Dennis and S. R. Singh, Nanomaterials, 1, 

31-63 (2011). 
[7] T. A. Kumar , E. Capua , M. Tkachev , S. N. Ad-ler, and R. Naaman, 

Adv. Funct. Mater., 24(37), 5833-5840  (2014). 
[8] Barsoukov E., Macdonald J.,“Impedance Spectroscopy: Theory, 

Experiment, and Applications” , Wiley, 2nd Edition, 2005. 
[9] Heeger, Alan (2001). "Nobel Lecture: Semiconducting and metallic 

polymers: The fourth generation of polymeric materials". Reviews of 
Modern Physics 73 (3): 681. 

[10] Turkevich, J., Stevenson, P.C., Hillier, J.: A study of the nucleation and 
growth processes in the synthesis of colloidal gold. Discuss. Faraday 
Soc. 55–75, (1951) 



GNB 2016

397

GNB2016, June 20th-22nd 2016, Naples, Italy 3 

 

1E -6 1E -5 1E -4 1E -3 0,01 0,1

0,02

0,04

0,06

0,08

0,10

0,12

N
o
rm

a
liz

e
d
	R

e
sp

o
n
se

G lucos e 	mola r	concentra tion	(M)

 
Fig. 1.  Normalized response of heterogeneous sensor device at different D-Glucose molar concentrations. 
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Abstract— Cardiac rotation is a sensitive indicator of cardiac 
performance. We present CardioMon, a newly developed 
implantable catheter equipped with a 3D MEMs gyro to provide 
the continuous monitoring of cardiac rotation.  

Preliminary lab tests on CardioMon catheter were performed 
to assess reliability of angular velocity signals measured by the 
3D MEMs gyro included in the catheter. 
 

Keywords—cardiac rotation, 3D MEMs gyro, implantable 
sensor, cardiac monitoring. 

I. INTRODUCTION 
ARDIAC torsion is the wringing motion of the heart 
around its long axis created by oppositely directed apical 
and basal rotations and is determined by contracting 

myofibers which are arranged in opposite directions between 
the subendocardial and subepicardial layers [1]. This motion 
is essential for regulating cardiac systolic and diastolic 
functions, and changes in the pattern or amplitude of cardiac 
rotation have been associated with various cardiovascular 
diseases, including Heart Failure (HF), one of the major 
health problem worldwide [2]. 

Recent advances in echocardiography techniques [3], [4] 
have allowed for quantification of cardiac rotation; however 
these examinations are used on an intermittent basis and are 
not addressed to continuous monitoring of patient status. 

We present CardioMon, a novel implantable sensorized 
catheter equipped with a tri-axis (3D) MEMs gyro for the 
continuous monitoring of cardiac rotation. Starting from our 
previous results on using an “off-the-shelf” single-axis (1D) 
gyro for epicardial assessment of apical rotation in sheep [5], 
[6], we assembled an implantable sensorized catheter that 
may detect rotation at endocardial sites.  

Cardiac rotation monitoring by an implantable gyro holds 
the premise for early detection of impairment in cardiac 
mechanics, that may predict decompensation in HF patients 
and prevent recurrent hospitalizations, by tailoring an 
effective drug therapy on the basis of gyro detections. 

II. MATERIALS AND METHODS 

A. CardioMon catheter 
The CardioMon catheter is composed of a sensorized 

capsule in the catheter tip and a flexible main body including 
the electrical connections required for the sensor (Fig.1).  

The capsule, a cylindrical box in Delrin (Ø=4.4mm, 
L=6.6mm), includes a capacitive 3D MEMs gyro 
(CMR3100-D01, Murata Electronics Oy, Kyoto, Japan), 
which is a very small size sensor (3.0x3.0x0.9mm) with a 
detection range of ±500 °/s and a digital SPI/I2C interface for 
output reading. The capsule contains also a miniaturized 
printed circuit board (PCB) designed to be housed in the 

capsule. On one end, the capsule is provided with a titanium 
screw to allow its anchoring to the endocardium. The capsule 
is also provided with a removable silicone flange with two 
holes to allow it to be sewn on epicardial sites (Fig.1).  

The flexible main body of the catheter is made of a 
standard silicon tubing (Nusil MED-4750) for implantable 
electrocatheters and it includes 4 spiral wound insulated 
wires, connected to the pin terminals of the PCB in the 
capsule. A standard stylet (steel AISI 304, Ø=0.4 mm) for 
inserting the catheter is also provided (Fig.1). 

B. Data Reading Unit 
We assembled a data reading unit to implement the I2C 

digital communication protocol required for the output 
reading of the 3D gyro in the CardioMon catheter. The I2C 
interface was selected (rather than SPI protocol) since it 
allows communication with a minimum of 4 lines (Vdd, 
GND, SCL, SDA), thus minimizing the total number of wires 
to be included in the silicon tubing of the catheter. The 
reading unit is composed of a microcontroller board (Arduino 
Mega ADK 5V/16MHz, Arduino, Italy), three adapters to 
adjust voltage levels between the Arduino board and the 3D 
gyro, and three D/A converters, one for each sensitive axis of 
the gyro. The analog output signals from the reading unit are 
then collected and analyzed using a data acquisition system 
(MP100, Biopac System, Goleta, CA, USA). 

C. Functional lab tests 
A mechanical simulator was used to test CardioMon 

catheter. The simulator is composed of a DC brush motor 
(Escap 17N78-210E-F16, Portescap, West Chester, PA, 
USA), controlled by a programmable automation controller 
(CompactRIO, National Instruments, Austin, TX, USA). A 
supporting board, anchored to the rotating shaft of the motor 
and rotating with it, is used to position the sensors to be 
tested (Fig.2). 

An “off-the-shelf” single-axis gyro (1D gyro) with analog 
output (ENC-03R Murata Manufacturing Co., Kyoto, Japan) 
was used as reference sensor. 

Both the CardioMon catheter including the 3D gyro and the 
1D gyro were mounted on the supporting board and fixed in 
stable position by means of adjustable clips attached to the 
board (Fig.2). 

The simulator was programmed to provide target angular 
velocities (VT) in both clockwise and counterclockwise 
directions (VT+ = +200°/s and VT- = -100°/s, respectively) that 
may be representative of cardiac twist velocities (200°/s for a 
tachycardia condition, 100°/s for sinus rhythm). 

To evaluate the single-axis response of the 3D gyro, the 
CardioMon catheter was sequentially arranged on the 
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supporting board in order to align each detecting x-, y-, z-axis 
parallel to the rotating shaft of the motor (“X alignment”, “Y 
alignment”, “Z alignment”), while the 1D gyro remained in 
the same position (Fig.2). For each alignment, five repetitions 
of the sequence V0 / VT+ / VT- / V0 (with V0 = stop motion) 
were carried out, while angular velocity signals were 
collected simultaneously from the two sensors. 

D. Data collection and calculations  
For each alignment of the 3D gyro, the three components 

of angular velocities (Vx, Vy, Vz) were collected and the 
modulus of angular velocity (V3Di, with i=X, Y, Z alignment) 
was calculated as in Eq. (1). 

222 ++= VzVyVx3DiV  (1) 
 

For the 1D gyro, the single-axis velocity (V1D) was 
recorded. Steady-states velocities (corresponding to the set 
target velocities: VT+, VT-) were considered and were reported 
as Mean±SD, obtained by averaging angular velocities from 
the five repetitions of the test sequence. 

Noise level was estimated for the 3D gyro (N3Di, with i=X, 
Y, Z alignment) and for the 1D gyro (N1D): in both cases the 
noise was calculated as peak-to-peak amplitude of velocity 
signals at V0 condition (Fig.3). 

Measurement errors were defined, for both the 3D gyro 
(E3Di, with i=X, Y, Z alignment) and the 1D gyro (E1D), as in 
Eq. (2) and Eq. (3). 

( ) ( ){ }||VVmean +  T3DiT+3Di3Di  -V  -V −−= ;E        (2) 

( ) ( ){ }|V||VVVmean ++ −−= T1DT1D1D  -;  - |E    (3) 

 

III. RESULTS 
 

Angular velocity signals provided by the 3D gyro 
encapsulated in the CardioMon catheter were reliable and 
comparable with signals obtained with the “off-the-shelf” 1D 
gyro. Examples of the recorded signals are reported in Fig.3. 

The output velocities from the 3D gyro and the 1D gyro 
were comparable (Table I): differences between V3Di and the 
corresponding V1D fell within noise levels estimated for both 
the 3D gyro (N3DX=6.7°/s, N3DY=7.1°/s, N3DZ=5.4°/s) and the 
1D gyro (N1D =8.8°/s). 

For all X, Y, Z alignments, measurement errors (E3DX, E3DY, 
E3DZ) were below the corresponding estimated noise level 
N3DX, N3DY, N3DZ (Table I).  

IV. CONCLUSION 
The newly developed CardioMon catheter including the 3D 

MEMs gyro was reliable and accurate in detecting angular 
velocities within the range of cardiac twisting velocities. 

The novel device can provide information that complement 
standard cardiac function indices, offering new diagnostic 
and therapeutic perspectives.  

Animal experiments will be planned to further evaluate the  

 
 
 
CardioMon catheter in in vivo environment and to investigate 
possible implantation sites for the catheter within the heart.  
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TABLE I 
MEASUREMENTS PROVIDED BY 3D GYRO (CARDIOMON CATHETER) AND BY 1D GYRO 

 
 3D MEMs Gyro (CardioMon catheter) 1D Gyro (control) 

 
 

VT[°/s] 
 

Vx[°/s] 
(M±SD) 

Vy[°/s] 
(M±SD) 

Vz[°/s] 
(M±SD) 

V3Di [°/s] 
(M±SD) 

E3Di [°/s] N3Di [°/s] |V1D|[°/s] 
(M±SD) 

E1D[°/s] N1D[°/s] 

X alig. VT+ = 200.0 200.7±3.7 0.1±3.4 1.0±5.4 200.8±3.7 
2.5 6.7 

204.6±3.3 

3.5 8.8 

VT- = -100.0 -103.9±2.8 -2.7±5.0 -1.6±4.2 104.1±2.8 101.0±3.1 

Y alig. VT+ = 200.0 -3.9±8.0 200.2±8.9 1.0±8.9 201.1±7.9 
2.3 7.1 

206.7±2.2 

VT- = -100.0 1.4±1.8 -103.5±1.6 -0.9±1.9 103.6±1.6 98.0±5.5 

Z alig. VT+ = 200.0 8.7±1.7 -6.5±8.8 190.7±4.5 191.5±4.3 
5.8 

 
7.4 

 

202.9±3.7 

VT- = -100.0 -14.1±3.6 -0.9±6.1 -95.0±1.4 96.9±3.1 103.8±3.2 

X, Y, Z-alig.= alignment of  x, y, z-axis of the 3D gyro parallel to the rotating shaft of the simulator; VT= target angular velocities; V3Di= modulus of angular 
velocity measured by the 3D gyro (i=X, Y, Z alignment); E3Di= calculated error for the 3D gyro (i=X, Y, Z alignment); N3Di= estimated noise for the 3D gyro 
(i=X, Y, Z alignment); V1D= single-axis angular velocity for the 1D gyro; E1D= calculated error for the 1D gyro; N1D= estimated noise for the 1D gyro.  
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Fig. 1.  The CardioMon catheter. 

 

  
Fig. 2.  Set-up for lab functional tests. 

 
 

Fig. 3.  Angular velocity signals recorded with the 1D gyro (grey curve) and with the 3D gyro included in the 
CardioMon catheter (black curves); N1D= estimated noise for the 1D gyro; N3Di (i=X, Y, Z alignment)= estimated 
noise for the 3D gyro. 
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Abstract— Lactic acid is considered a biomarker for several 
pathologies. The aim of this work is to evaluate the feasibility of  
a real time measurement of lactic acid levels in a tissue under 
test by means of its dielectric characterization. We present 
preliminary results of broad-band measurements (0.5 GHz-4.5 
GHz) of the permittivity of lactic acid solutions (in water or 
culture medium) carried out with the truncated coaxial cable 
technique. The obtained data are encouraging and show a 
correlation between conductivity and concentration and/or pH 
of the solution. 

Keywords—dielectric measurements, lactic acid, biomarker, 
microwaves. 

I. INTRODUCTION 
HIS work presents preliminary results on the feasibility 
of real time monitoring of lactic acid concentrations by 
dielectric measurements at microwave frequencies. 

Lactic acid levels are considered a metabolic biomarker of 
several pathologies. For instance, it has been proposed as an 
early marker of brain injury in inflicted traumatic brain [1], 
as a metabolic biomarker of prostate cancer [2] or of the 
development of nodal or distant metastases in head-and-neck 
cancer patients [3], as a predictive value in infants with 
perinatal asphyxia in the early postnatal period [4] or for 
detecting spinal cord ischemia [5]. High lactate concentration 
are well known to accumulate in the interstitium of solid 
tumors as the consequence of hypoxia and/or aerobic 
glycolysis [6]  
 In addition, lactate sensing is important in sport medicine 
and food processing as well, and design of lactate sensors are 
proposed for emerging new technologies [7]. In this context a  
low power microwave sensor for analysis of lactic acid in 
cerebrospinal fluid (CSF) has been proposed in [8] by 
measuring the amplitude of the reflection coefficient when 
samples were inserted in a cylindrical cavity working in the 
950 MHz – 1150 MHz frequency range. In our study the 
lactic acid concentrations were related to the variations of the 
solution conductivities measured by means a truncated 
coaxial cable. In this way we use a well-known technique 
which is more general and less critical than the measurement 
of the reflection coefficient amplitude (in terms of choice of 
applicator, shape and volume of the sample, etc.). 
 

II.  MATERIALS AND METHODS 

A. Sample Preparation 
Solutions (25 ml) of L(+)-lactic acid BIOXTRA (Sigma – 

Aldrich) in both distilled water and culture medium (RPMI) 
were prepared to cover a concentration range from low, 

physiological up to supra-physiological levels (0 mM, 0.5 
mM, 2 mM, 4 mM, 8 mM, 16 mM, 32 mM, 64 mM).  We 
adopted the same concentrations reported in [8] in order to 
compare the results. Immediately after the preparation, pH 
was measured (Crison Basic 20 pH meter) and permittivity 
measurements were carried out on the same day and after 15 
days and 30 days in order to evaluate the stability of the 
samples. Samples were stored in a refrigerated unit at 4°C 
and were taken only for measurement purposes. L(+)-lactic 
acid RPMI solutions were heated at 37°C by water 
thermostatic bath immersion, then permittivity and non-
perturbing temperature measurements were carried out 
simultaneously, the latter by using a fiber optic thermometer 
(Luxtron 652).  
 

B. Permittivity Measurements 
Dielectric measurements in the 0.5 – 4.5 GHz frequency 
range were carried out by means of the truncated coaxial 
cable technique, that is widely used for permittivity 
evaluations of biological tissues [9]. The method is based on 
the measurement of the reflection coefficient (amplitude and 
phase) at the tip of a truncated coaxial cable immersed in the 
sample and connected to a Vector Network Analyzer  
(Agilent E5071C-240) once the calibration with a short 
circuit, an open circuit and a known liquid is carried out. 
Permittivity values are then calculated following the 
approach described in [10]. Uncertainty budget was evaluated 
on distilled water samples (5 independent measurements) as 
described in [11] and reported in Table 1. 

 

III. RESULTS 
Permittivity measurements of lactic acid solutions were 
stable up to one month. Among the considered frequencies, a 
regular trend of the conductivity with the concentration was 
observed at 800 MHz and 850 MHz for water and culture 
medium solutions, respectively. The conductivity behaviors 
of  lactic acid solutions in water and in RPMI as function of 
concentration and pH are shown in Fig. 2 and Fig 3. The 
trend observed in water solutions was consistent with that 
reported in [8] while in the case of RPMI solutions, that are 
closer to human physiology, the trend appears to be different 
and depend on concentration. In particular conductivity   
increases up to the concentration of 2 mM and decreases for 
higher concentrations. Even though for saline solutions it is 
known that dielectric parameters increase monotonically up 
to 4 mM where the trend reverses [12], more accurate 
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measurements should be carried out in our case in order to 
establish the sensitivity of our technique to low-concentration 
solutions. 
 

IV. CONCLUSIONS 
We have presented the results of a microwave broad-band 
characterization of a biomarker that is relevant in several 
pathologies, with particular attention to the possibility of 
relating the concentration and pH with the conductivity. The 
preliminary results are encouraging and future  measurements 
will be carried out with samples that simulate tissues or small 
tumours in order to propose this technique as a non invasive 
diagnostic tool. 
 

TABLE 1 
 UNCERTAINTY BUDGET OF THE MEASURED PERMITTIVITY (ϵ′) AND 
EFFECTIVE CONDUCTIVITY (σeff)  OF DISTILLED WATER 
 

                                                                                                                                               𝝐𝝐′ 𝝈𝝈𝒆𝒆𝒆𝒆𝒆𝒆 (S/m) 

Repeatability(SDM) (%) 0.65 5.18 

Deviation from reference 
(%) 1.36 6.99 

Combined uncertainty 
(%) 1.50 8.70 

Expanded uncertainty 
k=2 (%) 3.01 17.39 
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Fig.1 Experimental set-up for permittivity measurements. 
 

 
 
Fig.2 Conductivity behaviour of Acid Lactic solution in water as a 
function of concentration and pH. 
 

 
 
 
Fig.3 Conductivity behaviour of Acid Lactic solution in RPMI culture 
medium as a function of concentration and pH. 
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Abstract— A versatile microfluidic tool for the 
characterization and classification of individual viscoelastic 
aligned particles as well as peripheral blood mononuclear cells is 
described. Our approach exploit the fact, that even low 
concentrations of viscoelastic polymers can be used to induce 
particle or cell alignment to the centerline of a capillary or 
squared channel. Using biocompatible viscoelastic substances it 
is even possible to create naive measurement conditions, useful, 
for instance to investigate morphological living cell properties in 
flow. 
Keywords— Scattering, Viscoelastic, Microfluidic, Cells. 

I. INTRODUCTION 

e present a universally usable tool for the 
investigation of individual viscoelastic aligned 

particles or cells in microfluidic flow conditions. For 
this purpose we take advantage of the fact, that even 
low concentrations of a biocompatible viscoelastic 
substance can be used to induce particle or cell 
alignment in the centerline of a capillary or squared 
channel.[1-5]  
For instance, naive measurement conditions can be 
realized to investigate morphological living cell 
properties in flow conditions. Indeed, several optical 
measurement techniques can be simply combined with 
our cost effective and easy to adapt versatile 
microfluidic tool to achieve multiplex information of 
particle or cells.[6,7] Here, several measurement 
techniques can be utilized, such as the digital 
holography approach, static light scattering technique or 
ordinary microscope observations.[6-8] 

II. MATERIALS AND METHODS 

The essential alignment -in our microfluidic tool- takes 
place in a round shaped capillary (inner diameter of 50 
µm), induced by a pressure driven viscoelastic polymer 
solution (Polyethylene oxide – 4 MDa, SIGMA 
ALDRICH), which is combined with a highly 
transparent rectangular shaped measurement channel 
(cross section = 380x400 µm) as shown in Fig.1. 
Indeed, due to the adaptive centerline probability as 
well as flow velocity -by the used set of alignment 
parameters- and the relative big channel size compared 
to the investigated particles or cells (typically object 
size 1 – 20 µm), a wide field of possible observation 
application can be applied. 

III. RESULTS 

For instance, using a standard bright field microscope 
opens up the possibility to investigate unknown 
viscoelastic polymer properties, which cannot be 
obtained by standard rheological measurement 
techniques.[3,7] Moreover particle or cell size, shape or 
relative amount of objects, while passing a defined 
measurement area can be obtained.[4,7] Note that for 
most of our measurement conditions no deformation of 
cells or soft particles can be assumed, due to the 
relatively low shear forces in the measurement channel.  
In addition combining our versatile microfluidic tool 
with more sophisticated microscope systems can be 
used to investigate, for instance, an automatic barcode 
readout system for fluorescent based multi-shell 
particles or dyes inflow. For example the multiplex 
fluorescence signal detection of microRNA (miRNA) 
concentrations in small sample volumes, without pre-
treatments as PCR amplification steps are therefore 
from growing interest.[9-13] 
Furthermore coupling our tool with a static light 
scattering (SLS) approach, open up the possibility to 
label-free investigate physical cell properties (size, 
shape, refractive index or cell-to-nucleus ratio) in 
flow.[6,14] We used a light scattering apparatus, whose 
design and principles are shown elsewhere[6]. In 
general, our apparatus is able to instantly obtain precise 
experimental optical signatures of individual peripheral 
mononuclear blood cells in a continuous angular range 
from 2° up to 30°. The hereby achieved angular 
resolution of 0.1022°, gives the possibility to 
distinguish cell dimensions within the submicron range 
at throughput rates of up to 1.2 cells per second.[7] 
Therefore, peripheral human blood cells have been 
successfully investigated by our SLS apparatus, without 
causing them any structural damages. (see Fig. 2)  
In fact, traditional cell alignment approaches, using fast 
-and potentially damaging- sheath fluids, could damage 
living cells.[15] Note that sheath fluids are, a critical 
variable to be chosen, whenever cells are desired to be 
collected for further analysis. Indeed, only few 
commercial available measurement systems are suitable 
for living cell investigations, retaining pH and osmotic 
pressure values adequate for their surviving.  

Viscoelastic induced single particle/cell 
investigation in microfluidic flow 
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Recurring to our SLS approach, several different 
surface or volume based scattering simulation models 
can be used to achieve unknown cell’s parameters or to 
discriminate separate cell subpopulations. To name but 
a few, the discrete source method, discrete dipole 
approximation or Lorenz-Mie theory. By using such 
theoretical particle or cell simulation approaches it gets 
possible to obtain a counting and characterization of 
cell subpopulations without the use of Ab-labeling.  

IV. CONCLUSIONS 

We presented a versatile tool for the characterization 
and classification of individual viscoelastic aligned 
particles or cells -as well as the possibility to even 
characterize the utilized viscoelastic solution- based on 
the fact, that even low concentrations of a viscoelastic 
substance can be used to induce particle or cell 
alignment in the centerline of a capillary or squared 
channel. In fact, by using biocompatible viscoelastic 
substances it becomes possible to create naive 
measurement conditions, for instance needed to 
investigate morphological living cell properties in flow. 
Such capability can be useful to create, reference panels 
for morphologic cell characteristic and compare in real 
time obtained measurement values to identify 
morphologic cell aberrations caused by pathologic 
events. 
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Fig. 2.  Size distribution of peripheral human mononuclear cells analyzed by our microfluidic tool combined with a SLS 
approach is shown. 

 
Fig. 1.  Microfluidic alignment and observation tool. a) show the microfluidic system with a round capillary entering from 
the left side a rectangular shaped microfluidic channel, sealed by a soft ferrule. Finally at the end of the channel is placed a 
reservoir to collect the measured sample. b) the viscoelastic alignment principle which takes place in a round capillary is 
illustrated. 
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Abstract—An Artificial Pancreas (AP) is a minimally-invasive 
device for automated glycemic control in Type 1 diabetes, that 
modulates insulin infusion on the basis of the measurements 
collected by a real-time continuous glucose monitoring sensor.  

AP research has progressed to an impressive pace in the last 
decade. In 2007 we developed a Model Predictive Control 
(MPC) algorithm for blood glucose regulation and performed, 
entirely in silico, the pre-clinical validation. We then moved to 
in-hospital testing of this AP algorithm running on a bulky 
laptop. From 2012 we moved outside the hospital, in 
environments more closely resembling daily life and free from 
strict protocol prescriptions. Recently we completed a 2 month 
long trial where the patients carried an MPC based wearable 
AP,  wirelessly connected with pump and sensor, granting them 
tighter blood glucose control and less hypoglycemia during their 
daily activities and overnight.  

Thorough a review of Padova’s group experience in this field, 
this contribution gives a taste of the large research effort 
performed by the AP community.  

   
Keywords—Artificial Pancreas, Blood Glucose Control, 

Clinical Trial, Inpatient  testing, Outpatient testing. 

I. BACKGROUND 
ype 1 diabetes is a disease induced by autoimmune 
pancreatic beta-cells destruction, causing inability to 

produce insulin and hence characterized by severely 
disturbed blood glucose (BG) homeostasis. Type 1 diabetic 
patients are dependent on external insulin administration to 
restore glucose utilization and to maintain their BG 
concentration is the nearly normal range [70, 180] mg/dL.  
Low BG levels (hypoglycemia) poses the patient at 
immediate risk, possibly leading to hypoglycemic coma and 
ultimately to death. Sustained high BG levels 
(hyperglycemia) are associated with long term complications 
such as neuropathies, retinopathies, nephropathies and 
cardio-vascular diseases. Therefore, type 1 diabetics face 
every day an extremely challenging control problem, 
complicated by the strong disturbance actions of meals and 
physical activity. 

 
Artificial Pancreas (AP) systems aim to artificially restore the 
severed regulation and improve patient quality of life, by 
reducing onset of complications and alleviating diabetes 
management burden. An AP system is a device that 
automatically modulates insulin injection, infused by a 
subcutaneous insulin pump, on the basis of the measurement 
provided by a minimally-invasive subcutaneous glucose 
sensor (CGM, continuous glucose monitor). The insulin 
injection requested to maintain patient BG in the nearly 
normal range is computed by a control algorithm. 
 
In 2007 we developed a Model Predictive Control (MPC) 
algorithm for blood glucose control, [1], and performed the 
pre-clinical validation entirely in silico [2].  

II. In Hospital Testing (2007-2012) 
The first step toward the clinical validation of an AP was its 
testing on hospitalized patient. To guarantee the higher level 
of patient safety medical and technical personnel were 
closely monitoring the patient throughout the study and 
operating on the AP prototype. Moreover, the collection of 
frequent blood samples was usually a mandatory requirement 
at this stage. The consequent need of an open intravenous 
access strongly limited patient freedom of movement.  

A. Hardware for Inpatient Studies 
In view of this, technological requirements for in-patient 

AP prototypes were very limited: the algorithm was running 
on laptop and was implemented in Matlab. Data transfer with 
sensor and pump was performed first manually and later 
automated through wired connection. 

B. Inpatient Results 
From 2007 to 2012, Padova was involved in 4 international 

studies in hospital. Overall, 127 adult patients were recruited 
in 11 centers of 7 different countries. Here we mention, as an 
example [3], where the MPC based AP controller was tested 
on 12 hospitalized patients in a randomized 22h study. The 
study started after lunch, prescribing a moderate physical 
exercise and facing the challenge of dinner and breakfast. 
The study showed that overall percent time in near 
normoglycemia (70-180 mg/dL, time-in-target from now on) 
increased significantly from mean(standard deviation) = 
76.8(5.0)% to 90.1(3.4)%, p=0.05 and that percent time-in-
tight-target (80-140 mg/dL) increased significantly overnight 
from 42.7(11.2)% to 79.3(8.1)%, p=0.04, while 
improvements in tight control on the overall data were not 
statistically significant, due to the effect of meal perturbation. 
Moreover, overnight average plasma glucose was 
significantly reduced and so was the dispersion around the 
average (i.e. standard deviation, measured intra-subject). 
Improved glucose control was achieved without significant 
increase in the risk of hypoglycemia (1.4 vs. 1.6 
events/patient in open loop vs. eCTR, p = 0.43) and with a 
significant decrease in the overall average plasma glucose.  

III. GETTING OUTSIDE THE HOSPITAL(2012-2014) 
By 2012 several hospital studies provided solid evidences on 
superior safety and efficacy of closed-loop control with 
respect to standard therapy. The frontier of the AP research 
moved to the testing of this technology in environments more 
close to real-life and free from strict protocol prescription. 

A. Hardware for outpatient use 
Apparently, the previously employed technology, based on 

bulky laptop and wired connections is not suited for out-
patient real-life studies, since it strongly limits patient’s 
mobility. An important step forward for the ambulatory use 

Clinical Validation of an Artificial Pancreas:  
From Hospital to Home  

S. Del Favero1, L. Magni2 and C. Cobelli1 

1Department of Information Engineering, University of Padova, Italy 
2Department of Civil Engineering and Architecture, University of Pavia, Pavia, Italy 

T 



GNB 2016

407

GNB2016, June 20th-22nd 2016, Naples, Italy 2 

of an AP, was the introduction of the Diabetes Assistant 
(DiAs), University of Virginia [4]. The system is capable to 
run a closed-loop control algorithm and to wirelessly connect 
with pump and sensor, granting patient freedom of 
movement.  The central component of the DiAs system is an 
off-the-shelf smart phone running the Android operating 
system (OS). To ensure the operation of the smart phone as a 
medical device, its OS was modified to disable processes not 
related to clinical operation and to include self-checks of 
system integrity. Patient-DiAs interaction takes place using a 
Graphical User Interface (GUI) [5]. This is a critical part of 
the system, since in out-patient AP studies the patient 
interacts with the system without supervision. 

B. Telemedicine 
One of the critical issues in moving outside the hospital is to 
guarantee the highest possible level of safety for the patient. 
Apparently, having the attending personnel directly watching 
the patient cannot be proposed, as it would interfere with the 
study, especially overnight, and limit the patient in its 
activities. Instead, the DiAs streams patient and system data 
in real-time to a telemonitoring website, exploiting the 
smartphone 3G connectivity. Accessing to the website via an 
ordinary PC, the study team can monitor from a remote 
location the status of several patients and to check the correct 
functioning of the system throughout the trial [6]. 
 

C. Hotel Studies 
From 2012 to 2014, Padova was involved in 5 studies 
performed outside the hospital. Overall, 85 adult patients 
were recruited in 5 centers of 4 countries. Here we mention, 
as an example, [7] where the MPC based AP running on the 
DiAs platform was tested outside the hospital in 13 patients 
in a 42h non-randomized protocol (the first 14h were in open-
loop and the remaining 28h in closed-loop). The study was 
conducted in a hotel and the subjects were free to move in the 
facility and in its immediate vicinities. The study team, 
physically located in the same facility, monitored the trial 
through the telemedicine system without 
interfering/interacting with the experiment, unless needed for 
safety or to solve technical issues. The study started before 
dinner and the controller was activate before breakfast of  the 
second study day, therefore both during open- and closed-
loop the glycemic control was challenged by a dinner and 
both periods included one night. Closed-loop was further 
challenged by two breakfasts of study day 2 and 3 and by the 
lunch of study day 2. Meals were consumed at the hotel 
restaurant where patients were invited to choose a menu in 
line with their daily habits, both in terms of meal amount and 
composition. 

 
The AP relevantly improved overnight control vs open-

loop. Statistically significant improvement in time-in-target, 
64.0 (32.8)% open-loop vs 92.2(8.0)% closed-loop (p = 0.01) 
were recorded combined with statistically significant 
reduction of time-in-hypo (glycemia < 70mg/dl)  
median[25th perc, 75th perc]=0[0, 25.3]% vs 0[0, 0]%, 
p=0.03. Joint evaluation of dinner and overnight shows a 
significant reduction of time-in-hypo from 6.0[1.6,  19.4]% to 
5.96[1.6,  19.5]% (p < 0.01), together with a significantly 

improved time-in-target 62.4(29.0)% open-loop vs. 83.6% 
(14.0)%  closed-loop (p=0.04). 

IV. AT PATIENT HOME (2014-2015) 
Given the encouraging results in hotel, in 2014 the MPC 

based AP running on the DiAs platform was tested at 
patients’ home for 2 consecutive months in a randomized 
trial that involved N=32 adult patients [8]. Blood glucose 
control achieved with the AP was compared with the one 
achieved in 2 months of open-loop therapy. The AP system 
was active only during dinner and night portions, when the 
patient is usually at home. From 20:00 to 08:00 h, the mean 
time-in-target was higher with AP than with open-loop: 
66.7(10.1)% versus 58.1(9.4)% p<0·0001, through a 
reduction in both mean time-in-hyper (glycemia >180 mg/dl): 
31.6(9.9)% vs 38.5(9.7)%,  p<0.0001, and time-in-hypo: 
1.7[0.8,  2.5] vs 3.0[1.6, 4.9]%,  p<0.0001. Of note, taking a 
period effect into account (p=0.0034), the decrease in mean 
HbA1c during the AP period was significantly greater than 
during the open-loop period (–0·3% vs –0·2%, p=0.047). No 
serious adverse events occurred during this study, and none 
of the mild-to-moderate adverse events was related to the 
study intervention 

V. CONCLUSION 
In this contribution we reviewed our trials assessing efficacy 
of an AP system relying on an MPC algorithm. Of all the 
experiments performed we selected one short study 
performed in hospital, one short study performed outside the 
hospital mimicking patient daily life and a two-month long 
study assessing independent use of a wearable AP system at 
home.   
In all these increasingly challenging set-ups, the MPC based 
AP showed superior safety and efficacy with respect to 
standard therapy. Future works include AP efficacy 
assessment in other diabetic populations, such as children and 
adolescents. 

REFERENCES 
[1] L. Magni et al. “Model predictive control of type 1 diabetes: an in 

silico trial,” J Diabetes Sci Technol, vol. 1, no. 6, pp.804–812, 2007. 
[2] B. P. Kovatchev, M. Breton, C. Dalla Man, C. Cobelli, “In silico 

preclinical trials: a proof of concept in closed-loop control of type 1 
diabetes,” J Diabetes Sci Technol. 2009;3(1):44-55. 

[3] M. Breton et al,  “Fully integrated artificial pancreas in type 1 diabetes: 
modular closed-loop glucose control maintains near normoglycemia,” 
Diabetes, vol. 61, no. 9, pp. 2230–2237, Sep 2012. 

[4] P. Keith-Hynes, B. Mize, A. Robert, and J. Place, “The Diabetes 
Assistant: A smartphone-based system for real-time control of blood 
glucose,” Electronics, vol. 3, no. 4, pp. 609–623, 2014. 

[5] P. Keith-Hynes, S. Guerlain, B. Mize, C. Hughes-Karvetski, M. Khan, 
M. McElwee-Malloy, and B. Kovatchev, “DiAs User Interface: A 
Patient-Centric Interface for Mobile Artificial Pancreas Systems,” J 
Diabetes Sci Technol, vol. 7, no. 6, pp. 1416–1426, 2013. 

[6] G. Lanzola, et al. “Monitoring Artificial Pancreas Trials Through 
Agent-based Technologies: A Case Report,” J Diabetes Sci Technol, 
vol. 8, no. 2, pp. 216–224, Mar 2014 

[7] S. Del Favero et al  “Multicenter outpatient dinner/overnight reduction 
of hypoglycemia and increased time of glucose in target with a 
wearable artificial pancreas using modular model predictive control in 
adults with type 1 diabetes,” Diabetes Obes Metab, vol. 17, no. 5, pp. 
468–476, May 2015. 

[8] J. Kropff et al, “2 month evening and night closed-loop glucose control 
in patients with type 1 diabetes under free-living conditions: a 
randomised crossover trial.” Lancet Diab. End.3(12):939-47. Dec 2015 



408

DISPOSITIVI, SISTEMI E TECNOLOGIE DIAGNOSTICHE E TERAPEUTICHE
GNB2016, June 20th-22nd 2016, Naples, Italy 3 

 
 
 
 
 

 

 

Fig. 3. Blood Glucose Control achieved  by the MPC at patients home [8]. Thick lines, representing population mean results, are depicted together with 
their ± standard deviation envelope. Red dashed line represent MPC, blue solid lines open-loop. 

 

Fig. 3. Blood Glucose Control achieved by the MPC in hotel setting  [7]. Thick lines, representing population mean results, are depicted together with their 
± standard deviation envelope. Red dashed line represent open-loop, blue solid lines MPC. 

 

Fig. 2. Blood Glucose Control achieved by the MPC in hospital setting [3]. Thick lines, representing population mean results, are depicted together with 
their ± standard deviation envelope. Red dashed line represent open-loop, blue solid lines MPC. 

 

Fig. 1. AP hardware for the studies in hospital (left), in hotel (center) and at patient’s home (right) 
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Abstract—This work aims to study the shrinkage 
phenomenon that occurs in the biological tissue treated with a 
Microwave Thermal Ablation procedure, in correlation with the 
induced temperature increase. An experimental set up is used to 
evaluate under real-time CT control the displacement of fiducial 
markers placed into thermally ablated specimens of ex vivo 
bovine liver tissue. Fibre-optic sensors are used to measure the 
tissue temperature during the procedure. A correlation in the 
kinetic of the two processes, i.e. tissue shrinkage and 
temperature increase, was observed. 

Keywords—Microwave Thermal Ablation, Tissue Shrinkage, 
Image-guidance. 

I. INTRODUCTION 
ICROWAVE Thermal Ablation (MTA) is an interstitial 

procedure used to destroy un-healthy cells inducing 
cytotoxic temperatures. It is mainly adopted to treat 
unresectable tumours and it exploits the interaction between 
biological tissue and electromagnetic energy at microwave 
(MW) frequencies (usually 915 MHz and 2.45 GHz). The 
absorption of the electromagnetic fields, in facts, induces 
temperature increases above 55-60 °C [1]. Thermal ablation 
can be used in combination with image-guiding technologies 
to supervise and control the whole procedure and the final 
induced necrosis [2]. 

MTA induces physical and structural modifications in the 
biological tissue: in particular, changes in the dielectric and 
thermal properties occur, and the tissue shrinks as a function 
of the increasing temperature [3]–[6]. The temperature 
increase can reach values as high as 100 °C and beyond [7]. 
It is thus fundamental to properly characterize the behaviour 
of the treated biological tissue in order to improve the 
technique efficiency and standardize the treatment results. To 
this purpose, several experimental studies have been 
conducted in the recent years [7]–[13].  

Aim of this work is to use Computed Tomography (CT), 
i.e. the most suitable imaging technique for the guidance and 
supervision of a tumour ablation procedure, to experimentally 
study in real-time the shrinkage process that occur in the 
tissue as a function of the temperature increase. 

II. MATERIALS AND METHODS 
A set up involving a CT scan (Figure 1), lead markers and 

temperature sensors was purposely developed and tested. It 
foresees a plastic box, transparent to the electromagnetic 
field, purposely designed to host a block of ex vivo bovine 
liver and to allow accurate positioning inside the tissue 
sample of the MTA antenna, the lead markers, and the 
temperature sensors. Ad hoc holes on the box walls consent 

the insertion of a grid of spherical markers and fibre-optic 
probes around the MW antenna in predefined and 
reproducible positions. A generator working at 2.45 GHz 
supplies to the internally cooled 14G MW antenna 60 W for 
10 minutes. The box set up is placed in the CT gantry and the 
ablation procedure is performed under CT monitoring. The 
CT system is able to detect and track the markers 
movements, whereas the temperature sensors are remote 
controlled through a dedicated LabVIEW program. Then, at 
the end of the experiment, the tissue specimen is sectioned 
along a horizontal plane containing the antenna axis to 
evaluate and measure the dimensions of the final necrosis, 
with the extension of the carbonised and coagulated areas. 
The first is the portion of tissue closer to the antenna axis that 
reaches temperatures above 100 °C and appears highly 
dehydrated, whereas the latter concerns the tissue undergoing 
temperatures between 60 °C and 100 °C (Figure 2). 

The proposed set up was used to perform several 
experiments placing up to 27 markers and 4 fibre-optic 
sensors. The collected data were then processed with a 
dedicated MATLAB program developed to analyse the CT 
images acquired over time before and during ablation 
procedure: the markers positions were correlated with the 
temperature data recorded by the fibre-optic sensors and the 
tissue modifications in terms of shrinkage. 

III. RESULTS 
Thanks to the MATLAB program, each marker was 

identified based on CT images and its absolute and relative 
positions were recorded during the thermal ablation 
procedure (Figure 3). It was then possible to classify the 
markers based on their distance from the antenna axis: 
knowing the dimensions of the induced necrosis and the 
extension of the carbonised and coagulated tissue, it was 
possible to discriminate in which of the two regions the 
markers were positioned at the end of the ablation. At the end 
of the ablation (i.e. after 600 s), in the radial direction with 
respect to the antenna axis, in correspondence of the antenna 
feed, an average extension of 6.0 ± 1.4 mm and of 19.8 ± 1.6 
mm were observed for the carbonised and coagulated area, 
respectively; at the same time, an average displacement of 
2.7 ± 0.5 mm and of 2.4 ± 0.5 mm were measured for the 
markers that were positioned inside the carbonised and the 
coagulated area, respectively. The displacement was 
evaluated considering the marker’s distance from the antenna 
axis at the given time-step of the ablation procedure with 
respect to its initial position. One fibre-optic sensor was 
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placed at the edge of the carbonised region (initial radial 
distance from the antenna axis 11.7 ± 1.3 mm), and a 
temperature increase of 70 °C was measured, at the end of the 
ablation procedure. A second fibre-optic sensor was placed at 
the edge of the coagulated region (initial radial distance from 
the antenna axis 20.3 ± 1.6 mm), and a temperature increase 
of 35 °C was measured after 600 s. The first sensor, located 
in the carbonised region, showed a higher rate of the 
temperature increase with respect to the sensor located in the 
coagulated area. A similar behaviour was observed for the 
markers placed in carbonised tissue, since already after 300 s, 
an average displacement of2.4 ± 0.4 mm was noted; while the 
markers placed in the coagulated tissue reached such value of 
displacement only at the end of the ablation time (i.e. after 
about 600 s). 

IV. CONCLUSION 
Both the temperature increase and the markers’ 

displacement pointed out a similar kinetic behaviour, 
highlighting the dependence of the tissue shrinkage from the 
temperature increase, and thus from the heating deployed into 
the tissue. Further analysis are needed to better characterize 
and quantify this correlation. 
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Fig. 1. Experimental set up with the box detail. 

 
Fig. 2. Appearance of the necrosis induced from the MTA procedure: the inner part is the carbonized region 
(dark brown), surrounded from the coagulated region (light brown) and then from the untreated tissue (red). 

 
Fig. 3. CT image: section of the tissue sample with the antenna (central red dot) and three markers (red dots in 
the left side). The plastic introducer of a temperature sensor is also visible on the top. 
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Abstract—The aim of this work is to integrate a soft-rigid 
collision algorithm in an open source physics engine, Bullet 
Physics, which simulates collision detection, soft and rigid body 
dynamics. In surgical applications this can be the case of a 
clamp grabbing deformable organic material or of a spatula 
opening a brain fissure. The goal is to realize a collision 
detection algorithm to handle the collision between the soft body 
(deformable organ) and the rigid body (spatula), assuming that 
the position of the spatula in the space is given by the Novint 
Falcon 3D Haptic Controller. The visual rendering has been 
realized using OpenGL, a cross-language for rendering 2D and 
3D vector graphics. 

 
Keywords—Surgical Simulation, Soft-Rigid Collision Detection, 
Real-Time Physics Simulation. 

I. INTRODUCTION 
It is worth noting that the default soft-rigid collision 
algorithm proposed by Bullet Physics [1] is not very effective 
in the case of a thin tool interacting with a deformable object. 
In particular, if the rigid body (surgical tool) moves slowly, 
i.e. its displacement covers a small distance compared to the 
simulation step size, the collision is detected regularly. On 
the other hand, if the rigid object moves too fast, the Bullet 
default algorithm does not recognize the collision. As a 
consequence, the object penetrates into the soft body, and it 
appears located inside and not in collision. The implemented 
simulation scene is very essential. There are one rigid body, 
one soft body and a ground plane. The rigid body is a (1 m x 
1 m x 0.125 m)  parallelepiped while the soft body is a sphere 
of radius 3 m and composed by a 328 triangular mesh nodes. 
In the lack of interaction with the rigid object, the sphere 
rests on the ground plane. 

II. MATERIALS AND METHODS  
To implement the soft-rigid collision algorithm [2], nodes are 
discretely located on the spatula surfaces. From these nodes 
rays are casted to detect the collision with the triangles of the 
soft body mesh. The ray casting algorithm used in this work 
is the one proposed in [3] by Möller and Trumbore. The rays 
are cast internally to the rigid body of the object (Figure 2), 
so as to find collisions as soon as a minimum intersection 
between the rigid and soft bodies is verified. Typically, for 
the scope of the work, the ray casting direction is the normal 
to the surface to which the node belongs. When the spatula 
(parallepiped) performs a very rapid displacement with 
respect to the simulation time, it will be detected by the 
algorithm as completely internal to the deformable organ 
(sphere, see Fig. 1) and the nodes on  both parallel surfaces of 
the parallepiped would find a mesh on which collide. This 

problem also depends on the thickness of the rigid body. The 
thicker the more difficult to occur. To overcome this problem 
we can distinguish between feasible and non-feasible 
collisions with the flags method proposed by Fukuhara [2]. 
The algorithm, at each simulation step, executes a check for 
each node on the surfaces of the rigid body with the 
following steps. 

A. First Step 
To each node is associated a Boolean flag, that describes 
whether or not the relative node is colliding (flag equal to one 
means true). When a node is checked, at the beginning it is 
verified if the collision flag, relative to the opposite node on 
the parallel surface, is true. If this is true, we have to verify 
that the body is not fully contained in the deformable object. 
Thus, the node that presents flag true has to cast a ray, this 
time externally (see Fig. 1). If this ray finds a mesh, then the 
collision of the studied node is unfeasible, the collision flag 
(for the next simulation step)  is turned to zero and the study 
goes to the next node of the rigid body. Otherwise, if the ray 
cast algorithm does not find a result, the algorithm continues 
checking the current node. 
	

 
 
 
Figure. 1. First step of the algorithm, the opposite node casts the 
ray. 
 

B. Second Step 
The checked node casts a ray along the opposite direction of 
the normal to the surface which the node belongs to. If the 
ray casting algorithm gets a positive result, then an auxiliary 
condition has to be verified. Called N the normal to the 
triangle belonging to the soft body surface and N_r the 
normal to the surface of the rigid body to which the node 
belongs, the sign of the scalar product N·N_r must be 
evaluated. If negative, then the collision is taking place and 
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 the collision flag relative to the node in exam is set equal to 
one (true), otherwise the collision flag is set equal to zero. 

 
 
 
Figure. 2. Second step of the algorithm, the studied node casts 
the ray. 

III. RESULTS 
By applying the default collision detection method proposed 
by Bullet Physics, it follows that the spatula collides with the 

soft body in a consistent way only for small displacements 
and slow motion. Fast displacement of the spatula can cause 

a complete penetration into the soft body surface without  
further collision (see Fig. 3).		

	

 
 

 
Figure. 3. Soft-rigid collision without the proposed algorithm.  
The rigid body is located inside 
 
It is worth noticing that the application of only the second 
step of the algorithm causes drawbacks (see Fig. 4). In fact, 
the algorithm would work fine if the dimension of the rigid 
body along the collision direction is large enough to not 
allow entering, inside the soft body, to both the parallel 
surfaces (orthogonal to the colliding direction) during a 
single simulation step. If this is not verified, as in the case of 
Fig. 4, the collision appears unstable. This happens because 
both nodes belonging to the two opposite surfaces apply 
collision forces to the soft body even if some of these 
collisions are unfeasible. This drawback is overcome by 
applying also the first step of the algorithm, that detects the 
unfeasible collisions and excludes them from the study at the 
current simulation step (see Fig. 5). 
 
 

 
 

                 
 

Figure. 4. The rigid body interacts badly with the soft object 
because of some unfeasible collisions. 

 
 

Figure. 5. Soft-rigid collision with the proposed algorithm.   

IV. CONCLUSION 
The simulation results of the collision detection method 
between a thin rigid body (spatula) and a soft object (organ), 
proposed in [1] and implemented in Bullet Physics, are 
promising if compared to the results obtained using the 
default algorithm of the physics engine. Despite the 
algorithm limitations related to shape, thickness and surfaces 
interested by the contact of the spatula  (i.e. only collision 
detection with the two largest planes of the spatula are 
considered), it is worth continuing to investigate toward 
improved solutions, and future integration within different 
engines such as SOFA [4]. 
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Abstract – Functional disorders and tissues degenerative phe-
nomena may affect the esophageal motility and functionality 
causing chest pain and inability to swallow, representing a rele-
vant social-health problem. The diagnosis is usually performed 
considering results from High Resolution Manometry (HRM), 
but inter- and intra-operator variabilities may affect the proce-
dure with regard to the final problem definition. An autonomic 
diagnosis procedure was here defined, aiming to support the 
clinical staff during the traditional diagnostic process and to 
reduce the margin of personal interpretation. Such algorithm 
accounts for a physiological model designed to interpret data 
from HRM and to summarize results into specific model param-
eters. 

A training set (N=226) of healthy volunteers and pathological 
subjects was assumed and model parameters distributions of 
different groups of subjects were defined. Different pathologies 
were investigated: Achalasia pattern I, Achalasia pattern II, 
Hypertensive Lower Esophageal Sphincter (Hypertensive LES), 
Nutcracker esophagus and Diffuse Esophageal Spasm (DES). 
According to the developed algorithm, a patient is classified by 
comparing the patient-specific parameters to the distributions of 
the different groups of subjects and selecting the “most similar” 
group. 

Results address the suitability of model to interpret data from 
HRM (R2=86% to 99% between experimental data and model 
results) and the reliability of the developed procedure as a valid 
support to clinicians during the traditional diagnostic activity. 
Keywords - Esophageal functionality, High Resolution Ma-

nometry, physiological model, autonomic diagnosis. 

I. INTRODUCTION 
HE esophagus is a tubular organ whose main function 
pertains to the food transport from mouth to stomach. 

The upper (UES) and the lower (LES) esophageal sphincters 
are located at the proximal and distal extremities of the 
esophagus, respectively. In healthy conditions, longitudinal 
and lumen-occluding esophageal muscular fibres are precise-
ly coordinated in a peristaltic sequence, propelling food 
downwards. The swallowing reflex begins when the UES 
relaxes for less than 1 second, allowing the bolus transit to 
the proximal esophagus and preventing ingestion of air. Sim-
ultaneously, the LES relaxes from its basal tone, while peri-
staltic contractions take place within the proximal tract of the 
esophagus. Subsequently, low peristaltic pressure values 
characterize the central transition zone of the esophagus. Fi-
nally, peristaltic contractions take place within the distal 
esophagus, before the LES contracts to a hypertonic pressure 
value to prevent gastric reflux. Pathologies and degenerative 
phenomena may affect the described motion, preventing the 
correct transfer of food, causing dysphagia and chest pain, as 
a relevant social-health problem. 

Esophageal motility disorders are detected by analysing the 
pressure field determined within the lumen by muscular con-
tractions. High Resolution Manometry (HRM) is a wide-
spread clinical test designed to record the pressure field with-
in a duct by means of a special catheter (Fig. 1a) character-
ized by N>36 equally spaced sensors. Each sensor is able to 
detect pressure (Fig. 1b) that is recorded and processed to 
obtain a coloured pressure map (Fig. 1c). Different tech-
niques have been proposed to interpret data from HRM, but 
their principal lack pertained to the requirement of a special-
ized interpreter of data, introducing inter- and intra-observer 
variabilities [1]. To this purpose, parameters should be de-
fined to interpret the physiological properties of the esopha-
geal structures and to identify the healthy or pathologic con-
dition of subjects. 

Several models were proposed in literature [2] to interpret 
the HRM pressure maps, but they faced relevant difficulties 
because of the heterogeneous distribution of physiological 
properties along the esophagus. The model parameters should 
be related to specific physio-mechanical properties and mod-
els identification must analyse data sets composed by a rea-
sonable number of subjects. 

The investigation proposed here aims to provide an auto-
nomic diagnostic system based on a physiological model 
designed to interpret data from HRM. The model and the 
corresponding parameters were defined accounting for the 
heterogeneous distribution of biomechanical and functional 
properties of the esophagus. The autonomic diagnosis proce-
dure aims at detecting the healthy or pathological condition 
of a patient by analysing the corresponding HRM data. In 
detail, the patient-specific model parameters are identified 
and compared with the parameters distributions of different 
groups of subjects, and the “most similar” group is chosen for 
the autonomic diagnosis. Model parameters distributions 
were obtained from a set of N=226 subjects, providing a sta-
tistically relevant description of the parameters. Relationships 
between the identified model parameters and pathologies 
were found, aiming to define more reliable criteria for the 
diagnostic activity. 

II. MATERIALS AND METHODS 

A. Clinical diagnostic activities 
High Resolution Manometry tests were performed by 

means of ManoScan HRM (Given Imaging Ltd, Israel) ac-
cording to standard procedures. During an HRM test, a cathe-
ter is placed inside the patient’s esophagus and the intralu-
minal pressure evolution over time is measured by each one 
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of the 36 equally spaced sensors of the probe. Each patient 
was tested in a supine position, required to rest for 20 sec to 
identify the positions of the sphincters and to evaluate the 
basal pressure distribution, before starting 10 deglutitions of 
5 ml of water each. Clinical measurements have been per-
formed on different groups of subjects referred to the Clinical 
Hospital of the University of Padova, Italy. Activities on both 
healthy volunteers and pathologic subjects have been previ-
ously approved by the local human research ethics commit-
tee. All subjects provided written informed consent. Subjects 
were divided into groups, accounting for the different health 
conditions, as healthy subjects, Achalasia pattern I, Achalasia 
pattern II, Hypertensive LES, Nutcracker esophagus and 
DES. 

Pressure data were analysed by ManoViewTM (Given Im-
aging Ltd, Israel) and the actual pathologies were identified 
by clinicians with high degree of expertise, according to 
standard criteria [3]. Data were subsequently exported and 
post-processed by specific routines in MatLab (The Math-
Works Inc., Natick, MA). 

B. Physiological model definition  
A physiological model was developed to interpret pressure 

evolution over time at different positions along the esopha-
gus:  

 
( ) ( ) ( )p x,t = s x,t x,tδ+  

( ) ( ) ( ) ( )
( )

( )0 max 0
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= Δ − − −⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎨ ⎬⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎪ ⎪⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦⎩ ⎭

 
where t is time; x is the normalized position along the esoph-
agus; L is the esophageal length; p0 is the basal pressure; pmax 
is the difference between the maximum pressure and the rest-
ing pressure; β is related to the contraction persistence ϕ; η is 
related to the propagation speed of the pressure wave, the 
pressure peak occurs at tmax=x/η and Δ represents the differ-
ence between the pressure measured after and before the bo-
lus transit (Fig. 2). 

C. Parameters identification 
With regard to the mean deglutition of each subject, data 

from each sensor of the probe were fitted by the model, lead-
ing to the identification of the local values of the model pa-
rameters. The identification of the parameters for each sensor 
defines a curve for each parameter, as p0(x), pmax(x), tmax(x), 
β(x) and Δ(x). ν(x) was computed as the numerical derivative 
of tmax(x), representing the actual propagation speed of the 
peristaltic wave. 
The parameter curves of each subject were statistically ana-
lyzed within each group of subjects, in order to identify the 
corresponding distributions. Finally, the parameters distribu-
tions were compared to evaluate their capability to interpret 
the different healthy or pathologic conditions. 

D. Autonomic diagnosis 
A specific procedure was defined and implemented ac-

counting for the distribution of the parameters within the dif-

ferent groups of subjects. The procedure analyses HRM data 
of a specific subject by the following main steps: 
• computation of the mean deglutition from the HRM meas-
urement; 
• identification of the model parameters; 
• computation of “similarity indexes” between the specific 
subject and the different groups of subjects; 
• diagnosis: selection of the group of subjects showing the 
highest similarity index. 

III. RESULTS 
A physiological model able to interpret data from HRM 

measurements was defined and the coefficient of determina-
tion R2 between clinical data and model results was evaluated 
for each subject. The range of variation is from 0.83 to 0.96 
within the different groups of subjects. An autonomic proce-
dure was developed to identify the physiological model pa-
rameters that optimally interpret a HRM map of a mean de-
glutition. The parameters curves were statistically processed 
and summarized in order to achieve the parameters distribu-
tions for each group (Fig. 3). The pathologic situations 
showed significant differences at the specific regions affect-
ed.  
 The autonomic diagnostic system was able to match the 
correct diagnosis for the 79.8% of the considered subjects. 
The performance of the algorithm was even higher (86.2%) if 
the difference between the two patterns of Achalasia was not 
considered. The success rate of the algorithm can be repre-
sented by means of a grayscale map in order to compare au-
tonomic diagnoses with actual healthy or pathologic condi-
tions (Fig. 4). 

IV. CONCLUSIONS 
A general framework for the post-processing of clinical da-

ta from HRM was developed, aiming to provide an autonom-
ic decision support system for a more reliable diagnosis of 
esophageal motility diseases. The suitability of the physiolog-
ical model was assessed endorsing its reliability as a tool to 
interpret HRM data. The high success rate of the algorithm 
suggested the application of the procedure for the diagnostic 
activity. Obviously, the reliability of the procedure depend on 
the size and quality of the database. A preliminary database 
was here assumed, but it should be extended and continuous-
ly updated in order to improve the autonomic diagnosis pro-
cedure efficiency and reliability. 
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Fig. 1.  Scheme of a HRM test: probe placement (a), measured signals (b), pressure map (c). 
 

 
 

Fig. 2.  Model parameters in a pressure versus time diagram (a); identification of initial values of parameters by processing experimental data (b); compar-
ison of model results and experimental data after discrepancy minimization (c). 

 

 
 

Fig. 3. Example of parameters distributions regarding the group of subjects with Achalasia pattern I. Distributions are reported as 50% scatter bands (col-
ored areas) and median values (continuous or dashed lines). The parameters distributions of healthy subjects (green areas) are overlapped to the parameters 

distributions of Achalasia pattern I group (pink areas), in order to emphasize the differences. 
 

 
 

Fig. 4. Results of the autonomic diagnosis algorithm with regard to the different healthy and pathological conditions, as Achalasia pattern I (A-P1), Acha-
lasia pattern II (A-P2), Hypertensive LES (H-LES), healthy (H), Nutcracker esophagus (N-E) and Diffuse Esophageal Spasm (DES). Rows correspond to 

the actual healthy or pathological conditions, while columns correspond to the results of the autonomic diagnoses. 
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Abstract— The aims of this study were 1) to measure by 
thermography the ocular surface temperature (OST) of a 
healthy population (68 subjects, 34M/34F), and 2) to investigate 
the influence of subject factors (i.e. age, gender, BMI, body 
temperature, physical activity and smoke) on the OST. 
Specifically, the OST of five anatomical areas on both eyes were 
measured. Statistical analyses showed the repeatability of the 
measurements and the significant difference among three areas: 
nasal, central and temporal. Moreover, there was no significant 
difference between left and right eyes (P-value>0.05). Age, body 
temperature and smoke did influence significantly the OST of 
both eyes (P-value<0.001), while gender, BMI and physical 
activity and did not influence significantly the OST (P-
value>0.05). The strong correlations OST-age and OST-body 
temperature indicates the importance of these two subject 
factors when investigating different populations. 
Keywords—Insert up to 4 keywords, separated by commas. 

I. INTRODUCTION 
nterest in the temperature of the eye spans almost 130 
years [1,2], but accurate quantitative measurements of the 

profile of the ocular surface temperature (OST) has been 
possible only in the last few decades, thanks to the infrared 
thermography (IR) - a non-invasive, cheap and easy-to-use 
technique which allows measuring the OST with more 
accuracy, resolution, and speed than previously possible [2-
5]. It is widely known that the ability to measure accurately 
the OST will increase the understanding of ocular physiology 
and should be a decisional support to the therapy integrated 
with classical diagnostic procedure. The use of ocular 
thermography offers great opportunities for monitoring the 
temperature of the anterior eye and analyzing the effects of 
some pathology in the OST [6-13]. However, it is firstly 
necessary to establish a normal range of the OST in order to 
correlate OST alterations to parameters, which might 
describe pathologies. Unfortunately, the literature cannot be 
used as a reference as previous studies focused only on the 
temperature of the central cornea [5,14], or examined only a 
group of Chinese young adults [15]. The aims of this study 
were to measure the OST of a healthy population and to 
investigate the influence of subject factors (i.e. age, gender, 
height, weight, body temperature, physical activity and 
smoke on the OST. 

II. MATERIAL AND METHODS 

A. Subjects 
68 subjects (34M/34F of age 14-80) were enrolled in this 

study. Exclusion criteria were: ophthalmic pathologies, 
diabetes and a body temperature above 37.5°C. All 
participants were volunteers, who signed the informed 
consent before starting the measurements. Furthermore, each 

subject was asked to fill a questionnaire regarding personal 
data as well as general and ocular anamnesis. Table 1 shows 
the characteristics of the subjects investigated.  

 
Table 1: Subjects’ characteristics expressed as mean ± SD. 

 Females Males 
Subjects 34 34 

Age (years) 50±15 47±17 
Weight (kg) 67.3±13.6 77.5±12.3 
Height (cm) 162.9±6.0 174.5±6.5 
BMI (kg/m2) 25.5±3.7 25.4±5.4 

Body Temperature (°C) 36.1±0.4 36.2±0.4 
 

B. Experimental setting 
 The thermocamera used to acquire the OST was the FLIR 
320A with an image resolution of 320x240 pixels, and image 
frequency of 30 Hz. The detectors time constant is 12 ms 
with accuracy ±2°C and a sensibility of 0.05 °C at +30 °C. 
 Only one examiner carried out OST measurements in order 
to avoid inter-examiner variation, in a room without 
windows, illuminated with neon lights. Both temperature and 
humidity were constantly monitored and maintained to an 
average of 22.1±0.5°C and 43±4% by using an air 
conditioning system. 
 The same procedure was applied for each thermographic 
acquisition. Subjects remained in the test-room for 20 
minutes [11], so that the own body temperature could adapt 
to the climatic condition of test-room. Then, subjects’ chin 
was positioned on an ophthalmic chinrest in front of the 
thermocamera, whose lens was positioned at 500 mm. the 
subject was asked to keep both eyes closed for 10 s before 
starting the measurement. Subjects were asked to keep both 
eyes widely open during the thermographic acquisition (7 s at 
30 Hz), so that both eyes could be measured in just one 
recording. Three recordings were taken for each subject.  
 For each thermographic acquisition only the first frame 
corresponding to the eye opening was selected for further 
analysis, in order to avoid the influence of the tear-film 
evaporation [13]. 
 

C. Image processing 
 A semi-automatic image processing procedure written in 
Matlab (2012, Mathworks, USA) was used to calculate from 
the selected frames the ocular temperatures. As shown in 
Figure 1, the eye was divided into five anatomical areas: 1) 
nasal, 2) central, 3) temporal, 4) superior and 5) inferior. The 
average temperature was calculated for each area.  
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D. Statistcal analysis 
 One-way ANOVA was applied in order to assess the 
measurements repeatability as well as the difference among 
the temperature of the five areas selected.  
 Paired t-test was carried out in order to compare right (RE) 
and left (LE) eyes, while  a multivariate regression analysis 
was then used to evaluate which predictors were significantly 
influencing the OST. Unpaired t-test was applied to analyze 
the effect of smoke on the OST of all ocular areas. 
 A P-value<0.05 was chosen to indicate a significant 
difference. 

 

III. RESULTS 
 ANOVA tests confirmed the repeatability of the 
measurements (P-value>0.05), so for each subject the OST 
was calculated as the average of the three temperatures, and a 
significant difference (P-value<0.0001) among the 
temperature belonging to three areas: nasal, central and 
temporal for both RE and LE.  
 Paired t-test showed that there was no significant 
difference between RE and LE.  
 In order to carry out the multivariate regression analysis, 
the level of physical activity was classified as: none, mild, 
moderate or intense. 
 Table 2 shows P-values obtained by the multivariate 
regression analysis. Gender, BMI and physical activity did 
not influence significantly the OST ocular area, whereas 
body temperature influenced significantly the OST. 
Specifically, results showed a positive correlation between 
body temperature and OST. The effect of age was found to be 
significant only in the nasal region. 
 

Table 2: P-values found by multivariate regression analysis 
 Nasal Central Temporal Superior Inferior 

BMI 0.256 0.141 0.220 0.224 0.462 
Age 0.032 0.253 0.098 0.150 0.231 

Gender 0.577 0.931 0.394 0.623 0.834 
Body 

Temperature 
0.000 0.000 0.000 0.000 0.000 

Physical activity 0.569 0.838 0.773 0.901 0.708 
 
 When evaluating the smoking history, subjects were 
divided into two groups: smokers and non-smokers. 
Specifically, the non-smokers included also those who had 
stopped smoking for more than fifteen years. Results 
obtained from the unpaired t-test showed a significant 
difference (P-value<0.04) between smokers and non smokers 
in all 5 areas (Figure 2). Specifically, smokers showed 
always a higher temperature than non smokers. 

IV. DISCUSSION 
 Results confirmed the repeatability of the measurements as 
well as a significant difference among the temperature 
obtained from the nasal, central and temporal areas. The latter 
finding confirms the necessity to evaluate the OST of these 
anatomical regions of the eye.  
 Gender does not influence significantly the OST, but 
females showed a tendency to have higher temperatures than 
males (Figure 3). This may be explained with hormonal 
factors as most of females were women of childbearing age.  

Smokers showed a higher temperature than non smokers in 
all regions; this may be related to the inflammation process 
caused by nicotine and other components present in tobacco. 
It is known, indeed, that inflammation is usually associated 
with an increase in blood perfusion that should lead to OST 
increase. 
  Furthermore, the strong correlations OST-age (even 
though only for the nasal area) and OST-body temperature 
indicate the importance of these two subject factors when 
investigating different populations.   
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Figure 1 Scheme of the eye divided into 5 main areas for the calculation of the Ocular Surface Temperature 

Figure 2 Comparison among the OSTs of smokers (1) and non smokers (0) in all 5 ocular areas 

 

 
Figure 3 Comparison among the OSTs of females (F) and males (M) in all 5 ocular areas 

 



420

DISPOSITIVI, SISTEMI E TECNOLOGIE DIAGNOSTICHE E TERAPEUTICHEGNB2016, June 20th-22nd 2016, Naples, Italy 1 

Abstract— In recent years, there has been a particular 
interest in wearable electronics due to the continue 
miniaturization of electronic devices. This led to the use of this 
technology in various fields as fashion, fitness or medical 
devices. The ultimate goal is the integration of sensors and 
electronics in clothes and garments. 

In this work, textiles electrodes obtained by treating natural 
cotton fabric with the conductive polymer poly-3,4- 
ethylenedioxythiophene doped with poly(styrene sulfonate) 
(PEDOT:PSS) are presented. The intrinsic ionic conductivity of 
the PEDOT:PSS coated fabrics eliminates the need of 
electrolytes, pastes or solutions for acquiring bioelectrical 
potentials directly from the human skin. The electrodes have 
been tested on human volunteers, in dry and wet conditions, at 
rest and during physical activity. 

The achieved results reveal that these electrodes can be 
effectively used to acquire ECG signals. The performance of 
fabric electrodes in term of skin-electrode impedance and noise 
level is comparable to gelled Ag/AgCl electrodes. A printing 
technique able to achieve good definition and control over the 
quantity of deposited polymer is also presented as an alternative 
to the treatment of the whole tissue. 
Keywords—Textile electrodes, conductive textiles, e-textiles, 

wearable electronics. 

I. INTRODUCTION 
ODAY, the development of wearable technologies able to 
unobtrusively and accurately monitor bioelectric signals 

in various everyday life conditions is an important goal of 
biomedical engineering research. Traditional Ag/AgCl gelled 
electrodes are still the gold standard for clinical and short-
term evaluation but their short operation time and low 
comfort limit their use in wearable applications [1]. Electro-
conductive textiles can represent a valuable solution. Cotton, 
polyester and polyamide are three of the most common 
textile materials universally appreciated for their comfort, 
soft handle, water absorbency, strength and easy 
maintenance. In recent years, with the development of stable 
and highly conductive polymers it has been possible to 
transform those standard non-conductive textile fibers into 
flexible and reliable conductors [2]. PEDOT:PSS is one of 
the most commercially successful conductive polymers that 
can be exploited to this aim [3]. 

In this paper, we present the development of textile 
electrodes based on the treatment of common textile fabrics 
with a highly conductive PEDOT:PSS solution. PEDOT:PSS 
coating has been obtained with two distinct techniques: the 
immersion in a PEDOT:PSS solution and a screen printing 
with an ink obtained with a modified PEDOT:PSS solution. 
Despite less investigated for the time being, the second 
method allows selectively creating conductive areas, with a 

high geometrical precision and the chance to control the 
amount of ink on the fabric surface. This is promising for the 
realization of smart clothes with biopotentials acquisition 
features. 

II. MATERIALS AND METHODS 

A. Fabrication of soaked textile electrodes  
A highly conductive PEDOT:PSS dispersion (Clevios PH 
500, Heraeus Clevios – Germany) was mixed with a second 
dopant to improve conductivity. The substrate of tissue was 
immersed for at least 48h at room temperature in the polymer 
solution, then passed through metallic rolling cylinders that 
apply pressure in order to remove the solution in excess, and 
finally annealed at 180°C. The conductive fabric was then 
sewed to a nonconductive 35 mm × 35 mm layered structure 
of foam (4 mm) and polyester, and a snap button was 
attached to provide the possibility to use the electrode with 
snap-on ECG cables (Fig. 1). The introduction of foam layers 
allows improving the contact between the electrode and the 
skin, also preserving the electrode wet when naturally or 
artificially wetted, with a positive impact on the skin contact 
impedance [4]. 

B. Fabrication of printed textile electrodes 
The same kind of tissue was used also as substrate for the 

printed electrodes. The ink used in this case was obtained 
adding a reticulating agent and heating for 50 minutes until it 
reaches a semisolid state. Then, the ink is deposited through a 
mask on the fabric surface to impress the electrode with the 
desired shape. Samples are then annealed as in the previous 
case. Printed electrodes are characterized by an extreme 
versatility in the fabrication technique and, treating pre-
defined portions of the garment, enable the integration of the 
electrodes in finished clothes. For these reasons, such 
electrodes have not been equipped neither with snap fastener 
nor with foam layers. 

C. Instrumentation and measurements 
Since the first technology is mature whereas the second one 

is currently under development, the reported evaluation has 
been carried out on the soaked electrodes only, not on the 
printed ones. Dry and wet conditions (about 0.10 ml of 
saline, to emulate human sweat [4]) have been tested. This 
study followed the principles outlined in the Helsinki 
Declaration of 1975, as revised in 2000, and involved 10 
voluntary subjects. 

Skin-electrode contact impedance at 10 Hz was measured 
with an FDA cleared Prep-Check impedance meter by 
General Devices between two adjacent points on the chest. 

For ECG signal acquisition, the single-lead standard Holter 
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placement (second lead for 7- electrode configuration) was 
chosen. Textile electrodes were attached with adhesive tape 
on the chest. In order to record some ECG traces, 
simultaneously and independently using textile and 
commercial disposable electrodes (FIAB F9079 Ag/AgCl 
foam electrodes), a custom battery-powered recorder has 
been designed. Based on the analog front-end ADS1292 by 
Texas Instruments, it applies minimal and known signal 
conditioning before analog to digital conversion [5]. The 
ADS1292 is interfaced to a local host microcontroller 
MSP430F5515 via an SPI port, in charge of configuring it, 
reading the data and writing them to a microSD card. The 
recorder was set to acquire at a sampling frequency of 512 
Hz (24-bit). The input referred noise of the recorder is about 
5 μV rms.  

The experimental protocol was designed to include both 
rest and dynamic conditions (step and stairs climbing), and 
was carried out in the lab facilities. 
 

III. RESULTS 
The impedance measurements provided, as expected, 

better values for the wet electrodes (22.3 kΩ ± 9 kΩ) 
compared to the dry ones (96.6 kΩ ± 54 kΩ). Remarkably, 
both values are largely acceptable. 

Dry electrodes are more sensitive to baseline wandering 
and motion artefact. This is clearly visible in Fig. 2, which 
reveals that wet textile electrodes could perform even better 
than commercial Ag/AgCl electrodes in some cases. This is 
also confirmed by a QRS detection analysis, performed with 
the Pan-Tompkins algorithm [6]. The manual annotation of 
an expert, performed analyzing contemporarily all the 
readable signals (an R peak is annotated when visible in at 
least one signal) has been used as ground truth. At rest, no 
signal is discarded because unreadable, for both dry and wet 
textiles, whereas during exercise some unreadable records 
appear for the dry electrodes. The performance of the QRS 
detector has been analysed in terms of Sensitivity (S defined 
as TP/(TP + FN)) and Positive Predictivity (P+ = TP/(TP + 
FP)) in Fig. 3, confirming that wet electrodes are comparable 
to wetted commercial ones, whereas dry ones does not. 

About baseline wandering, which is a typical issue of 
textile electrodes fabricated with different technologies, we 
estimated its trend using the non-linear filter described in [7]. 
Its standard deviation is presented in Fig. 4, and again 
confirm the superiority of the wet electrodes compared to the 
dry ones. The same difference can be seen with other 
performance metrics, such as the rms around the baseline, the 
kurtosis index, etc. [8]. 

 
 
 
 
 
 
 
 
 
 
 
 

 

IV. CONCLUSION 
In this paper, we introduced light, flexible and comfortable 
electrodes made of conductive polymer-treated common 
textiles. By completely treating the fabrics with doped 
PEDOT:PSS solutions, very conductive textiles can be 
obtained, revealing good performance as surface electrodes 
for biopotential recordings.  

Compared to soaked electrodes, the printed ones do not 
have the same amount of PEDOT:PSS solution in the fibers 
and so they present a worst conductivity. Nevertheless, it is 
possible print the sensors to be in contact with the skin even 
when the cloth has been already manufactured. Such 
electrodes also showed a better reproducibility and 
manufacturability and this can be the first step towards the 
production of clothes able to unobtrusively acquire 
physiological biopotentials. This kind of products can have 
different uses because, potentially, they can also detect 
signals different from the ECG. 

At the moment, a clinical trial is starting to evaluate the 
quality of the ECG signals acquired with textile electrodes 
produced with the described technology, targeting the most 
common ischemic and congenital heart diseases. Future work 
includes the study of the best strategies for integrating fabric 
electrodes in everyday clothes for long-term monitoring 
applications. 
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Fig. 1. The drawings of the soaked textile electrodes. 

Fig. 2. From top to bottom, the ECG signals acquired with 
commercial disposable electrode, with soaked dry textile 
electrodes and with soaked wet (saline) textile electrodes, both at 
rest and during a moderate physical activity (stairs climbing). 

Fig. 3. The performance of the electrodes evaluated in terms of 
Sensitivity and Positive Predictivity in different conditions. 

Fig. 4. Standard deviation of the baseline wandering in the ECG 
traces at rest and during exercise, with commercial disposable 
electrodes, and with the proposed textile (dry and wet) electrodes. 
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Abstract— Complex morphology of abdominal aneurysms is 
the main limiting factor for the eligibility of patients to 
endovascular aneurysm repair. During these years, custom 
made stent grafts have been developed, such as fenestrated and 
branched ones. These devices are expensive, depend on accurate 
preoperative imaging and their implantation is time consuming.  
For these reasons, alternative procedures, such as the in situ 
fenestration of a standard stent graft have been proposed. The 
reliability of this procedure is today principally limited by the 
difficulties in guiding the endovascular tools to the proper 
fenestration site. In this work we propose an innovative 
fenestration strategy based on a laser technology integrated into 
a 3D computer-assisted guidance platform.  
Keywords— In situ fenestration, laser, 3D EM navigation, 

EVAR. 

I. INTRODUCTION 
VAR (Endovascular Aneurysm Repair) is a minimally 
invasive surgical procedure that involves, under 

fluoroscopic guidance, the placement of a stent graft within 
the aorta to exclude an aortic aneurysm. Advantages of this 
technique comprise quicker recoveries, shorter 
hospitalization, and lower risk of complications. However it 
is not free of complications and intraoperative technical 
problems can arise when traversing very narrow irregularly 
shaped, highly tortuous and heavily branched vessels to reach 
the treatment site. Aorta anatomy is a key aspect for a reliable 
endograft anchoring and for maintaining continued blood 
flow through the collateral vessels [1, 2]. For example, in the 
cases of juxtarenal aneurysms, where the dilation extends up 
to but does not involve the renal arteries, the implantation of 
a standard endograft may be problematic:  since the length of 
suitable aorta suitable for a proper attachment of device is 
inadequate [3]. In these cases custom-made grafts with 
fenestrations (made before surgery) may be useful to 
maintain the perfusion of branches extending from aorta [4, 
5]. Fenestrated grafting however is technically challenging 
and time consuming since fenestrations should be aligned 
with the collateral vessels ostia. Moreover, the use of 
customized grafts is expensive and requires significant 
preplanning, and such grafts are not available for acute 
syndromes and for emergency situations. Alternative 
procedures, such as the in-situ fenestration of a standard 
stent grafts have been proposed in order to avoid custom 
fabrication of endoprosthesis and find a simple, accurate and 
cost-effective way to obtain fenestrated stent grafts and 
preserve blood flow to essential visceral arteries. 

II. IN SITU FENESTRATION 
Due to an unfavourable anatomy of the patient's aorta, 

sometimes, a proximal portion of the stent graft needs to be 
secured to the aortic wall including the branch vessel origins, 
thereby obstructing the passage of blood through them. In 
order to restore patency to visceral vessels, stent grafts can be 
modified intraoperatively with the in situ creation of a 
fenestration close to the location of the involved branch 
vessels. 

A. Fenestration methods  
Today, one limitation for the reliability of the in situ 

fenestration is the lack of a safe method to perforate the graft, 
preventing injuries to the arterial wall. Different techniques 
exist to form openings in the graft material: penetration by a 
needle or the sharp end of a guidewire [6-9]; use of a 
radiofrequency probe [10-12]; use of laser systems [13-15]. 
Restoration of blood flow is relatively difficult to perform 
with a needle because the exerted forces can suddenly cause 
the crossing of the needle through the material damaging 
adjacent aortic tissues. Fenestrations with radiofrequency 
probe and laser consist of melting or vaporizing the graft 
fabric by transferring energy from tip of the fenestration tool. 
Fabric particles and/or coagulated blood could potentially 
embolize during such a procedure.  
Among fenestration methods, laser generated fenestration can 
be potentially considered the safest and most promising 
procedure because it can be selective for the graft material 
and thus it can avoid injuries to surrounding tissues. Several 
research studies indeed reported the use of laser atherectomy 
catheters as an equivalent solution to perforate the graft 
material. Regardless of the method used, the perforation must 
be enlarged, for example, with a catheter balloon. 

B. Identification of fenestration site 
Most of aforementioned approaches to create openings in 

endoprosthesis are performed with a retrograde approach [6, 
7, 10, 16-19], which require the percutaneous access to the 
downstream vessel, with the fenestration of the fabric from 
the external surface of the graft. Using this approach it is easy 
to fenestrate a thoracic stent graft from aortic arch vessels 
(left subclavian artery, carotid arteries). Because of 
anatomical considerations, a similar methodology cannot be 
applied for creating holes in an abdominal graft (in 
correspondence to visceral vessels such as renal or 
mesenteric arteries) which require an antegrade approach [8, 
9, 20]. In this case the graft is fenestrated from the inside. 
This technique is more difficult due to mechanical reasons 
(including mechanical stability of the fenestration device) 
and the difficulty in precisely identifying the target 
fenestration site: indeed, after the coverage of arteries ostia 
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due to stent graft realising, the collateral vessels cannot be 
visualized by angiography since the contrast medium flow is 
blocked by the endograft wall. 
In previously studies, our research group [21, 22] have 
demonstrated that a 3D computer-assisted guidance system, 
based on the electromagnetic (EM) tracking of the surgical 
tools, is a reliable solution for guiding endovascular 
instruments (catheters and guidewires) to a target site, 
allowing avoidance of the need for real-time fluoroscopy and 
angiography, thus reducing X-ray exposure and contrast 
medium injection. This system can use intraoperative data 
acquired just before the endograft deployment, such as 3D 
rotational angiography volumetric radiological images, to 
reconstruct a 3D model of the patient anatomy. 

C. Reaching and positioning at the correct fenestration site 
Our research group is working to provide guidelines for the 

design of adequate endovascular tools for the abdominal 
aortic aneurysm repair via the EM guided in-situ laser 
fenestration of a traditional stent graft. The idea is to use a 
laser fiber incorporated into a guidewire (Fig.1) to deliver 
laser energy, and a sensorized guiding catheter (Fig.2) for the 
navigation and positioning of the laser tool at the correct 
fenestration site. The guiding catheter must be easily 
advanced through the aorta until the proper axial positioning 
is reached, then it must be easily rotated in order to correctly 
orient its tip at the collateral arteries ostium. Then, the laser 
fiber, and thus the catheter tip, should be positioned 
perpendicular to the graft surface. This requires a proper 
bending of the catheter tip (Fig. 3). Finally, once the proper 
longitudinal and rotational alignments are reached and the 
catheter tip is perfectly aligned with the target site, the 
catheter should guarantee mechanical support and stability 
during fenestration. 

III. CONCLUSION 
In-situ fenestration presents an alternative option for the 

treatment of patients in case of emergency situations and who 
are unsuitable for a standard EVAR. To overcome the 
limitations linked to this procedure, our idea is to integrate a 
laser system into a 3D EM navigation platform to provide the 
surgeon with a selective fenestration tool whose position and 
orientation can be accurately tracked and showed in real time 
within the 3D model of the patient vasculature.  
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Fig. 1. The laser fenestration tool consists of a nitinol micro tube, used as guidewire, and a laser fiber. 
 

 
 

Fig. 2. On the right a screenshot of the navigation system during the targeting of the fenestration site. On the left the 
proposed sensor configuration [21] which allows the real time tracking of the catheter tip position and the reconstruction of 
the distal part curvature. 
 

 
 

Fig. 3. Schematic representation showing the fenestration site targeting (the target ostium is highlighted with a green circle) 
during an EVAR procedure. Two coordinate systems are represented: a global system (XYZ) in red, and local coordinate 
system (xyz) in black related to the guiding catheter body. A precise targeting requires a proper catheter positioning along 
the longitudinal direction (Z axis), rotation around the catheter main axis (z axis) and bending of the catheter tip (in the yz 
plane). 
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Abstract – A microfluidic based multiplex fluorescence signal 
detection system, able to accurately detect microRNA 
concentrations in small sample volumes without pre-treatments as 
PCR amplification steps is presented. Preliminary results show a 
variable particle speed -ranging from 1 up to 12 µm s-1- while an 
automatized fluorescent acquisition and microgel counting routine 
was able to detect the desired miRNA concentrations in 
microfluidic flow conditions. 

Keywords—miRNA, Microfluidic, Viscoelasticiy 

I. INTRODUCTION 

microfluidic based multiplex fluorescence signal 
detection system, able to accurately detect 

microRNA (miRNA) concentrations in small sample 
volumes, without pre-treatments as PCR amplification 
steps is presented.  In general, miRNAs are a class of 
short, single-stranded, non-coding endogenous RNAs, 
which play an important role in the regulation of gene 
expressions via target miRNA degradation or 
translational repression.[1] Recently it has been 
demonstrated that circulating miRNA expression levels 
in the human blood stream can be straightforward 
related to various diseases states, including, for 
instance, cancer, neurodegenerative disorders and 
cardiovascular diseases.[2] Accurate and reliable 
quantification of circulating miRNA in blood is 
challenging. Metastatic or recurrent diseases are still a 
major challenge due to high levels of sequence 
homology, complex secondary structures and low 
concentrations. 
More recently, a number of new miRNA detection 
methods including droplet digital PCR, nanopore-based 
detection, sequencing and electrochemical sensing 
methods have been introduced for miRNA 
measurements.[3-6] However, all of them need large 
sample pre-treatments.  

II. MATERIALS AND METHODS 

Recently, our research group has presented a microgel 
based multiplexing approach using microgel particles 
with a core-shell structure presenting two different 
fluorescent dyes -for multiplex spectral analyses- and 
endowed with an additional  fluorescent probe for 
miRNA detection.[7] Indeed, the antifouling properties 
of microgels permit a direct measurement of miRNAs 
in the human blood serum, even though the microgels 
possessed all the requirements for direct in-serum 

detection, their application for a micro total analytical 
system (µTAS) is impaired. In fact, a cost effective 
automatized device, where microgels can be easily 
manipulated and optically analysed is still not available. 
To gain such an aim, microgel alignment in a specific 
measurement area of a highly translucent microfluidic 
device is needed, as well as a fast, automatized and 
highly sensitive multiplexed spectral analysis is 
mandatory. 
Here, we present an optimized viscoelastic induced 
microgel alignment system for the automatic spectral 
encoding of multiplexed microgel codes (see Fig. 1). 
The utilized microgel alignment takes place in a self 
made PMMA measurement device, with a given 
channel cross section of 380x400 µm, connected to a 
round shaped glass capillary with inner diameter of 50 
µm, where the general viscoelastic particle alignment 
takes place.[8,9] 
However, such an alignment is mainly induced by a 
pressure driven viscoelastic polymer solution 
(Polyethylene oxide – 4 MDa), which in our case is 
combined with a highly transparent rectangular shaped 
measurement channel, where three alternating 
excitation wavelengths are striking the passing particles 
from below, exciting the corresponding fluorescence 
codes. Moreover our measurement tool allows 
collecting in a reservoir, positioned at the end of the 
channel, all of the measured microgel particles. In such 
a way all particles can also be recovered for further 
optical analysis. In fact, such a µTAS device is cheap 
and simple to be produced, permitting the possibility of 
real time detection of passing microgel particles.  
However, we have designed microgel particles with 
altering ratio of two emitting fluorescent dyes for the 
mentioned multiplex spectral analyses and endowed 
with diverse fluorescent emitting molecules for the 
specific miRNA type detection. Preliminary results 
show a variable particle speed -ranging from 1 up to 12 
µm s-1- while an automatized fluorescent acquisition 
and microgel counting routine was able to detect the 
desired miRNA concentrations in microfluidic flow 
conditions. 

III. CONCLUSIONS 

We realized a microfluidic layout allowing continuous 
fluorescence signal acquisitions according to several 
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emission wavelengths. A multiplex fluorescence signal 
detection system has been employed, able to accurately 
detect microRNA (miRNA) concentrations in small 
sample volumes, without pre-treatments. In such a way 
sample volumes of around 250 microgel particles could 
be analyzed in 10 minutes with a given miRNA 
detection limit in the femtomolar range. Such results 
open up new roots for lab-on-chip application of any 
microgel based suspension assays with high sensitivity. 
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Fig. 1. Multiplex microgel based miRNA target detection. Quiescent measurements performed in a 512x512 pixel field of 
view. The PMT signal for each separate fluorescence signal is overlaid according to the shown colour code and its relative 
intensity. 
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Abstract— In the last years, the University of Virginia 
(UVA)/Padova Type 1 Diabetes (T1D) Simulator has been 
extensively used for the design of artificial pancreas control 
algorithms. However, it also offers the possibility to test in silico 
new insulin molecules for the treatment of T1D. 

In this work, the UVA/Padova T1D Simulator was used to in 
silico assess the potential benefits of new insulin formulations 
for closed-loop control (CLC). To do this, pharmacokinetic and 
pharmacodynamic data of new ultra-fast vs. fast acting insulin 
formulations were successfully modeled and incorporated into 
the UVA/Padova T1D Simulator. 

Results showed that the overall glucose control is significantly 
improved using the new ultra-fast vs. fast acting insulin 
formulation without increasing the risk of hypo- and hyper-
glycemic events.  

In conclusion, the UVA/Padova T1D Simulator was 
successfully employed for evaluating in silico the potential 
benefits for CLC introduced by newly under-development ultra-
fast acting insulin molecules. 

 

Keywords—Artificial pancreas, in silico trial, type 1 diabetes, 
insulin analogues, pharmacokinetic/pharmacodynamic, closed-
loop control. 

I. INTRODUCTION 
IMULATION models of the glucose-insulin system are 
fundamental for studying the pathophysiology of diabetes 

and for the design and evaluation of decision support systems 
for its treatment. In particular, for type 1 diabetes (T1D), the 
development of artificial pancreas, i.e. a system aiming to 
automatically administer exogenous insulin to restore glucose 
homeostasis in people with T1D, has been greatly accelerated 
in the last decade. This was mainly due to the availability of 
minimally invasive glucose sensors and insulin pumps, but 
also to the development of the University of Virginia (UVA) 
and Padova T1D Simulator (T1DS),  accepted by the U.S. 
Food and Drug Administration (FDA) as a substitute for 
preclinical trials of certain insulin treatments, including 
closed-loop control (CLC) algorithms [1][2]. As a matter of 
fact, the T1DS has been largely employed for developing and 
testing of CLC algorithms [3][4][5]. However, another 
important use of the T1DS, despite less known, is the in 
silico testing of new insulin molecules.  
The current artificial pancreas adopts the well-established 
subcutaneous route for insulin delivery [6], but a well-known 
key limiting factor for closed-loop control is represented by 
the delay and variability in subcutaneous absorption of 
commercially available fast acting insulin analogues, 

particularly relevant when compensating the postprandial 
glucose excursion due to meal intake. Thus, the research of 
the pharma companies producing insulin analogues is 
focusing on the development of ultra-fast acting insulin 
formulations able to mitigate such issues.  
The aim of this work was to in silico assess CLC benefits of 
ultra-fast vs. fast acting insulin analogues using the 
UVA/Padova T1DS. To do this, one has first to equip the 
UVA/Padova T1DS with a module describing the 
pharmacokinetics of both fast and ultra-fast acting insulin 
analogues and, secondly, to compare in silico the 
performance of a properly tuned MPC controller, widely used 
in clinical trials [7], for both insulin formulations. 

II. METHODS 
A. PK/PD data 

Thirty-eight T1D subjects (age = 44±13 years, BW = 
81±10 kg, BMI = 25±2 kg/m2) underwent a double-blind, 
randomized, controlled, single dose (0.2 U/kg) cross-over 
study of subcutaneous insulin bolus injection of fast 
(commercially available) vs. ultra-fast (under-development) 
acting insulin analogues after ingestion of a standardized 
meal (Ensure Plus Abbott®, 400 ml containing 80g of 
carbohydrates). 

 
B. Model identification 

PK/PD data were identified using two models: 
- PK: a new subcutaneous insulin absorption model [8] 

(Fig. 1, red box), coupled with the two-compartment 
model of insulin kinetics currently incorporated into the 
UVA/Padova T1DS [2], was used to predict plasma 
insulin data. The model was numerically identified (Fig. 
2, top) with a Bayesian Maximum a Posteriori (MAP) 
estimator, assuming the error on insulin measurements 
to be uncorrelated, Gaussian, with zero mean and 
unknown standard deviation (SD) [9], and the prior 
distribution extracted from the joint parameter 
distribution of the UVA/Padova T1DS [2]. 

- PD: the UVA/Padova T1DS model (Fig. 1) [2] was used 
to predict plasma glucose data. The model was 
numerically identified (Fig. 2, bottom) using a Bayesian 
MAP estimator, as detailed in [10], assuming the error 
on glucose measurements to be uncorrelated, Gaussian, 
with zero mean and known constant coefficient of 
variation (CV) of 2%. 
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Formulation: Assessment using the University of 
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C. Incorporation into the time-varying UVA/Padova T1DS 
[11] 
 For each insulin formulation, the joint parameter 
distribution of the above PK/PD models was estimated and 
used to randomly generate a new virtual subjects population, 
as described in [2], matching PK/PD dynamics observed in 
clinical data. 
 
D. In silico clinical trial 

The entire virtual population underwent, for each insulin 
formulation, a 7-day scenario including 3 meals per day with 
50g, 60g and 80g at 8am, 1pm and 8pm, respectively, with 
insulin administered according to the MPC controller of [7], 
properly tuned for each insulin formulation.  

III. RESULTS 
A. Model identification 
 The models well predicted both PK and PD data, as shown 
in Fig. 2, and parameters were estimated with precision 
(CV<100%). Parameters ka1, kd and τ of the subcutaneous 
insulin absorption model (Fig.1, red box) were statistically 
different (p<0.05) when estimated from the ultra-fast vs. fast 
acting insulin analogue data (ka1 = 0.001 vs. 0.0002 min-1, kd 
= 0.041 vs. 0.030 min-1 and τ = 4 vs. 11 min) while this was 
not the case for ka2 (ka2 = 0.014 vs. 0.015 min-1). All the other 
parameters were not statistically different in the two 
experiments. 
 
B. In silico clinical trial 

Fig. 3 shows the average ± SD plasma glucose 
concentrations obtained with  ultra-fast (blue) vs. fast (pink) 
acting insulin analogue for the entire scenario. Average 
glucose concentration was significantly decreased (p<0.05) 
both at night (155.7 vs. 159.4 mg/dL) and in the postprandial 
phase (179.2 vs. 186.3 mg/dL) with the ultra-fast vs. fast 
acting insulin analogue, respectively, without increasing the 
risk of hyper- and hypo-glycemic events. Ultra-fast vs. fast 
acting insulin analogue achieved an overall significant 
reduction in time spent above 180 mg/dL (36.5 vs. 40.1%), 
increase in time spent between 70 and 180 mg/dL (60.7 vs. 
56.9%) and in time spent between 80 and140 mg/dL (34.4 vs. 
31.4%), while no differences were reported both in time 
below 70 mg/dL and time below 50 mg/dL. 
In Fig. 4 the Control Variability Grid Analysis (CVGA) [5] 
shows the improved glycemic control for the entire 
population using the ultra-fast (blue) vs. fast (pink) acting 
insulin analogue with an increased number of subjects in the 
regions A-B (optimal and good control) and a reduced 
number in regions C-D (bad control). 

IV. CONCLUSION 
In this work the UVA/Padova T1DS was employed for in 

silico testing the possible benefits for CLC introduced by 
newly under-development ultra-fast acting insulin molecules. 
In particular, PK/PD data of ultra-fast vs. fast acting insulin 
analogues were used to estimate the parameters of a 
subcutaneous insulin absorption model and the UVA/Padova 

T1DS. Then, the estimated model parameters allowed the 
generation of a new in silico T1D population, matching 
PK/PD dynamics observed in clinical data.  
The new virtual population underwent an in silico trial 
showing that glucose control is significantly improved with 
the ultra-fast acting insulin formulation. 
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Fig. 1 Schematic diagram of the T1DS model [2] 
incorporating a new model of the subcutaneous insulin 
absorption (red box) [8]. 
 
 

 
Fig. 2 Data vs. model prediction for each insulin formulation 
(ultra-fast, in red, vs. fast, in green, acting insulin analogues): 
PK (top) an PD (bottom) model. 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3 Average ± SD plasma glucose concentrations obtained 
with ultra-fast (blue) vs. fast (pink) acting insulin analogues 
in the 7-day scenario. 
 
 

 
Fig. 4 Control Variability Grid Analysis (CVGA) [5]. Each 
point (ultra-fast, in blue, vs. fast, in pink, acting insulin 
analogues respectively) represents the extreme value (x-axis 
is a function of the minimal and y-axis is a function of the 
maximal glucose value) of a patient over the entire 
simulation. 
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Abstract—Multifunctional polymeric microparticles have 
received considerable attention for many applications. 
Especially in biomedical fields, polymeric microparticles with 
advanced functions such as targeted delivery, controlled 
encapsulation, as imaging agents for analytics and diagnostics, 
or as microreactors for confined bioreactions. Generally, the 
functions of these microparticles rely on both their structures 
and the properties of their component materials (monomers). 
Thus, creating unique structures from different multi-reactive 
monomers provides an important strategy for developing 
advanced functional polymeric microparticles. Poly(ethylene 
glycol) (PEG) is a bioinert polymer that can be easily tailored to 
capture specific biomolecules within different biological fluids. 
Microfluidic methods offer excellent control of droplets 
synthesis, thereby providing a powerful platform for 
continuous, reproducible, scalable production of polymeric 
microparticles with unprecedented control over their 
monodispersity, structures, and compositions. In this work, we 
describe the development of advanced monodisperse PEG 
microparticles for potential diagnostic applications through 
microfluidic techniques. 
Keywords—multifunctional microparticles, poly(ethylene 

glycol), microfluidic device. 

I. INTRODUCTION 
ECENT research has focused on multifunctional 
polymeric microparticles as materials platforms to 
realize the next generation of polymeric microparticles 

with advanced functions, such as targeted delivery and 
controlled encapsulation or capture and release, show great 
importance in numerous applications, including drug 
delivery, diagnostic imaging, and confined microreactions. 
The most attractive feature of such materials consists in the 
flexibility of synthetic routes to design a multifunctional 
microparticle able to accommodate chemical compounds as 
elements to provide encoding and sensing abilities against 
different kinds of targets such as pollutants or clinically 
relevant biomarkers [1],[2]. Changes in the physical and 
chemical characteristics of the employed polymer, as well as 
changes in microsphere size and morphology, may be 
exploited to allow the realization of a chemical toolbox for 
on-demand production [3]. Microfluidics offers a versatile 
platform for synthesizing uniform polymeric microspheres 
harboring a variety of biologics under relatively mild 
conditions. Prior reports have demonstrated the ability of 
microfluidic-based platforms to synthesize, functionalized 
and encoded microparticles with multiple bioactive agents 
[4],[5] in a single step, overcoming the conventional 
emulsion polymerization methods [6]. Droplet microfluidics 
facilitates fabrication of spherical microparticles (i.e., 
microspheres) or microparticles with complex chemical 
compositions, and potentially enables higher throughput 

synthesis [7] Polymeric microspheres containing multiple 
reagents and biologics are synthesized by adding polymer 
and biomolecules to the precursor solution and polymerizing 
the resulting microparticles [8]. Even if  it is possible to take 
advantage of particular orthogonal, “click” chemistries for 
post-polymerization functionalization reactions combining 
fundamental organic chemistry, biology and bioconjugation 
chemistry.  
Given such biologics are sensitive to chemical 
microenvironments, it is important to identify appropriate 
polymer formulations. Poly(ethylene glycol) (PEG) is a well-
established hydrophilic anti-fouling polymer, and has been 
widely used to form hydrogels for a broad range of 
biomedical applications due to its tunable chemical and 
physical properties. In this paper, a preparation method of 
monodispersed poly(ethylene glycol) (PEG) microparticles 
using a microfluidic flow-focusing device is presented. 
Important physic parameters such as surface tensions, 
viscosity and capillary number, that characterize emulsion 
stability and could influence the droplet formation processes, 
were considered.  After that various experimental conditions 
such as the surfactant concentrations, flow rates of the 
dispersed phase (PEG solution) and continuous phase 
(mineral oil), and concentration of the PEG solution were 
investigated and optimized to fabricate monosized PEG 
microparticles that could easily functionalized through the 
implementation of different acrylic reactive monomers.   

II. MATERIALS AND METHODS 

A. Materials 
   PEG diacrylate (PEGDA Mn= 700 g mol−1), the non polar 
solvent light mineral oil, the nonionic detergent sorbitan 
monooleate (Span 80), fluorescein O-methacrylate (Fluo), 
and acrylic acid (AAc) were all purchased from Sigma-
Aldrich (St Gallen, Switzerland) and used as received. 

B. Microparticles synthesis and Microfluidic device 
Microparticles were synthesized using light mineral oil 

containing nonionic surfactant Span 80 (5 wt%) as a 
continuous phase and poly(ethylene glycol) diacrylate 
(PEGDA) (range 20-60 wt%), with fluorescein O-
methacrylate (0.01 wt%) and acrylic acid (0.01 wt%) as 
disperse phase. Polyethylene tubes were connected to the 
inlets and outlets and the solutions were injected using high-
precision syringe pumps (neMesys-low pressure) to ensure a 
reproducible, stable flow. This system was mounted on an 
inverted microscope (IX 71 Olympus) and the droplets 
formation was visualized using a 4× objective and recorded 
with a CCD camera Imperx IGV-B0620M. The uniform 

Multifunctional Particles for Diagnostic tools 
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PEG-droplets were collected and washed three times with a 
solution of propan-2-ol (70 v/v%) and water (30 v/v%) to 
remove the oil. The average microsphere diameter was 
measured via image processing. Briefly, microsphere area 
was determined by quantifying the number of pixels per 
microsphere and converting that value to micrometers based 
on the Zeiss program standards. Ten images per group were 
assessed. The wettability of the different PEG concentrations 
was assessed by static water contact angle measurements, 
using a Optical Contact Angle/Surface Tension Meter KSV's 
CAM 200. Three measurements were taken on each surface 
using Milli-Q water as probe liquid (2 𝜇𝜇L drop size) and the 
experiments were repeated on three independent samples 

III. RESULTS AND DISCUSSION 

A. Generation of PEG Droplet in the Microfluidic Device 
The formation of droplets at a junction is governed by the 

competition between the viscous stress and the surface 
tension stress [9]. In emulsification processes, the effect of 
the interfacial tension on droplet size and stability is 
significant. For this reason, we investigated the surface 
tension (γ) increasing the polymer concentration; in 
particular, γ was changed from 4.175 to 1.547 to mN/m 
(Table I) and it was observed that when γ increased, droplets 
diameter increased (data not shown). 

In order to stabilize droplets against uncontrolled 
coalescence, the use of a surfactant is necessary, e.g. the 
nonionic detergent sorbitan monooleate (Span 80). These 
molecules populate the water/oil interface and prevent 
droplet coalescence. To determine the influence of this 
surfactant on the viscosity oh the oil phase, we investigated 
the viscosity of the different solutions. As shown in the Table 
II, the viscosity did not change between the oil without and 
with a solution of 5% Span80.  

The capillary number (Ca=Uµ/γ) is a value showing the 
relative importance of these two effects, where U is the flow 
rate of continuous phase, µ is the viscosity of the continuous 
phase, and γ is the interfacial tension between the hydrophilic 
and continuous phases. Choi et al. also investigated on the 
flow patterns to obtain stable polymeric droplets [9]. They 
found that stable and monodisperse emulsions were 
generated in a limited range of Ca (0.5×10-2~ 0.5×10-1) and a 
flow rate of disperse phase (0.2~1.1 µL/min). In this case a 

regime of flows of the two phases has been obtained to allow 
the production of monodisperse particles in the range of 150-
20µm. As shown in Figure 1.A, the microfluidic device, 
purchased from Dolomite-Microfluidics, consists of two 
inlets of  continuous fluids with hydrophobic light mineral oil 
solution and one inlet of hydrophilic PEG prepolymer as a 
dispersed phase. Light mineral oil and PEG prepolymer 
solution are immiscible because of two distinctive properties 
such as hydrophilic or hydrophobic and then they can easily 
form W/O emulsion in the microfluidic channel. Disperse 
phase having PEG prepolymer was supplied from one central 
microchannel, and the oil phase as continuous phase was 
injected perpendicularly from two side microchannels, where 
W/O emulsion are reproducibly formed by rupturing of 
hydrodynamic instability under the our experimental 
condition (Figure 1.B). Figure 1.B shows that droplets of 
PEG prepolymer are clearly pinched off from X-junction and 
surrounded in continuous oil without attachment on the wall. 
The PEG-droplets were collected in a reservoir containing 
light mineral oil and then washed before an image analyses 
(Figure 1.C) to determine diameter and dispersity. 

IV. CONCLUSION 
The microfluidic technique has been demonstrated a simple 

but efficient tool to generate PEG microspheres. Using 
continuous droplet formation, we have synthesized 
microspheres with high monodispersity. The average 
microspheres could be easily manipulated by the change of 
interfacial tension, and the flow rate of the droplets and 
continuous phases. This approach represents a starting point 
for a easily droplet functionalization through the 
implementation of different acrylic reactive monomers to 
obtain encoded microparticles with multiple bioactive agents.   

REFERENCES 
[1] AM. Cusano, F. Causa, R. Della Moglie, N. Falco, PL. Scognamiglio, 

A. Aliberti et al.,” Integration of binding peptide selection and 
multifunctional particles as tool-box for capture of soluble proteins in 
serum”, J R Soc Interface 11:20140718, 2014. 

[2] R.V. Ulijn, N. Bibi, V. Jayawarna, P.D. Thornton, S.J. Todd, R.J. Mart, 
A.M. Smith, J.E. Gough, “Bioresponsive hydrogels”, Materials Today, 
10, 40-48, April 2007. 

[3] E. Battista, A. Mazzarotta, F. Causa, AM. Cusano and PA. Nettia, 
“Core−shell microgels with controlled structural properties”, Polym 
Int, doi: 10.1002/pi.5076, February 2016. 

[4] F. Causa, A. Aliberti, AM. Cusano, E. Battista and PA. Netti, 
“Supramolecular spectrally encoded microgels with double strand 
probes for absolute and direct miRNA fluorescence detection at high 
sensitivity”, J Am Chem Soc 137:1758−1761, 2015. 

[5] A. Aliberti, AM. Cusano, E. Battista, F. Causa, PA.Netti, ”High 
sensitive and direct fluorescence detection of single viral DNA 
sequences by integration of double strand probes onto microgels 
particles”, Analyst, 8;141(4):1250-6.U, Feb 2016. 

[6] K. Landfester, “Miniemulsion polymerization and the structure of 
polymer and hybrid nanoparticles”, Angew Chem Int Ed Engl,  
48(25):4488-507, 2009. 

[7] T. Nisisako, T. Torii, “Microfluidic large-scale integration on a chip for 
mass production of monodisperse droplets and particles”, Lab Chip, 8 
(2),287−93,2008. 

[8] WJ. Duncanson, T. Lin, AR. Abate, S. Seiffert, RK. Shah, DA. Weitz, 
“Microfluidic synthesis of advanced microparticles for encapsulation 
and controlled release”, Lab Chip, 12 (12), 2135−45, 2012. 

[9] CH.Choi, JH. Jung, TS. Hwang, and CS. Lee, “In Situ Microfluidic 
Synthesis of Monodisperse PEG Microspheres”, Macromolecular 
Research, Vol.17, No.3, pp163-167, 2009.   

Solutions Viscosity (Pa.s)

20% PEGDA + 80% water µ =0,002±0,001

40% PEGDA + 60% water µ =0,005±0,001

60% PEGDA + 40% water µ=0,023±0,003

Light Mineral Oil µ =0,025±0,002

Light Mineral Oil + 5% SPAN 80 µ =0,024±0,001

TABLE II
VISCOSITY DATA

Solutions Surface tension [mN/m]

20% PEGDA + 80% water 4.175 ± 0.172 

40% PEGDA + 60% water 2.678 ± 0.171 

60% PEGDA + 40% water 1.547 ± 0.240 

TABLE I
SURFACE TENSION DATA
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Fig. 1.  Generation of PEG Droplet in the Microfluidic device. A. Microfluidic chip used in this work. B PEGDA 
microparticles (20%PEGDA). C. Fluorescent image of Fluorescein encapsulation. 
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Abstract—In recent years the clinical interest for structured 
training, in every medical specialization, has increased. 
Currently, the learning model for ultrasound imaging follows 
the traditional approach based on learning by doing. This study 
describes an integrated system for training ultrasound (US) to 
learn diagnostic and interventional procedures. The structured 
training is based on an hybrid simulator that provides a support 
to acquire skills in term of 3D perception and hand-eye 
coordination. Actually the ultrasound structured training is 
tested on 5 clinicians. 
All clinicians agreed that the structured training for  ultrasound 
is very useful for improving the learning of the ultrasound 
procedure. 
Keywords— training, learning, ultrasound, simulator. 

I. INTRODUCTION 
Knowledge of ultrasound and its diagnostic and therapeutic 
applications has became essential in the daily clinical practice 
thanks to the advantages offered by this imaging modality, 
but it is highly operator dependance. Ultrasound is 
considered safe, but lack of operator skills may lead to 
diagnostic errors. Currently, the training in ultrasound 
imaging uses a traditional approach, where the patient is 
exposed to the whole learning curve of the novice. The 
increased attention to patient health and the continued 
development in diagnostic and therapeutic procedures has led 
to a growing interest in the use of simulators for medical 
training. Training based on simulation [1] may enable trainees 
to learn the image optimization and probe orientation, and 
finally to practice the ultrasonography procedures. In the 
ambulatory stage the trainees are not allowed for legal reasons 
to perform procedures on patients, in particular for 
interventional tasks, so, there is need to identify training 
methods structured, repeatable and certifiable [2, 3]. However, 
in literature, there is limited evidence on how to assess 
simulated performance, what elements the training should 
include and how much practice is needed [4, 5]. 
The aim of this study is to evaluate and improve a training 
structured, with a panel of experts in the ultrasound 
procedures, so, to draw a comprehensive training course. 
In particular the training structured will be composed by a 
specific curriculum so to transfer to the trainee the skills to: 
 

− to perform ultrasound in vitro diagnostic; 
− to assess and recognize anatomical structures, 

discriminating between normal and pathological 
findings in vitro; 

− to perform interventional ultrasound in vitro. 
 

To obtain these purposes an innovative hybrid simulator 
was used[6]. 

II. MATERIALS AND METHODS 

A. Hybrid simulator 
The simulator used in the training structured is an hybrid 
interactive system, based on mixed reality [7]; this simulator 
has been preliminary validated for face, content and construct 
validity. The hybrid simulator appears to the clinicians with 
an ultrasound phantom and a software application with 3D 
virtual scene (Fig.1). In this scene the 3D representation of 
the internal structures of the ultrasound phantom is combined 
with the model of the probe and its scan plane. The 
visualization of the internal structures in their real position is 
given by a tracking system realized through an 
electromagnetic localizer. 
The ultrasound phantom, implemented in collaboration with 
an expert radiologist, simulates the patient’s abdomen, in 
particular reproduces the echogenicity of hepatic tissue[8, 9]. 
The phantom is constituted with innovative inorganic 
material. 
The phantom is realized with inorganic materials and through 
a controlled procedure that allows for the realization of 
different complexity level of phantom. Inside each phantom 
the trainee will find: ribs, vessel (linear or bifurcated), lesions 
(hypoechoic, hyperechoic and anechoic).  

Moreover, the hybrid simulator allows interventional 
procedure thanks to a sensorized needle to simulate US 
guided biopsy. 
The augmented reality application enriches the phantom 
allowing for independent training and speeding up the 
process of transferring fundamental skill as the hand–eye 
coordination for diagnostic US and the hand-eye-needle [10]. 

B. Procedure and tasks 
The training course is structured in two modules: diagnostic 
and interventistic. The course is structured as described in the 
flow diagrams proposed (Fig. 2 and Fig. 3). The ultrasound 
structured training is tested on five specialist sonographers. 
The trainees can start the interventistic module only when 
they has passed the diagnostic one. Before to start training 
session, all trainees received the same explanation on the 
hybrid simulator through an educational video.  
At the end of each module the trainees have to do a final 
exam.  
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C. Diagnostic module 
The Diagnostic module consists in answering a series of 
questions about the “anatomy” of the phantom of increasing 
difficulty. The diagnostic module is structured as described in 
the flow diagram proposed (Fig. 2).  
The trainee to pass the module has to correctly answer the 
questions, in a defined time interval, on two consecutive 
different ultrasound phantoms.  
At first the trainee executes free-hand ultrasound exams 
without the augmented reality on a first ultrasound phantom. 
After answering all the questions the augmented reality 
screen is activated. Through the augmented reality the trainee 
is able to understand whatever has done wrong; once 
corrected all the answers the trainee starts again with a 
second ultrasound phantom and without augmented reality. In 
the eventuality that even with augmented reality support the 
trainee is not able to understand his/her mistakes an expert 
clinician guides him through the exercises, after that the 
trainee start again the cycle with a different ultrasound 
phantom. 
When the trainee is able to answer correctly to all the 
questions without the need of the augmented reality 
correction on two different ultrasound phantoms 
consecutively, the trainee exits successfully the diagnostic 
module.  

D. Interventistic module 
The trainee enters the interventistic module only after he has 
finished the diagnostic module. The interventistic module is 
structured as describe in the flow diagram proposed (Fig 4).  
The trainee starts the interventistic training on a randomly 
selected ultrasound phantom. Each ultrasound phantom 
contains four anechoic lesions different in dimension and 
positioning. These lesions are the target for biopsies. To 
successfully exit the module the trainee has to execute four 
increasing difficulty biopsies at first try.  

If at the first try the lesion is not reached augmented reality 
guide is added; if even with augmented reality guide the 
trainee doesn’t reach the lesion, an expert guides him through 
the exercise. At the end of the four biopsies if the trainee 
needed augmented reality or expert guide to complete the 
biopsies, the trainee starts again with a second ultrasound 
phantom, else, if four biopsies were correctly executed 
consecutively the interventistic module is completed. 

 

III. CONCLUSION 
All trainees agreed that the structured training for ultrasound 
is very useful for speeding the learning of the ultrasound 
procedure and improve training methods. Ultrasound training 
with hybrid simulator should not be as a replacement for 
traditional clinical training, but rather as a preparation before 
entering clinical practice. The proposed training course may 
be used as a basic training program to learn the basic skills 
for ultrasound procedures; in particular the ultrasound 
structured training should be used to determine when the 
trainees are fit for clinical practice, that it is when the trainees 
will reach a positive feedback on both simulation sessions. 
The results obtained show that the trainees need up to three 
days to obtain a positive feedback on simulation session, in 
particular, one day for diagnostic module (two consecutive 

hours) and two days for interventistic module (four 
consecutive hours). 
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Fig. 1. Hybrid simulator set up 

 

	

 
 
Fig. 2. Flow diagram of diagnostic module 

 

 
 
Fig. 3. Flow diagram of interventistic module 
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Abstract — Cognitive impairments are common in people 
with Multiple Sclerosis and severely affects their social and 
professional life. It has been shown that intensive and 
personalized cognitive rehabilitation, leads to improved 
cognitive status of healthy and cognitive-impaired subjects. New 
technologies would help to promote accessible, at-home, and 
self-managed cognitive interventions. An app for attention and 
memory at-home interventions (COGNI-TRAcK) has been 
developed by the Research Area of the Italian Multiple Sclerosis 
Foundation for cognitive rehabilitation in people with Multiple 
Sclerosis. 

Keywords — mobile device; cognitive rehabilitation; self-
management; adaptive working load algorithms 

I. INTRODUCTION 
ULTIPLE Sclerosis (MS) is a chronic neurological 
disease with an unpredictable course, affecting around 

2.3 million people in the world (600,000 in Europe, 68,000 in 
Italy) [1]. The exact cause of MS is not known, but it is 
thought to be an autoimmune disease in which an immune 
system dysfunction produces an inflammatory attack directed 
against the myelin in a process called demyelination that 
interferes with nerve conduction and is at the basis of the 
permanent impairments due to the disease (loss of vision, 
stiffness, weakness, imbalance, loss of coordination, fatigue, 
emotional changes, intellective impairment, etc.). Thus, the 
effects of MS are wide-ranging, having an impact on 
physical, cognitive, psychological, social well-being and 
consequently on health-related quality of life (QoL) [2], [3]. 

To date, for a better disease management and consequently 
to make cost/patient ratio more efficient for Public Health 
System, in addition to pharmacological treatment, 
interdisciplinary rehabilitation interventions become crucial, 
reducing MS relapses, alleviating symptoms and improving 
social participation in order to achieve the highest possible 
independence and the best QoL for people with MS (PwMS) 
[4].  

Despite their relevance for the disabling effects on the 
major part of daily activities of PwMS, only recently 
cognitive impairments [5] involving complex attention, 
memory, information processing speed, executive functions, 
and visuospatial abilities [6] have been seriously considered 
for more structured cognitive interventions; the main aspect 
determining this reticence could be found in the difficulty to 
deliver effective cognitive rehabilitation (CR) to PwMS as 
consequence of the use of devices only allowing not intensive 
outpatient CR, contrary to what recent works demonstrated 
and suggested [7]. However, new technologies such as 
mobile phones and tablets have made more feasible intensive 
cognitive interventions to PwMS. 

In this context, the traditional interdisciplinary team, 
composed by medical practitioners, such as physiatrist, 
physiotherapist, occupational therapist and psychologist, 
increasingly needed and needs the biomedical competences 
of bioengineers as support for technological issues. 

II. COGNITIVE INTERVENTION IN PWMS 
Approximately 40-65% of PwMS show cognitive 

impairments, especially attention and memory, with severe 
consequences for daily life activities. Recent works showed 
that specific CR can improve some aspects of cognitive status 
of PwMS [7], by describing the mostly used methodologies 
with particular focus on the factors affecting the training 
efficacy. Among the cited characteristics, besides task types, 
subject motivation and arousal status, adaptability (i.e. the 
adjustment of the difficulty of the task depending on the 
subject's performance) and intensiveness (i.e. how the same 
amount of training is massed in to shorter time of periods or 
in to longer ones) of training are mentioned as fundamental 
features enhancing the effects of the administered 
intervention [8], [9]. Indeed, it has been clearly shown that an 
adaptive and intensive cognitive intervention based on 
specific training, for example for attention and working 
memory, unlike non-adaptive training, produces significant 
changes in brain structure (white and gray matter) associated 
with an improvement in cognitive functions [9], [10]. 
Nevertheless, some limitations seriously affect the possibility 
to deliver actual adaptive and intensive cognitive 
interventions. In an era of inadequate economic resources to 
invest in health care, it is not possible to guarantee a constant 
and intensive outpatient administration of cognitive 
rehabilitation, severely limiting the effects of the 
interventions. Indeed, proper cognitive rehabilitation 
programs based on traditional tools (e.g., paper and pencil) 
require qualified professionals, outpatient facilities, and 
intensive treatment sessions which often lead to economic 
burdens at the expense of the user or the health care system. 
In this context, computerized systems are particularly helpful 
to overcome this gap by guaranteeing efficient and user-
friendly cognitive rehabilitation tools [10]-[12]. However, 
these tools are usually implemented on laptops and/or 
desktop computers, whose the costs, the manageability and 
the transportability still severely limit the adherence to the 
treatment and, consequently, their full efficacy. The recent 
technological innovations gave researchers the possibility to 
provide cognitive treatment programs for mobile phones and 
tablets, thus making home-based cognitive rehabilitation 
exercise management and the (self)-administration of 
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intensive cognitive interventions more feasible to patients. In 
addition, particular attention must be devoted to implement 
algorithms for automatic working load adaptation and 
automatic procedures for intensiveness regulation that only 
recently it was introduced [14] although the most current 
computer-based cognitive rehabilitation tools do not 
incorporate. 

III. A NEW APP FOR COGNITIVE REHABILITATION IN MS 
In order to provide an ad-hoc computer-based tool for 

intensive cognitive mobile rehabilitation a new app, named  
COGNI-TRAcK, has been developed by the team of the 
Research Area of Italian Multiple Sclerosis Foundation 
(FISM) with C# programming language, by using the 
platform Xamarin Studio 4.0.10 for Android (API level 15 
and following). The app allows to program a personalized 
training schedule of attention and working memory exercise; 
it includes user-friendly interfaces for personal data input and 
management and for CR intervention configurations. 

Inner routines for adaptive working load algorithms allow 
to automatically set the difficulty level at the participant 
maximal working threshold taking into account the previous 
task results. Seven exercises for attention (reaction time; 
trade off speed-accuracy; auditive, visual, spatial selectivity 
and concentration; attention span through direct and inverse 
repetition of digits; distributed attention; inattention 
resistance; multiple searching through verbal and visual 
stimuli) and three exercises based on working memory are 
implemented. 

Preliminary results on the disposability-to-use of COGNI-
TRAcK were obtained by means of a questionnaire 
administered to 30 PwMS at the end of an 8-week (5 daily 
scheduled 30-minute sessions per week) at-home intervention 
administered by the app. The adherence to the treatment was 
>85%. Of the participants, 97% understood the instructions 
given, 100% felt independent to use COGNI-TRAcK at-
home, 82% found the exercises interesting, and 88% found 
the exercises useful and were motivated to use the app again. 
Moreover, during the exercises, PwMS were highly 
motivated to perform well (mean score 3.32/4), experienced 
rather low levels of stress (mean score 1.98/4), were not 
bored (mean score 1.61/4), and felt amusement (mean score 
2.60/4).  

Thus, the participants showed a cognitive improvement and 
compliance with the device, allowing to hope in facilitated at-
home self-administered rehabilitation treatments. 

IV. CONCLUSION 
COGNI-TRAcK is highly usable, motivating, and well-

accepted by PwMS. To improve COGNI-TRAcK, new 
releases should contain more exercises, especially for other 
cognitive domains affected in MS. 

The use of computer-based cognitive rehabilitation is 
increased because of its numerous advantages, such as the 
possibility both to administer in-home intensive training and 
to implement self-management programs and personalized 
treatments. In particular, computer-based cognitive 
rehabilitation is shown to be effective in improving cognitive 

functions; practitioners should be encouraged to use validated 
tools to enhance cognitive functions. In addition, researchers 
are challenged to find new tools to make more effective, 
more accessible, and user-friendlier this type of 
rehabilitation. 
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Abstract — Alzheimer Disease (AD) represents the most 
common cause of dementia in elderly, for which an early 
diagnosis is still missing. A potential biomarker for early 
diagnosis of AD is the open isoform of p53, redox sensitive 
protein, currently quantified using a specific blood-based 
enzyme-linked immunosorbent assay (ELISA). In order to 
overcome ELISA limitations (limit of detection, standardization 
and reliability), this study aimed to realize a low cost highly 
sensitive portable point-of-care (PoC) testing system based on 
screen printed electrochemical sensors (SPES).  

The study specifically reported the design of the platform, 
including the sensing probe and the electronic circuit devoted to 
the conditioning and acquisition of the electric signal. 
Considering the whole testing workflow and without losing the 
possibility of generalization, preliminary results were obtained 
from circuit testing using controlled concentrations of 
electrolytic solutions and from a preliminary calibration using 
Anodic Stripping Voltammetry (ASV) measurements. After a 
proper calibration, the circuit is intended to be optimized to 
quantify unknown concentration of unfolded p53 in samples of 
peripheral blood of AD patients, aiming to realize a low cost, 
easy to use and highly precise platform. 

 
Keywords—Screen-Printed Electrochemical Sensors, 
Biomarkers, Alzheimer disease, Point of Care testing. 

I. INTRODUCTION 
Among neurodegenerative diseases, Alzheimer Disease 

(AD) represents one of the most investigated and serious 
pathology, for which an early diagnosis is still missing. The 
ability to diagnose the pathology at an early stage is one of 
the actual priority of biomedical research in term of 
neurology and geriatrics [1]. To date, the most advanced and 
accepted methods to diagnose AD are represented by 
enzyme-linked immunosorbent assay (ELISA) measurements 
in cerebrospinal fluid (CSF) and imaging biomarkers [2]. 
Recently, among several studies addressing this issue, 
different approaches to identify the specific AD biomarkers 
have been established and novel one discussed. In particular a 
peculiar expression of an altered conformational isoform of 
p53 protein was reported to be able to distinguish AD 
subjects from healthy population with high values of 
sensitivity and specificity [3]–[5]. On this basis, the levels of 
p53 unfolded could represent an interesting starting point to a 
reliable blood-based ELISA performed with a specific 
conformational anti-p53 antibody. Even if ELISA assay 
actually represents the gold standard technique used for the 
detection and quantification of this p53 biomarker, some 
limitations are related to its diffusion. These issues 
specifically include high costs of the assay implementation, 
high operator dependence, lack of standardization and 

impossibility to lower the limit of detection, thus to detect the 
biomarker in the early stage of the disease when it would be 
more useful for the clinicians.  

Biosensors represent the emerging technology that 
promises to address this challenge, bringing promising 
solutions in term of cost and sample use reduction, ease of 
use, high portability and sensitivity [6]–[8].  

In light of this, the main objective of this work addressed 
the preliminary study of a low-cost portable point-of-care 
testing platform, intended to improve the detection and 
sensitive quantification of the unfolded p53 protein as a 
specific AD biomarker.  

II. METHODS 

A. Point of care design and production 
The development of the platform specifically included both 

the design of the screen printed sensing probe with particular 
attention to the choice of the materials and geometry, and of 
the electronic circuit devoted to the conditioning and 
acquisition of the transduced electric signal (Fig.1). After 
designing the sensor geometry and producing the proper 
mask to perform the printing process, silver, carbon and 
silver-silver chloride were selected respectively to realize 
conductive tracks, working (WE) and counter electrode (CE), 
reference electrode (RE), with a three-electrodes 
configuration focusing on ASV measurements.  
Parallelly to the realization of the electrochemical sensor, the 
conditioning and acquisition circuit was designed in order to 
allow the production of a complete PoC testing platform. The 
design of the circuit was in particular performed by following 
the scheme of common potentiostats. In these, a varying 
potential is applied to the WE with respect to the RE (which 
is analogous to system ground) and, thanks to the electrons 
movement generated by the effect of the applied 
electromotive force in the sample, the generated current is 
then detected by the CE. Operational amplifiers were 
carefully selected depending on the specific function they had 
to perform in the circuit to ensure precision and accuracy. 
After all the SMD components were soldered, the board was 
inserted in a metallic box to avoid noises on the signal 
recording and to improve the sensor sensitivity and precision.  

B. Circuit testing using conductive solutions 
The first test was performed using a saline solution, 

varying the concentration of NaCl in order to change the 
conductivity of the solution, and evaluating the ability of the 
circuit to quantify these variations as changes in the current 
peak between WE and CE. In the second test, EIS principle 
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was applied in order to measure changes of system 
impedance, resulting in changes in the current detected 
between WE and CE deriving from different concentrations 
of the primary antibodies released and adhered on WE 
surface after an overnight coating. EIS measurements were 
performed in presence of a conductive electrolytic an solution 
of 5 mM K3[Fe(CN)6] in 1 M KCl. In both protocols, drops 
of 2 ml of the conductive solution were released on WE, CE 
and RE in order to allow current flow, ensuring that the drop 
stayed correctly in place by using a mask applied on top of 
the sensor. Triangular waves were given as input at specific 
frequencies using a pulse generator and the output current 
flowing between WE and CE was recorded using an 
oscilloscope. 

C. Anodic Stripping quantification of interleukin proteins 
ASV protocol adopted for interleukin quantification in the 

calibration phase of the circuit was characterized by a 
specific functionalization of the WE using immucomplexes 
formed by a capture and a detection antibody, using a 
dedicated kit (DuoSet® development system for ELISA). In 
order to perform the detection step, Alkaline Phosphatase 
(AP) was used to label the secondary antibodies, thus 
allowing a selective silver deposition, proportional to the 
amount of proteins detected. Finally, after placing a drop of 
buffer solution on the three electrodes, a ramp input was 
given to the WE, causing the oxidation of the deposited 
silver, and the current flowing between WE and CE was 
measured, allowing a sensitive quantification of the proteins.   

III. RESULTS 

A. Circuit conditioning using conductive solutions 
Results from the evaluation of circuit response to changes 

in saline solution conductivity showed a particular trend, 
characterized by two different slopes respectively for 
concentration of NaCl lower and higher than 1.0 mg/ml.  

In particular (Fig.2), a higher sensitivity was shown for 
concentrations lower than 1.0 mg/ml, indicating a higher 
sensitivity of the sensor (0.2 mA/(mg/ml)) for small changes 
of conductivity and small currents, and a lower sensitivity (20 
µA/ (mg/ml)) for higher concentration. This is probably due 
to the specific features of the SMD components chosen, 
which makes them from one side really precise and sensitive 
to detect small changes in ionic current, but from the other 
unable to detect with the same sensitivity higher conductivity 
variations, which brings to current which cause the circuit to 
saturate.  

Results from EIS measurements showed a proportional 
decreasing of the peak of current flowing between CE and 
WE, indicating an increased impedance of the system due to 
an increasing concentration of antibodies coated on WE 
surfaces resulting in a reduced electrons exchange between 
WE surface and electrolytic solution (Fig. 3). Increasing the 
concentration of antibodies coated on the WE resulted in 
reducing the differences of currents exchanged at different 
frequencies. The sensitivity of the sensor in detecting the 
change in antibodies coating concentration was of 80 µA/µg. 

B. Anodic Stripping quantification of interleukin proteins 
Results from ASV measurements showed an increase in the 

maximum peak of current proportional to the increase of 
interleukin concentration. A linear increase of current peaks 
recorded when decreasing the input potential from 0 to -0.6 V 
could be observed, with a sensitivity of 35 µA/ng (Fig.4). 
The reliability of this result will be confirmed with a 
complete calibration curve, and a better evaluation of the 
contribution of the buffer solution and ionic silver during the 
anodic stripping. 

IV.  CONCLUSION   
The obtained results during testing with conductive 

solutions and during preliminary ASV measurement showed 
good reproducibility, reliability and sensitivity, promising for 
the future developments with lower values of proteins 
concentrations. On-going activity refers to the proper 
calibration of the circuit using interleukin and then the 
specific unfolded p53, essential in order to proceed with the 
quantification of unknown concentration of unfolded p53 
protein. After the validation, the proposed methodology and 
the platform design will be optimized in order to be easily 
accessible for a routine automatized diagnosis technique in 
the clinical environment. Particular attention will be 
addressed to reduce the variability between sensors and to 
increase the sensitivity of the method itself, with the 
introduction of nanostructured materials.  

All this, with the aim to realize an innovative self-standing 
portable point-of-care, a low cost, easy to use and highly 
precise platform able to support clinicians to diagnose AD 
from its earliest stages. 
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Fig. 1.  Final layout of the Biosensor and of the conditioning circuit 
 

 
 

Fig. 2.  Calibration of SPES with NaCl solution. 

 
 
 
 

 
 
Fig. 3.  EIS at low frequencies and at 50 mHz using different primary 
antibodies concentrations for WE coating 
 

 
 

 
 
 
Fig. 4.  ASV measurements in a preliminary calibration of SPES using 
human interleukin proteins. 
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Abstract—Besides its extensive use in closed-loop testing, the 
UVA/Padova type 1 diabetes simulator (T1DS) has great 
potential for testing novel type 1 diabetes treatments. Here we 
describe the use of the T1DS to evaluate the effects of the novel 
inhaled Technosphere® Insulin (TI). A TI pharmacokinetic 
(PK) module has been successfully developed and incorporated 
into the T1DS. This allows running several in silico trials to 
evaluate the optimal TI dosing regimen to control post-prandial 
glucose, with the potential to inform clinical study design. 
Keywords—Glucose control, inhaled insulin, in silico trial, 

pharmacokinetic. 

I. INTRODUCTION 
INCE its acceptance by U.S. FDA as substitute for 
preclinical trials of certain insulin treatments, the 

Universities of Virginia (UVA) and Padova type 1 diabetes 
simulator (T1DS) [1] allowed relevant time- and cost-savings 
providing in silico evaluations of various treatments of type 1 
diabetes (T1D). In the last eight years, the T1DS has been 
continuously refined ([2]-[5]), and its principal application to 
date has been the test of artificial pancreas closed-loop 
control algorithms, e.g. [6]-[8]. However, another important 
application area of the T1DS is in testing new insulin 
products developed by pharma companies.  

Here the in silico testing of a recombinant human insulin is 
presented: the novel ultra-rapid Technosphere® Insulin (TI) 
inhalation powder (Afrezza®), which has been approved by 
U.S. FDA to control high blood glucose in adults with type 1 
and type 2 diabetes. Afrezza is a dry powder formulation of 
recombinant human insulin administered by pulmonary route 
directly before the meal using a new drug delivery system. It 
is characterized by fast absorption (with a peak serum 
concentration achieved in about 15 minutes) and short 
duration of action (2-3 h) due to a short half-life [9]. This fast 
absorption of insulin reduces the delay inherent in the current 
subcutaneous insulin therapy, but introduces the challenge of 
covering the full duration of post-prandial glucose elevation, 
which might take 4 to 6 hours to return to pre-meal values.  

A comprehensive survey of alternative dosing regimens in 
vivo is unfeasible, but a modeling study could identify 
promising strategies to achieve optimal post-prandial glucose 
control. The aim of this work was thus to incorporate a 
pharmacokinetic (PK) model of TI insulin into the T1DS in 
order to simulate post-prandial glucose response in T1D 
subjects treated with TI administered at different times (e.g. 
before the meal or within the meal period), or in different 
fashions (e.g. split dosage rather than a single bolus). 

II. METHODS 

A. Database 
Twelve T1D subjects (9 male, age = 39±9 years, BW = 

84.2±8.8 kg, BMI = 26.6±1.9 kg/m2) underwent a 
hyperinsulinemic-euglycemic clamp study (MKC-TI-177, 
Mannkind, NCT01544881). During treatment visits, subjects 
received 20 U TI. Blood samples were taken from -20 to 360 
min after dosing, for plasma insulin measurements. 

B. PK model 
PK model of TI is a variation of the single-compartment 

model described in [10]. Model equations is: 
( ) ( ) (0) 0TI aTI TI TI TII t k I t F D I= − ⋅ + ⋅ =&  (1) 

where ITI (pmol/kg) is the amount of insulin in the alveolar 
space; D (pmol/kg/min) is the TI dose; FTI is the fraction of 
inhaled insulin which actually appears in plasma; and kaTI 
(min-1) is the rate constant of insulin absorption from the 
lungs. Plasma insulin kinetic is described using the two-
compartments configuration currently included into the 
simulator [2]: 
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 (2) 
where Ip and Il (pmol/kg) are the mass of insulin in plasma 
and liver respectively; I (pmol/L) is the plasma insulin 
concentration; suffix b denotes basal state; m1, m2, m3, m4 
(min-1) are rate parameters; and VI (L/kg) is the insulin 
distribution volume. 

C. Model identification 
PK model parameters were identified on plasma insulin 

concentrations by nonlinear weighted least squares 
implemented in Matlab. Error in insulin measurements was 
assumed to be uncorrelated, Gaussian, with zero mean and a 
variance linked to insulin measurements as reported in [11]. 
Insulin bolus is the model input, assumed to be known 
without error. Bayesian Maximum a Posteriori estimator was 
employed, with a-priori information on FTI set according to 
[10].  

D. T1DS incorporating inhaled insulin PK 
In silico PK parameters of TI insulin have been generated 

paralleling what is described in [2], i.e. they were randomly 
extracted from the joint parameter distribution that has been 
created using the parameter estimates obtained from model 
identification. Then, each individual PK has been randomly 
assigned to each in silico subject. The T1DS incorporating TI 
insulin PK, shown in Fig. 1, was thus validated by simulating 
the same 20 U TI protocol and comparing the resulting 
insulin profiles with the clinical observations. 
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E. In silico experiments 
The effect of different dosing regimens of TI insulin on 

post-prandial glucose after a meal test has been explored in 
100 virtual patients for pre-meal and post-meal dosing as 
well as for split dosing scenarios. In particular, a meal test 
with 50 g CHO has been simulated, with TI doses ranging 
from 10 to 80 TI Units, with timing ranging from 0 to 120 
min after meal, as illustrated in Fig. 2. 

For all the simulations, the expected risk (e.g. number of 
expected hypoglycemic events) and benefit (e.g. mean 
plasma glucose of meal test) were evaluated. To select the 
most suitable dose for each virtual patient, a titration rule has 
been followed, based on the glucose level at 90 min after 
meal ingestion (BG90’): if BG90’ is between 110-160 mg/dL, 
TI dose is considered as adequate; if BG90’>160 mg/dL, TI 
dose has to be increased; if BG90’<110 mg/dL, TI dose has to 
be decreased. 

III. RESULTS 

A. T1DS incorporating inhaled insulin PK 
Model fit of TI data was excellent, as shown in Fig. 3. 

Estimates of model parameters were: VI = 0.044 ± 0.008 
L/kg, m1 = 0.178±0.031 min-1, m2 = 0.322±0.079 min-1, m3 = 
0.267±0.047 min-1, m4 = 0.129±0.032 min-1, kaTI = 0.026 ± 
0.010 min-1, FTI = 0.14 ± 0.03. 

The comparison between simulated vs. measured insulin in 
response to 20 U TI dose is shown in Fig. 4. Results are 
satisfactory: in particular, the simulated over-basal insulin 
time courses strongly resemble the observed data, in terms of 
both average profiles and inter-subject variability. 

B. In silico experiments 
Simulations of different dosing regimens are shown in Fig. 

5 for one illustrative in silico subject (VP#004). The effect of 
inhaled insulin on post-prandial glucose excursion depends 
on dose: too low doses lead to suboptimal control of post-
prandial glucose; on the other hand, due to fast TI 
appearance, too high pre-meal doses lead to sharp glucose 
decline and risk of early hypoglycemic events (Fig. 5, upper 
panel). A flatter profile can be obtained by giving the dose 
after meal (Fig. 5, middle panel) or by splitting the insulin 
amount in two doses, one directly before the meal and one 
after a certain time interval (Fig. 5, lower panel). In these 
cases, higher total doses may be selected gaining additional 
efficacy on post-prandial glucose control, without inducing 
hypoglycemia. Numerical results of this analysis are reported 
in detail in Table 1, which reports, for each dosing pattern, 
both the optimal insulin dose satisfying the titration rule and 
the highest dose not leading to hypoglycemia. 

IV. CONCLUSION 
So far, the UVA/Padova T1D simulator has been 

extensively used for the in silico testing of artificial pancreas 
closed-loop control algorithms. However, its employment in 
supporting the test of novel insulin compounds or 
administration routes is of interest. In this contribution we 
presented the first use of T1DS to model prandial response to 
a novel inhaled insulin powder, i.e. the ultrafast-acting 
Technosphere® Insulin (TI) inhalation powder (Afrezza®).  

In particular, a TI insulin PK module was successfully 
developed and incorporated into the T1DS. This allowed 
performing a total of more than 20,000 simulations in which 
the virtual subjects underwent different TI dosing regimens. 

The in silico clinical trials are being used to inform the 
design of clinical studies evaluating different TI treatment 
regimens in T1D. 
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TABLE I 
OPTIMAL MEAL DOSING IN SUBJECT VP#004 

TI dose 
(U) 

BG4hr 
(mg/dL) 

BG<70mg/dL 
(Y/N) 

Optimal dose 
by titration 

rule 

Highest dose 
with 

BG<70mg/dL 
Pre-meal dosing 

10 
20 
30 

177.1 
133.2 
85.2 

N 
N 
Y 

§  
† 

Post-meal dosing 
10 
20 
30 

181.1 
143.2 
113.2 

N 
N 
N 

 
§ 

 
 

† 
Split dosing 

10-10 
10-20 
20-10 

139.0 
104.0 
91.9 

N 
N 
N 

§  
 

† 

For each insulin dose administered (TI dose, second column), the glucose 
value obtained 4 hours after meal (BG4hr, second column) and whether 
hypoglycemia occurs (BG<70 mg/dL, third column) are reported.  For each 
dosing pattern (i.e. pre-meal, post-meal, split) both the optimal insulin dose 
satisfying the titration rule (“§” in fourth column) and the highest dose not 
leading to hypoglycemia (“†” in fifth column) are indicated. 
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Fig. 1. Scheme of the T1D simulator incorporating TI insulin PK model. 
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Fig. 2. Scheme of different dosing regimens explored in simulation: pre-meal 
dosing (upper panel), post-meal dosing (middle panel), split dosing (lower 
panel). 
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Fig. 3. Results of PK model fit. Mean ± SE data are shown as red dots and 
bars, average model fit is shown as blue line.. 
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Fig. 4. Comparison between over-basal insulin data (left panel) and 
simulations (right panel) obtained after an administration of 20 U TI. 
Individual profiles are shown, with averages plotted as thick red lines. 

 

Fig. 5. Meal experiments in one illustrative in silico subject (VP#004). 
Upper panels: insulin (left) and glucose (right) in response to pre-meal 
administration of eight different dosages, indicated with different colors. 
Middle panels: insulin (left) and glucose (right) in response to post-meal 
dosing (green lines) compared to pre-meal dosing (blue lines). Lower panels: 
insulin (left) and glucose (right) in response to split dosing (green lines) 
compared to pre-meal dosing (blue lines). 
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Abstract—In continuous glucose monitoring sensors, the 
current signal generated by glucose-oxidase is transformed to 
glucose concentration by a calibration function whose 
parameters are periodically updated by matching self-
monitoring of blood glucose references, usually twice a day, to 
compensate for sensor variability in time. This contribution 
aims to reduce the frequency of calibrations, which obviously 
create discomfort to the patient, by employing a Bayesian 
methodology in the estimation of the calibration function 
parameters.   
Keywords—Diabetes, glucose sensors, continuous glucose 

monitoring, calibration, Bayesian estimation. 

I. INTRODUCTION 
IABETES management can be improved by using 
minimally-invasive continuous glucose monitoring 

(CGM) sensors [1]-[3], able to frequently measure interstitial 
glucose (IG) concentration in the subcutis for up to 7-10 
consecutive days. In particular, CGM sensors physically 
measure a current signal, which is generated by glucose-
oxidase and real-time transformed to IG by a calibration 
function, whose parameters are estimated using self-
monitoring of blood glucose (SMBG) references [4], [5] 
collected by the patient by lancet devices. Since the relation 
between measured current and IG varies during the 
monitoring period [6], [7], calibration parameters need to be 
updated, usually every 12h. This process, refereed to as “in 
vivo calibration”, is considered reason of discomfort, thus, 
reducing the frequency of calibrations is desirable for both 
practical and commercial reasons. The aim of this work is to 
evaluate whether the formulation of the calibration process in 
a Bayesian setting [8], in which information brought by 
SMBG measurements could be replaced by prior knowledge 
on calibration function parameters, allows to reduce the 
frequency of calibrations without worsening CGM sensor 
accuracy. 

II. MATERIALS AND METHODS 

A. Database 
The database consists of 57 diabetic subjects monitored for 7 
days by the DexCom G4 Platinum sensor [9]. The raw sensor 
current signal is available together with SMBG references 
acquired for calibration and IG profile originally calibrated 
by the manufacturer. High-accuracy YSI measurements (YSI 
Inc., Yellow Springs, OH) are also available as references. A 
representative dataset is reported in Fig. 1.  

B. The calibration algorithm  
The Bayesian calibration algorithm [8] processes, as in real-
time, the raw current signal and the SMBG references, 

acquired at time instants ti, i=1,…N (see Fig. 1). Defining a 
calibration window as the time interval between two 
consecutive SMBGs, i.e. from ti to ti+1, the following time-
varying calibration model is used to relate the interstitial 
current signal yI(t) to the correspondent IG uI(t) inside each 
calibration window:                    

tcbtuaty II Δ⋅++⋅= )()(                        (1) 
where Δt is the time from sensor insertion and a, b, c are the 
calibration function parameters, which are updated each time 
a new SMBG is available (and a new calibration window 
starts), following a three-step procedure: 

1. Non-parametric deconvolution of the measured current 
yI(t) to compensate for blood glucose - interstitial 
glucose (BG-IG) kinetics [10], [11], obtaining the 
deconvoluted signal yB(t) that corresponds to an 
hypothetical current signal measured in plasma.  

2. Estimation of calibration parameters â, b ̂,  ĉ,  in a 
Bayesian linear minimum variance framework, using 
day-specific prior information [12], by fitting yB(t) 
against the last two SMBGs available. 

3. Conversion of the sensor current signal yI(t) into IG 
signal uI(t):                              

a
tcbyytu I

I ˆ
ˆˆ)()( Δ−−

=
                             (2) 

C. Calibration scenarios: simulation and assessment 
To test the performance of the Bayesian algorithm with only 
one calibration per day, the original SMBG vector, which has 
a 12h periodicity and is used by the manufacturer for 
calibration, has been down-sampled, passing to a 24h 
periodicity. The so obtained IG profiles are then compared, 
in terms of accuracy, with the ones originally calibrated by 
the manufacturer. Accuracy of CGM calibrated profiles is 
assessed by three popular metrics, which use YSI 
measurements as reference: mean absolute relative 
differences (MARD), percentage of accurate glucose 
estimates (PAGE) and percentage of pairs YSI-CGM in the 
A-zone of the Clark Error Grid [13]-[15]. For all subjects in 
the dataset YSI measurements were collected in days 1, 4 and 
7, allowing a separate accuracy evaluation in these three days 
as well as a global evaluation in all three days. 

D. Implementation 
YSI references were also used to build day-specific priors on 
calibration function parameters (step 2 of algorithm described 
above), fitting the following non-linear model:                

tcbetuaty
t

BI Δ++⊗⋅=
−
τ

τ
1)()(                         (3)       

where τ is the equilibration time characterizing the BG-IG 
kinetics. The method is tested implementing a leave-one-out 
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cross-validation technique in which, at each iteration, day-
specific priors are built fitting the model of Eq. 3 against the 
training set, while accuracy is evaluated on the subject under 
test, both for the Bayesian calibration algorithm and for the 
IG profiles originally calibrated by the manufacturer, for 
comparison.  

III. RESULTS 
Comparing the original manufacturer calibration against the 
Bayesian algorithm using the same number of SMBGs (two 
per day), CGM accuracy improves, as shown in [8], [12]. 
Here we tested the performance of the Bayesian algorithm, 
fed with only one SMBG per day, against the original 
manufacturer calibration, which is always fed with two 
SMBGs per day. As shown in Table I (and visible comparing 
CGM profiles of Fig. 2), a statistically significant 
improvement in accuracy is achieved for MARD in day 1, 
PAGE in day 1 and 4, CEGA-A in day 1. In particular, 
MARD is overall reduced from 13.05% to 11.81%, PAGE is 
overall increased from 78.01% to 87.23% and CEGA-A is 
overall increased from 77.78% to 84.75%.    
 

 
 
 
 
 

 

IV. CONCLUSIONS AND FUTURE DEVELOPMENTS 
The use of day-specific Bayesian priors and a time-varying 
calibration function allows to calibrate the DexCom G4 
Platinum sensor only once a day. Future developments regard 
the application of the Bayesian methodology to the design of 
new calibration algorithms that rely much more on prior 
knowledge, allowing to further reduce, or even eliminate, the 
need of in vivo calibrations. In particular, the Bayesian 
methodology here applied to the estimation of the parameters 
of a time-varying calibration function (Eq. 1), allowed to 
halve the frequency of calibrations from two to one per day, 
extending the calibration windows to 24h. However, using 
the model of Eq. 1, the calibration windows cannot be further 
extended, becoming the linear assumption introduced by the 
model critical for time windows wider than 24h. This 
limitation can be overcome by changing the calibration 
model of Eq.1, which is valid inside each calibration window, 
with a new model whose domain of validity is the entire 
monitoring period, e.g.:                                               

)()()()( tftutgty II +⋅=                           (4) 

where g(t) and f(t) are functions describing respectively the 
variability [6], [7] of sensor sensitivity and offset over time. 
Different models, either linear or nonlinear, described by a 
set of parameters P̄g and P̄f, can be used to approximate g(t) 
and f(t). Once the choice of the best models is done, prior 
knowledge on calibration parameters P̄g and P̄f is derivable 
fitting the model of Eq. 4 against a training set. Then, the 
calibration procedure described in Section II can be applied 
to the new model, modifying the estimation procedure of step 
2. Indeed, having extended the domain of validity of the 
calibration model to the entire monitoring period, parameters 
can be estimated in the Bayesian framework fitting the model 
on all SMBGs acquired, with no need of limiting the 
calibration windows to the time between two consecutive 
SMBGs, and thus allowing to further reduce the frequency of 
calibrations.   
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TABLE I 
PERFORMANCE METRCS MEDIAN VALUES 

Metric          Day 
Original manufacturer 

calibration              
(12h periodicity) 

Bayesian calibration 
algorithm                 

(24h periodicity) 
MARD            1 
                       4 
                       7 
                 1,4,7 

 15.98+ 

 9.07 
 8.81 

 13.05+ 

 13.29+ 

9.59 
10.13 

 11.81+ 

 
PAGE             1 
                       4 
                       7 
                 1,4,7 

 
 76.92+ 

 93.33+ 

93.75 
 78.01+ 

 
 80.95+ 

 94.87+ 

93.74 
 87.23+ 

 
CEGA-A         1 
                       4 
                       7 
                 1,4,7 

 
 81.25+ 

               91.67 
               93.62 
               77.78 

 
 85.11+ 

92.86 
91.62 
84.75 

+ Wilcoxon signed-rank test, p-values (not shown) lower than 0.05 
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Fig. 1.   Representative dataset. First panel: CGM profile given by the manufacturer (continuous black line) and YSI references for accuracy assessment (red 
stars). Bottom panel: current signal (continuous blue line) and SMBG measurements (orange triangles) with 12h periodicity used by the manufacturer for 

calibration. 
 
 
 
 

 
 

Fig. 2.  Day 4. CGM profiles obtained with the manufacturer calibration every 12h (dashed black line) and with the Bayesian calibration algorithm every 24h 
(continuous blue line) vs. YSI references (red stars).   
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Abstract—In this paper we investigate the stabilization over a 
finite region of two-dimensional (2D)-systems. Such class of 
systems plays an important role in the biomedical engineering 
context, with particular reference to the field of image 
processing. Often 2D-systems are defined over a finite domain of 
the plane, where each independent variable attains values into a 
given interval (for example they represent the coordinates of the 
pixels of a given image). On the basis of these considerations, it 
is quite straightforward the idea to exploit for 2D-systems the 
finite-time stability (FTS) theory developed in the context of the 
classical one-dimensional system framework. Indeed the FTS 
approach is a more practical concept than classical Lyapunov 
asymptotic stability, useful to study the behaviour of a system 
within a finite (possibly short) interval, and therefore it finds 
application whenever it is desired that the state variables do not 
exceed a given threshold during the transients. 
Keywords—2D-systems, finite-time stability, image 

processing, linear matrix inequalities. 

I. INTRODUCTION 
WO-DIMENSIONAL (2D)-systems [1], [2], [3], [4] play 
an important role in the biomedical engineering context, 

since they have a wide application in the fields of digital 
filtering [3], image processing [2], X-ray image enhancement 
[5], gas absorption [6], thermal and industrial processes [7], 
etc. 

Structural properties of 2D-systems, namely Lyapunov 
stability, controllability, observability, as well as optimal 
control techniques, like linear quadratic and H∞ control, have 
been widely investigated in the last decades, see among 
others [4], [8]-[10]. 

2D-systems are characterised from the fact that the state 
variable vector depends on two arguments; in principle, such 
arguments can be viewed as time variables; more often they 
represent space coordinates. When the independent variables 
of a 2D-system do not have the physical dimension of time, 
as it is the case, for instance, of image processing, where the 
two arguments represent the pixel coordinates, the 2D-system 
under consideration is generally defined over a finite domain 
of the two-dimensional space. Therefore classical Lyapunov 
asymptotic stability, which looks to infinite domains, is not 
applicable in such cases. 

To overcome this problem, a possible strategy is to extend 
the finite-time stability (FTS) theory, developed in the 
context of one-dimensional systems, to the class of 2D-
systems. 

Nowadays FTS can be considered a mature field of 
research, which has attracted the interest of many researchers 
in the last fifteen years (see [11] for an overview). The first 
studies on FTS date back to the Sixties, when this concept 
was introduced in the control literature [12], [13]. The 
development of effective optimization tools to solve linear 
matrix inequalities (LMIs) and differential LMIs (DLMIs) 

feasibility problems has fuelled new interest on this topic at 
the end of the last century, since practical results to checking 
whether a given linear system is finite-time stable or not have 
become available [14]-[17]. 

Roughly speaking, a system is said to be finite-time stable 
if, given a bound on the initial condition, its state (weighted) 
norm does not exceed a certain threshold during a specified 
time interval. Hence FTS is a more practical approach than 
Lyapunov asymptotic stability, useful to study the behaviour 
of a system within a finite (possibly short) interval, and 
therefore it finds application whenever it is desired that the 
state variables, for example the reconstruction error of a 
filter, do not exceed a given threshold over the given finite 
interval. 

Based on the above considerations, the goal of this paper is 
to investigate the extension of the FTS theory to the class of 
2D-systems. In particular we shall provide a sufficient 
condition for the stability over a finite region of a 2D-system 
in terms of the solvability of a convex feasibility problem 
constrained by LMIs. 

II. MAIN RESULT 
Consider the following 2D-system in Roesser form (see 

[2]): 
 

!"(!!,!!)
!!!

= 𝐴𝐴!𝑥𝑥(𝑡𝑡!, 𝑡𝑡!)  (1a) 
!"(!!,!!)
!!!

= 𝐴𝐴!𝑥𝑥(𝑡𝑡!, 𝑡𝑡!)  (1b) 

 
where 𝑥𝑥𝑥𝑥ℝ! is the system state, and we assume that the  
two system matrices are commutative, i.e. A1A2=A2A1. 

A. Definition 1: Stability over a finite domain 
Given a scalar c > 1, and two positive scalars Ti, i=1,2, 

system (1) is said to be stable over the finite domain 
[0, T1] x [0, T2] with bound c, if the condition: 

 
𝑥𝑥 0, 𝑡𝑡! !

!    ≤    1,     𝑡𝑡! 𝜖𝜖 [0, 𝑇𝑇!]
𝑥𝑥 𝑡𝑡!, 0 !

!    ≤    1,     𝑡𝑡! 𝜖𝜖 [0, 𝑇𝑇!]
  (2) 

 
implies, for all (t1, t2) 𝜖𝜖 [0, T1] x [0, T2], 

 
𝑥𝑥 𝑡𝑡!, 𝑡𝑡! !

!   <    𝑐𝑐. 
 

Now, let us consider the Lyapunov function V(x) and assume 
that, for some nonnegative scalars, α and β, 

 
!"(!)
!!! (!!)

<  𝛼𝛼𝛼𝛼(𝑥𝑥)              (3a) 
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!"(!)
!!! (!!)

<  𝛽𝛽𝛽𝛽(𝑥𝑥)                  (3b). 

 
Under condition (2), if, as usual, we assume that V(x) is a 

quadratic form, i.e. 𝑉𝑉 𝑥𝑥 = 𝑥𝑥!𝑃𝑃𝑃𝑃, with P being a positive 
definite matrix, we obtain from (3a) that, for any 
t2 𝜖𝜖 [0, T2], 

 
𝑥𝑥! 𝑡𝑡!, 𝑡𝑡!  𝑃𝑃 𝑥𝑥 𝑡𝑡!, 𝑡𝑡! ≤ 𝑥𝑥! 0, 𝑡𝑡!  𝑃𝑃 𝑥𝑥 0, 𝑡𝑡! 𝑒𝑒!!!,    𝑡𝑡! 𝜖𝜖 [0, 𝑇𝑇!] 

≤  𝜆𝜆!"# 𝑃𝑃  𝑥𝑥(0, 𝑡𝑡!) !
! 𝑒𝑒!!! 

≤  𝜆𝜆!"# 𝑃𝑃  𝑒𝑒!!!        (4) 
 

where  𝜆𝜆!"# .  denotes the maximum eigenvalue of the 
argument, and we have used the fact that α is nonnegative. 

In the same way, from (3b) we obtain that, for any 
(t1, t2) 𝜖𝜖 [0, T1] x [0, T2], 

 
𝑥𝑥! 𝑡𝑡!, 𝑡𝑡!  𝑃𝑃 𝑥𝑥 𝑡𝑡!, 𝑡𝑡! ≤  𝜆𝜆!"# 𝑃𝑃  𝑒𝑒!!!      (5). 

 
We can conclude that: 
 
𝑥𝑥! 𝑡𝑡!, 𝑡𝑡!  𝑃𝑃 𝑥𝑥 𝑡𝑡!, 𝑡𝑡! ≤  𝜆𝜆!"# 𝑃𝑃 𝑚𝑚𝑚𝑚𝑚𝑚  𝑒𝑒!!!,  𝑒𝑒!!!   (6). 
 
On the other hand we have, for all (t1, t2) 𝜖𝜖 [0, T1] x [0, T2], 
 
𝑥𝑥! 𝑡𝑡!, 𝑡𝑡!  𝑃𝑃 𝑥𝑥 𝑡𝑡!, 𝑡𝑡! ≥  𝜆𝜆!"# 𝑃𝑃  𝑥𝑥(𝑡𝑡!, 𝑡𝑡!) !

!     (7). 
 
Putting together (6) and (7), we obtain: 
 

𝑥𝑥(𝑡𝑡!, 𝑡𝑡!) !
!  ≤  

1
𝜆𝜆!"#(𝑃𝑃)

𝑥𝑥! 𝑡𝑡!, 𝑡𝑡!  𝑃𝑃 𝑥𝑥 𝑡𝑡!, 𝑡𝑡!  

< 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑃𝑃 𝑚𝑚𝑚𝑚𝑚𝑚  𝑒𝑒!!!,  𝑒𝑒!!!             (8) 
 

where cond(P) denotes the condition number of the positive 
definite matrix P, i.e. the ratio between the maximum and 
minimum eigenvalue of P. 

From the last inequality, we can derive the following 
theorem. 

B. Theorem 1 
Assume there exist a positive definite matrix P, and 

nonnegative scalars α, β, such that, defined 𝑉𝑉 𝑥𝑥 =  𝑥𝑥!𝑃𝑃𝑃𝑃, 
assumptions (3) are satisfied. Then system (1) is stable with 
bound c over the finite domain [0, T1] x [0, T2] if: 

 
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑃𝑃  𝑚𝑚𝑚𝑚𝑚𝑚  𝑒𝑒!!!,  𝑒𝑒!!!  ≤ 𝑐𝑐               (9). 

 
In order to obtain computationally tractable conditions we 

note that: 
 

!"(!)
!!! (!!)

= 𝑥𝑥! 𝐴𝐴!!𝑃𝑃 + 𝑃𝑃𝐴𝐴! − 𝛼𝛼𝛼𝛼 𝑥𝑥   (10) 

 
therefore condition (3a) is guaranteed if the following linear 

matrix inequality (LMI) in the variable P 
 

𝐴𝐴!!𝑃𝑃 + 𝑃𝑃𝐴𝐴! − 𝛼𝛼𝛼𝛼 < 0                     (11) 
 

is satisfied. 
In the same way condition (3b) is guaranteed by the LMI 
 

𝐴𝐴!!𝑃𝑃 + 𝑃𝑃𝐴𝐴! − 𝛽𝛽𝛽𝛽 < 0                 (12). 

III. CONCLUSIONS 
The extension of FTS theory to 2D-systems can be useful 

when it is desired that the state variables do not exceed some 
given thresholds over a given finite domain of the plane. 

This is the case, for example, of image processing, where 
the reconstruction error has to be bounded, according to a 
prespecified level, over a finite domain represented by the 
picture under consideration.  

To this regard, a sufficient condition guaranteeing that a 
given 2D-system in the form (1) is stable with a given bound 
c over a given finite domain has been provided. Such 
condition requires the existence of a positive definite matrix 
P, and nonnegative scalars α, β, such that the LMIs (11), (12) 
and condition (9) are satisfied. Such feasibility problem can 
be turned into a convex optimization problem following the 
guidelines of [11], [15]. 
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Abstract—The Attention Network Task (ANT) was developed 
to provide a measure of the efficiency for each of three  
components of attention: alerting, orienting and executive 
control. Several fMRI studies have already provided evidences 
on the anatomical separability and interdependency of these 
three networks and EEG studies have also characterized the 
associated brain rhythms. What is still missing is a 
characterization of the brain circuits subtending the attentional 
components in terms of directed relationships between the brain 
areas and their frequency content. The idea of this study was to 
exploit the high temporal resolution of the EEG, improving its 
spatial resolution by means of advanced source localization 
methods, and to integrate the resulting information with the 
connectivity analysis and graph theoretical approach.  In 
particular, this work aims at the extraction of the connectivity 
patterns providing at the same time spatial and spectral 
information, and at the definition of neuro-electrical descriptors 
for their main local and global properties. The results showed in 
the present study demonstrated the possibility to associate a 
specific circuit to each attention component and to identify 
synthetic indices able to selectively describe their 
neurophysiological, spatial and spectral properties. 
Keywords—Attention, Source Reconstruction, Effective 

Connectivity, Graph Theory. 

I. INTRODUCTION 
he comprehension of the neural mechanisms underlying 
attentional processes has been a subject of studies in 

neuroscience and neuro-engineering for decades, due to its 
theoretical and practical implications. Posner and Petersen 
proposed a theoretical model in which attention is defined as 
a complex system of multiple networks in the brain, 
responsible for three different  functions: alerting, orienting 
and executive control [1]. Fan et al. developed the Attention 
Network Task (ANT), a paradigm providing measures of the 
functionality of these networks [2]. Several studies 
demonstrated that they are independent [3], involve different 
anatomical areas (fMRI studies) [4] and each of them has a 
distinct oscillatory activity and time course (EEG study) [5]. 
Current evidences suggest: the activation of frontal and 
parietal cortical sites and a high involvement of the right 
hemisphere for alerting; a large lateralization in favour of  the 
left hemisphere and the involvement of top-down processes 
for orienting; the executive control network appears spread 
out on several brain areas with a particular involvement of 
the pre-frontal cortex (PFC) and the anterior cingulate 
(ACC). Despite the advancements in this field, a single 
framework able to provide a connection between the different 
levels of description and to take into account at the same time 
i) the location of the involved areas, ii) the directed 
connectivity patterns including such areas, iii) the frequency 
content of the signals is still missing. The use of techniques 
of  brain sources localization allows to  increase the spatial 
resolution of EEG by keeping its excellent temporal 

resolution, leading to an accurate estimation of  effective 
connectivity to describe the involved brain circuits. The aim 
of this study was to integrate together spatial and temporal 
information into a single circuit (connectivity pattern), and to 
provide neuro-physiological descriptors able to characterize 
the different attention processes. 

II. MATERIAL AND METHODS 

A. Standardized Low Resolution Tomography (sLORETA) 
The algorithm sLORETA [6] is a method for the 

reconstruction of cortical and subcortical activity from 
hdEEG scalp signals. It allows to estimate neuro-electrical 
activities in the whole grey matter from hdEEG recordings by 
solving the linear inverse problem. sLORETA estimates the 
current source density distribution on a dense grid of 6239 
voxels at 5 mm spatial resolution, modeling the entire brain 
volume. 

B. Partial Directed Coherence (PDC) 
PDC is a causality-based connectivity estimator 

characterized by high accuracy and stability in the evaluation 
of directed influences between any given pair of signals in a 
multivariate dataset [7]. Such estimator provides a spectral 
measure of the causal information flows, by representing a 
spectral version of Granger causality approach. The original 
formulation of the PDC is the following: 

 
(1) 

where  represents the entry  of the matrix of 
MVAR model coefficients  at frequency f.  

C. Graph Theory (GT) 
Cerebral networks are sets of nodes (vertices) linked by 

connections (edge) indicating the presence of an interaction 
between them, thus they can be mathematically described as 
graphs. GT allows to synthetize the main local and global 
properties of a complex network by means of simple indices: 
Density: index used to quantify the percentage of existing 
connections with respect to the totality of possible links. Such 
index can be adapted to quantify the percentage of 
connections relative to a specific area. 
Out-Degree: measure used to characterize the outputs links of 
individual areas or nodes. Such index allows to identify 
sources in the network [8]. 
Clustering: measure of the tendency of the network to 
segregate the information in subnetworks; 
Influence: measure of the difference in the number of inter 
connections between two different spatial regions [9].  
Divisibility - Modularity: indices computed considering two 
subnetworks and able to describe the relationship between 
them in terms of inter (divisibility) and intra (modularity) 
connections: strict interconnection or isolation [10].  

Neuroelectrical Signatures of Attentional 
Network Task   
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 For the evaluation of such indices we considered three 
couples of subnetworks derived from previous studies in 
literature: left and right hemisphere, frontal and parietal 
lobes, cerebral areas involved in Bottom-Up (flow from 
lower to higher centers-frontal gyrus, temporal parietal 
junction) and Top-Down processes (flow from cortical areas 
to lower centers-PFC, visual cortex, parietal lobule)[4]. 

D. Experimental Design 
HdEEG data were collected on 17 healthy subjects during 

the execution of the ANT. Participants were presented with a 
row of 5 black arrows pointing left or right. They were asked 
to indicate the direction of the central arrow (target stimulus). 
Trials were Congruent if the 4 lateral flankers  and the central 
arrow had the same direction, Incongruent if the flankers 
pointed at the opposite direction. In addition there were three 
cue (an asterisk sign) conditions: No cue, Center cue (in the 
center of the screen for alerting), and Spatial cue (at the 
target location, above or below a fixation cross, for alerting 
plus orienting) [3]. The comparison between these 
experimental conditions allowed to extract the attentional 
components: i) Center cue and No cue conditions define the 
alerting, ii) Spatial cue and Center cue the orienting, iii) 
Incongruent and Congruent the executive control.  

E. EEG Data Analysis and Connectivity Estimation 
EEG data were pre-processed and segmented in cue and 

target windows. Through the reconstruction of the cortical 
and subcortical brain activity (sLORETA), we identified 
regions of interest (ROIs) (the complete list of the considered 
ROIs is reported in Fig 1). Connectivity between the ROIs 
was estimated by PDC, for each experimental condition and 
each frequency band. The salient properties of these networks 
were derived by means of the graph theory approach 
described in the previous paragraphs. In order to describe 
each attentional component, statistical comparisons between 
appropriate couple of conditions (according to ANT theory) 
were performed. Finally we reconstructed the brain circuits at 
the basis of the three processes by means of a group 
statistical non-parametric test.  

III. RESULTS 

A. Average Connectivity Maps 
In Figs.1a, 1c, 1e, we reported the statistical connectivity 

patterns elicited in specific frequency bands, for the different 
attentional components (Alpha, Gamma, Beta bands, 
respectively for alerting, orienting and executive control). 
The arrows color represents the strength of the connections 
between the considered ROIs.  

B. Attentional Components Characterization 
GT application provided descriptors quantifying the main 

properties of the single experimental conditions and their 
variations. Alerting contrast showed a significant increase, in 
Alpha band, of: Bottom-Up Out-Degree, Influence of the 
Bottom-Up network on the Top-Down, Influence  of the 
frontal lobe on the parietal one (Fig. 1b). Bottom-Up network 
plays an important role as source and is independent from the 
Top-Down processes. The main flow direction in this phase 
comes from the frontal lobe.  

Results related to orienting, reported in Fig.1d, revealed a 

significant increase, in Gamma band, in terms of Left 
Density, Left/Right Influence and Bottom-Up/Top-Down 
Influence (Fig 1d). Such results showed that this attentional 
component is characterized by a high involvement of the left 
hemisphere, that exerts an influence on the area of the right 
side, and by a larger participation of Top-Down processes.  

The analysis related to executive control showed a 
significant increase of the Clustering index and a significant 
decrease of Modularity and Divisibility between Bottom-Up 
and Top-Down networks, in Beta band. Conflict resolution is 
the most complex phase in the ANT and, as expected, was 
described by the cooperation between Bottom-Up and Top-
Down processes and showed a more efficient organization in 
smaller subnetworks. 

IV. CONCLUSION 
Our results showed the possibility to identify the specific 

cerebral areas involved in attention processes from EEG 
recording, using advanced methods for source reconstruction. 
Furthermore, the integration between source localization 
methods, connectivity estimation and GT indices allowed to 
provide spatial and temporal informations, and to extract 
synthetic neurophysiological indices directly related to the 
cerebral processes which underlie the attentive functions. 
Such indices allowed to highlight important neuro-electrical 
properties (sources and dynamics) of the circuits related with 
the analysed attentional function. 
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Fig. 1- Connectivity maps and their descriptors extracted for the three attentional networks. The considered ROIs are: left 
inferior\superior frontal gyrus, left precentral gyrus, left inferior\superior parietal lobule, left fusiform gyrus, left inferior 
fusiform gyrus, right anterior cingulate gyrus, right inferior\middle frontal gyrus, right post-central gyrus, right superior 
temporal gyrus, right superior parietal lobule, right fusiform gyrus, right inferior fusiform gyrus. a,c,e) Statistical connectivity 
patterns elicited by healthy subjects performing ANT in a specific frequency band for each attention component: a) alerting, 
alpha band; c) orienting, gamma band; e) executive control, beta band. Connectivity patterns are represented on a 2D model in 
which nodes are the cortical ROIs and the edges are the causal significant connections. The arrows color codes for the strength 
of the connection. b,d,f) Bar diagrams reporting the values achieved for a specific graph index averaged on the population. The 
asterisk highlights a statistical significant variation of the index in an experimental condition corresponding to a specific 
attentional component with respect to a baseline condition (permutation test; p<0.05). 
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Abstract— Computed Tomography perfusion (CTp) is a 
functional imaging technique, which allows detecting the 
presence of tumour abnormal vascular patterns, through the 
temporal analysis of the tissue density variations. The aim of 
this study is to extract meaningful statistical features from CTp 
colorimetric maps of lung cancers that could act as a surrogate 
prognostic image-based biomarker. 
Keywords— quantitative imaging, tumour heterogeneity, 

clustering, time-concentration curves 

I. INTRODUCTION 
ung tumour is characterised by an extraordinarily 
heterogeneity both at genetic and histopathological levels 

[1], mainly due to angiogenesis, a process involving the 
formation of new blood vessels from pre-existing ones [2].  

Imaging technologies have a great potential, being able to 
capture the in vivo intra-tumoral heterogeneity [3]. In 
particular, Computed Tomography perfusion (CTp) has 
shown to be widely applicable in oncology for evaluation and 
monitoring of tumours angiogenesis through perfusion 
colorimetric maps [4]. 

However, the hemodynamic heterogeneity emerging from 
CTp maps is difficult to extract because of the contemporary 
presence of structural artefact due to, for instance, beam 
hardening, partial volume effects and not negligible motion 
[5], particularly problematic in abdomen application where 
movements, mostly due to breathing, are almost inevitable 
even for the short first-passage studies [6].  

Heterogeneity is also considered a plausible explanation 
for the differences in treatment outcomes observed in clinic 
[7]. Indeed, survival for non-small-cell lung cancer (NSCLC) 
is varying for patients stratified in the same stage grouping 
[8]. Therefore, further quantitative studies focusing on 
hemodynamic heterogeneity are needed to derive more 
effective and reliable biomarker of prognosis, with strong 
implications in treatment choices [8].  

The aim of this work is to exploit voxel-based information 
and to find out features able to capture the information 
conveyed by the hemodynamic heterogeneity patterns of the 
CTp maps. In this way, it is possible to obtain data to predict 
patient survival since the diagnosis stage. Accordingly, the 
regions undergoing CTp artefacts, that could hamper the 
assessment of the heterogeneity, were automatically removed 
from the image sequences [5].  

II. MATERIALS AND METHODS 

A. CT perfusion protocol 
16 patients (age range 36-79 years) with a primary NSCLC 

lesion, at the diagnosis stage, underwent axial CTp with a 
256-slice CT system, feet first in the supine position. 
Survival data were included in the study. 

An initial low-dose unenhanced full-body CT scan was 
performed to identify the target lesions at baseline condition. 
A 50 mL intravenous bolus of contrast agent was then 
injected at 5 mL/s for axial contrast enhanced CT. The study 
was approved by the medical ethics committee. 

A single acquisition, lasting 25 s, was performed at 0.8 Hz 
for each patient, instructed for breath-hold, yielding 20 scans, 
with 55 mm of z-coverage (11 slices, 5-mm slice thickness, at 
80 kV, 250 mA, 100 mAs). On the whole, a sequence of 220 
cine images (512 × 512 pixel, 350 mm × 350 mm, 5-mm slice 
spacing) was achieved for each patient.  

B. Perfusion maps 
The target lesions and the arterial input (aorta) were 

selected in agreement by two radiologists on a reference 
slice. For each lesion, a reference sequence made of slices at 
the same coach position was considered. The radiologists 
manually drawn on a reference slice the region of interest 
(ROI) and translated it on the remaining ones, so that the 
borders of the lesion visually match. Finally, a 3D rigid 
alignment is performed by radiologists by also exploring the 
adjacent slices, looking for the best match with the reference 
section [6], so as to achieve the “best” sequence. Blood flow 
(BF) functional maps of the reference slice were obtained by 
fitting the concentration values of the best temporal sequence 
relative to each voxel, using a sigmoid-shape model, arising 
from the Hill Equation [9], and applying the Maximum-Slope 
method [5] during the first-pass phase: 

𝐵𝐵𝐵𝐵 =
!!!(!)
!" !"#

!!(!) !"#
 (1) 

where CT(t) is the time concentration curve (TCC) of the 
tissue and CA(t) is the TCC of the arterial input. BF values, 
expressed in mL/min/100 g, are graphically represented using 
functional colorimetric maps. 

In particular, BF values undergoing high fitting errors were 
automatically removed. Similarly, BF values strictly lower 
than 1 mL/min/100 g were considered as being unlikely 
compliant with physiological values and rather ascribed to 
numerical errors, since the computing method forces BF to 
have positive values only [5]. Both the errors have been 
highlighted in the colour map with the pink colour. 

C. Data Processing 
Overall survival (OS) was defined as the time between the 

date of diagnosis and the date of death. Median OS for the 

Entropy and uniformity as CT perfusion 
measures may predict survival in lung cancer 

S. Baiocco1, D. Barone2, G. Gavelli2 and A. Bevilacqua1,3 

1 Advanced Research Centre on Electronic Systems(ARCES), University of Bologna, Bologna, Italy 
2 Radiology Unit, IRCCS - Istituto Scientifico Romagnolo per lo Studio e la Cura dei Tumori (IRST), Meldola (FC), Italy 

3 Dept. of Computer Science and Engineering (DISI), University of Bologna, Bologna, Italy 

L 



GNB 2016

457

GNB2016, June 20th-22nd 2016, Naples, Italy 2 

entire cohort was calculated and resulted to be 8 months.  
Among the features generated, we selected two relevant 

first-order statistics, the Shannon entropy (E) and the 
uniformity (U), measures of irregularity and homogeneity 
respectively. E and U were computed on all BF maps and 
analysed both separately and jointly in couples. Whereas E is 
widely known, U is described in Eq. (1), where l represents 
the pixel value, ranging from 1 and k, and p(l) its frequency 
in the overall map: 

𝑈𝑈 = [𝑝𝑝 𝑙𝑙 ]!!
!!!  (2) 

Unsupervised classification was performed on the whole 
dataset through the k-means (k=2) algorithm, where the 
Squared Euclidean distance was considered as the similarity 
measure. Subsequently, a multivariate analysis of variance 
(MANOVA) was performed to assess the statistical 
separability of the two clusters identified by the algorithm. 

Finally, the prognostic power of the features couple, that is, 
their capability to predict OS based on clusters attained, was 
assessed by comparing the clustered patients with OS data.  

III. RESULTS 
Results in terms of E and U for each patient are 

summarized and reported in arbitrary units (a.u.) in Table I, 
along with the information regarding OS. 

 
 
 
 
 
 
 
E and U used together show a high discriminatory power to 

separate the two groups of patients with OS≤8 and OS>8. 
Indeed, Cluster 1 (highlighted in red in Fig. 1), characterized 
by higher entropy and lower uniformity values, encloses the 
patients with the worst prognosis (OS≤8). On the contrary, 
the patients belonging to the Cluster 2 (highlighted in blue in 
Fig. 1) are those characterised by the best prognosis in this 
study (OS>8). Moreover, the outcome of MANOVA proves 

that the means E and U of the two clusters differ 
significantly, with a p-value = 1,52×10-5. 

In addition, we report BF maps and related histograms of 
the most significant cases: the most heterogeneous 
examination (ID2, Fig. 2), the most homogeneous one (ID3, 
Fig. 3), and the borderline examinations with the closest 
distance, in terms of E and U values (ID15, Fig. 4 and ID16, 
Fig. 5). ID15 is correctly assigned to the higher OS group, 
being generally homogeneous and low perfused, but with the 
upper region more heterogeneous and highly perfused. On 
the contrary, ID16 correctly falls in the lower OS group 
although it shows two different and separate behaviours: the 
upper region is heterogeneous and highly perfused, while the 
lower region is homogeneous with a very low perfusion. 

IV. CONCLUSION 
The results prove that simple features, E and U, strongly 

correlate with OS when computed on perfusion maps where 
the unlikely BF values have been automatically removed. 

In addition, BF maps of the group with the highest OS 
expectation are much more homogeneous than those of the 
other group, which is characterized by a narrowed range of 
BF values. On the contrary, BF maps of the group with the 
lowest OS expectation are generally more perfused, and 
values in the histograms are more homogeneously 
distributed. This implies a greater heterogeneity of BF values 
and, consequently, a greater functional heterogeneity of the 
lesions. These results show that a higher heterogeneity 
correlates with a higher tumour aggressiveness, which 
strongly reflects on the OS parameter.  

In conclusion, this finding proves that the quantitative 
measurements of the intra-tumour hemodynamic 
heterogeneity could represent a promising surrogate 
biomarker for OS prediction. These results prompt us to plan 
a prospective study aiming at predicting OS of the single 
patients, hence to assess whether CTp-based heterogeneity 
measures can be utilized in clinics as a prognostic biomarker. 
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TABLE I 

ID OS E U (×10-2) 

ID1 6 7,44 0,74 

ID2 4 8,64 0,33 

ID3 14 5,20 3,53 

ID4 13 5,81 2,06 

ID5 5 8,02 0,43 

ID6 8 8,07 0,45 

ID7 5 7,51 0,64 

ID8 6 7,53 0,76 

ID9 16 6,57 1,33 

ID10 6 7,24 0,81 

ID11 6 7,71 0,59 

ID12 10 6,35 1,63 

ID13 8 8,02 0,50 

ID14 8 7,20 0,86 

ID15 12 6,65 1,27 

ID16 0 7,19 0,90 

Summary of overall survival (OS), entropy (E) and uniformity (U) for 
each examination (ID). E and U are reported in arbitrary units (a.u.). 
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Fig. 1.  Scatter plot of entropy (E) and uniformity (U) values related to 
all the examinations are reported and given in arbitrary units (a.u.). 11 
examinations belong to Cluster 1 (in red), 5 to Cluster 2 (in blue). 
 

 
 
Fig. 2.  ID2: Blood flow (BF) colorimetric map (top) and 
corresponding BF histogram (bottom). The pink colour points out 
unreliable BF values. 
 

 
 
Fig. 3.  ID3: Blood flow (BF) colorimetric map (top) and 
corresponding BF histogram (bottom). The pink colour points out 
unreliable BF values. 

 
 
Fig. 4.  ID15: Blood flow (BF) colorimetric map (top) and 
corresponding BF histogram (bottom). The pink colour points out 
unreliable BF values. 
 

 
 
Fig. 5.  ID16: Blood flow (BF) colorimetric map (top) and 
corresponding BF histogram (bottom). The pink colour points out 
unreliable BF values. 
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Abstract—The control of upper limb neuroprostheses through 
the peripheral nervous system (PNS) can allow restoring motor 
functions in amputees. Beyond having a system that could 
manage the prosthetic device with a satisfactory power 
efficiency, another crucial aspect is the real-time 
implementation of neural decoding algorithms, which 
necessarily need to run on a custom embedded system. This 
aspect is usually overlooked, notwithstanding the actual 
portability and the impact that limited hardware resources have 
on the efficiency/effectiveness of the decoding algorithms.  

This paper presents an embedded system that could allow 
controlling a neural hand prosthesis by decoding in real-time 
the movement intention extracted from the PNS activity. By 
interfacing this system with the robotic hand and an analogue 
front-end for signal acquisition and neural stimulation, it is 
possible to implement a wearable solution for the 
neuroprosthesis control. The final embodiment demonstrates 
the real-time performance onto a low-power off-the-shelf Digital 
Signal Processor (DSP), opening to experiments exploiting the 
efferent signals to control a hand neuroprosthesis. 
Keywords—Neural prosthesis, real-time processing, 

embedded systems. 

I. INTRODUCTION 
CTIVE upper limb prostheses, such as those extracting 
the patient’s movement intention from the  

Electromyogram (EMG), already entered the market. 
Alternative and more natural ways to access the movement 
intention can rely on the neural signals decoding. Compared 
to the coarse compound signal, the neural one is finer and 
potentially able to provide more information to control more 
degrees of freedom. Thanks to the evolution of the neuronal 
interfaces with the peripheral nervous system PNS, now 
characterized by better selectivity [1], in principle it is 
possible to perform decoding on the PNS signals with 
techniques similar to those exploited for the CNS. However, 
on the peripheral nerves, the SNR is typically lower [2]. Such 
an aspect, and the limited electrodes selectivity, require 
enhanced signal processing techniques, at the expenses of the 
computational power.  

Unfortunately, the decoding algorithms must be 
implemented onto embedded platforms, characterized by 
limited resources, low operating frequencies and tight real-
time bounds to fulfil. Overlooking this issue could have 
severe consequences on the validity of decoding algorithms 
in real scenarios. In this paper, an embedded wearable 
system, developed with such constraints in mind, is presented 
and evaluated. A particular effort has been put on the 
optimization and characterization of different decoding 
algorithms implemented onto an off-the-shelf Digital Signal 
Processor (DSP) powering a custom board. The real time 
performance of the implemented algorithms will be 

presented.  

II. MATERIALS AND METHODS 

The embedded system developed to perform the real-time 
neural signal decoding can be interfaced to a custom 
recording/stimulation front-end [3] and can communicate 
with the robotic hand to provide high-level commands 
(grasping types). It consists of a 11cm × 13cm × 4.7cm box 
(shown in Fig. 1), embedding all the electronics. The system 
is battery powered and, beyond several communication 
interfaces, embeds a 4.2” LCD display for user interaction. 
Its core is the MityDSP-L138F (shown in Fig. 2) platform 
(hosted on a custom motherboard), a so-called System-On-
Module (SOM), which in a small form-factor PCB board 
integrates the dual-core OMAP-L138 CPU, an ARM9 + 
C674x DSP processor, along with a Xilinx Spartan-6 FPGA. 
Moreover, the SOM hosts a 256MB RAM memory and a 
512MB NAND flash memory. The system is capable of 
controlling up to 54 channels in stimulation and can record 
up to 8 user selected channels among the 54 available, 
supporting data logging and visualization features. Its internal 
structure, shown in Fig. 3, is composed of:  
• The ARM9, managing the overall system operation, 

providing external connectivity and exporting a portable 
graphical interface (GUI) to the user 

• The DSP, which runs the neural decoding algorithms and 
handles the data coming from the recording front-end 

• The FPGA, implementing a custom interface to the 
recording/stimulation front-end 

• I/O buses to interface the system to the other system 
components (sensors, robotic hand). 

A custom communication protocol, based on a shared 
memory region and on the IPC 3.x APIs, is used to 
synchronize the ARM9 – DSP operation. The ARM 
application is able to load different precompiled signal 
processing routines, which can be selected from the GUI by 
the user, onto the DSP, configuring its operation via a set of 
parameters stored into the shared memory. The 
communication between the ARM9 and the front-end (for its 
configuration and management) and between the recording 
chip and the DSP are implemented via two individual SPI 
buses. The system also provides additional standard ports for 
communicating with the robotic hand (UART), along with 
additional communication interfaces (SPI) which can be 
exploited to connect the device to neural stimulation systems 
to provide afferent stimuli to the PNS. Notably, the system 
offers a significant degree of flexibility, which is desirable in 
a first experimentation phase. 

A wearable embedded platform for real-time 
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A. Decoding algorithms 
Two different decoding algorithms have been implemented 
and characterized. The first one (A1) it’s a spike sorting 
algorithm, whose real-time implementation has been deeply 
analysed in [4]. Its structure consists of four stages: a wavelet 
denoising pre-processing (WD), spike detection (SD), spike 
sorting by template matching (SS) for feature extraction and 
classification (CL). The latter exploits a SVM classifier. The 
template matching approach adopted in this algorithm is 
critical in terms of computational complexity in the 
perspective of a real-time implementation. To cope with the 
real-time requirements, a block-on-line approach has been 
selected, exploiting a virtual sliding window for the first three 
stages, the last one being in charge of preserving a memory 
of the spike sorting results for the latest N blocks (which 
represent the time window on which CL operates) to compute 
the features used for the classification. In order to enhance 
the real-time performances of the same algorithm, also its 
fixed-point version (A2) has been implemented. Several 
changes have been applied throughout the code, to avoid 
overflows and to reduce round-off errors in math operations 
such as square root. The SVM has been substituted with a 
neural network (2 layers, 10 hidden neurons, M outputs, 
where M stands for the number of classes to discriminate), 
which more easily can be implemented in fixed-point 
arithmetic. This second version has been characterized both 
in terms of efficacy (affected by the limited precision of 
fixed-point arithmetic) and efficiency. 
Along with the spike-based algorithms, another one, suited 
for cumulative activity decoding (A3), based on [5], has been 
implemented. This algorithm implements a first pre-
processing band-pass filtering the signals with a 128-tap 
least-square FIR filter with 0.8kHz and 2.2kHz cut-off 
frequencies. The choice of the order is a good trade-off 
between performance and spectral behaviour. The features 
(Mean absolute value, Variance, Wave length and Energy in 
this implementation) are extracted over 100ms windows, with 
an overlap of 50%. The extracted features are saved in a data 
structure of predetermined size and labelled automatically on 
the basis of the experimental protocol. This phase ends when 
a data structure containing the training set for the classifier 
(an SVM) has been completely filled. Training is performed 
creating as many classifiers as the number of classes to 
discriminate, according to the technique of One-Vs-All.  

For all the algorithms, samples labelling is performed 
automatically exploiting a trigger identifying the signals parts 
characterized by a given event. However, a sample is labelled 
only if the absolute value of the feature is greater than the 
threshold of baseline activity.  

B. Evaluation methods 
The system has been evaluated both in terms of real-time 

performance (efficiency) and decoding quality 
(effectiveness). For the former, a cycle-accurate profiling 
analysis on the real hardware platform (C6748 DSP) has been 
carried out, evaluating the number of machine cycles needed 
to perform the different parts of the algorithm. A less 
accurate energy consumption estimation has been also 
performed. For the latter, the algorithms have been trained to 
decode different afferent stimuli (up to 4) starting from the 
recorded neural activity on the PNS of rodents. 

III. RESULTS 

Real-time performances can be compared through Table I. 
Considering a DSP operating frequency of 300 MHz, a 
sampling frequency of 12 kHz and a block size of 3000 
samples, the real-time bound is set at 75×106 CPU cycles. 
Results obtained for the three algorithms are not immediately 
comparable, since A1 and A2 cycle count depends on the 
number of spikes present in a block nsp. All the algorithms 
satisfy the real time bound in real working conditions, A3 
being the less computationally intensive.  

Nevertheless, in terms of efficacy in the decoding phase, 
the latter has also the worst performance (particularly when 
working with selective electrodes tfLIFE), in contrast with 
the spike-based algorithms, which are able to obtain better 
performances (Fig. 4). It is also noticeable how the fixed 
point version of A1 does not pay excessive penalties in the 
classifier performance, due to the limited precision. 

From a power analysis, it results that the most demanding 
algorithm could run for 24 hours with a battery by 2300 
mAh, supposing the DSP operating at a maximum load. 

IV. CONCLUSION 
The developed system demonstrated in the preliminary 

tests to be efficient from a power consumption perspective 
and to be also effectively able to run in real-time decoding 
signal processing routines aimed at controlling a 
neuroprosthesis. The device will be employed during in-vivo 
experiments on humans in range of the E.U. founded project 
Nebias and the PRIN project HandBot, starting from June 
2016.  
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Fig. 1: pictorial view of the prototypical control system for a neuroprosthesis 

 
Fig. 2: the System-On-Module MityDSP-L138 

 
Fig. 3: Block diagram representing the internal structure of the embedded 

system for the closed loop control of a neuroprosthesis 

 
Fig. 4: Decoding algorithms performance on signals acquired with different 

intrafascicular electrodes. 
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Abstract— The occurrence of septic shock remains a major 
problem in Intensive Care Unit (ICU), with high mortality rate 
and difficulties in predicting the outcome. In this preliminary 
study we examined plasma metabolome and clinical features in 
a subset of 20 patients with severe septic shock (SOFA score>8), 
enrolled in the multicenter Albumin Italian Outcome Sepsis 
study (ALBIOS, NCT00707122). Our aim was to elucidate early 
biomarkers signatures that might help clinicians in prioritizing 
individual patient treatment during shock. Data-mining 
techniques were used to highlight metabolite levels associated 
with 28-day and 90-day mortality in order to investigate the 
possibility to predict short-term and long-term outcomes by 
means of a univariate and multivariate analysis of plasma 
quantitative metabolome and clinical features. Our findings 
show that early changes in the plasma levels of low unsaturated 
long-chain phosphatidylcholines, lysophosphatidylcholines and 
kynurenine were associated with long-term mortality, with 
potential implications for early intervention and discovering 
new target therapy.  
Keywords—Metabolomics, mortality prediction, septic shock. 

I. INTRODUCTION 
 EPTIC shock is the most severe complication of sepsis 
and one of the main causes of death in ICUs [1]. 

Although treatment has improved over the last decades, 
outcome is still poor and difficult to predict [2]. As for 
therapies, current strategies are targeted to reduce symptoms 
of shock but they are unable to act at the “beginning of the 
cascade” because of the lack of a model explaining the 
molecular basis of shock-induced tissue injury and of ensuing 
organ damage. To shed light on the complexity of this 
pathological status, the use of emerging omics tools able of 
examining physiological responses at system level is thus 
particularly promising. 

In the present study, we used a targeted mass spectrometry-
based quantitative metabolomics approach focusing our 
attention on several series of metabolites, such as 
glycerophospholipids, aminoacids, biogenic amines and 
acylcarnitines, some of which have already been identified as 
part of key biochemical pathways in septic shock [3,4]. We 
applied our metabolomic strategy on a well defined class of 
patients with severe septic shock (serum lactate concentration 
> 4 mmol/L) with multiple organ failures (SOFA score > 8) 
enrolled in the recent multicenter, randomized clinical trial 
ALBIOS, which is a large study with 1818 severe sepsis or 
septic shock patients enrolled [5]. Metabolomics analyses 
provided absolute quantitative information on plasma 
metabolite levels measured at first day (initial acute phase) 
and after seven day. The association between metabolic 
changes and mortality was assessed with univariate and 
multivariate analyses adjusted for clinical relevant variables. 
The primary goal of this pilot investigation was to verify the 
feasibility of the target metabolomics and the statistical 
approach in a small cohort of patients (20 subjects). This is 

meant as preliminary for another ongoing study named 
ShockOmics (NCT02141607), which aims at elucidating 
early multilevel markers signatures and metabolic pathways 
involved, a necessary step for a target therapy.   

II. MATERIALS AND METHODS 

A. Study population 
The following demographic, clinical and laboratory 

variables were considered: (i) information about the patient 
collected at ICU admission: age (years), sex, body mass 
index, pathological conditions before hospitalization 
(presence of hepatic insufficiency, renal insufficiency, 
respiratory pathologies, immunocompromised state, 
cardiovascular pathologies); (ii) hemodynamic parameters: 
heart rate (bpm), mean arterial pressure (mmHg), venous 
central pressure (mmHg), daily urinary output (ml/die); (iii) 
ventilation parameters: positive end-expiratory pressure 
(cmH20), FiO2 (%); (iv) blood gas analysis: central venous O2 
saturation, venous partial pressure of CO2, arterial partial 
pressure of CO2, arterial partial pressure of O2, central venous 
partial pressure of O2, arterial and venous pH; (v) laboratory 
and clinical parameters: serum concentrations of creatinine 
(mg/dL), biliuribin (mg/dL), and lactate (mmol/L); (vi) 
Sequential Organ Failure Assessment Score (SOFA) [6], 
need of renal replacement therapy (RRT); (vii) outcome: 
mortality at 28 and 90 days. Details of the selected patients 
are reported in Table 1.  

B. Plasma metabolomics analysis 
Plasma samples were collected at day 1 and 7 after 

diagnosis of septic shock. A targeted quantitative approach 
using a combined direct flow injection and liquid 
chromatography tandem mass spectrometry assay 
(AbsoluteIDQ 180 kit, Biocrates, Innsbruck, Austria) was 
applied for the metabolomics analysis. In total, 137 
metabolites were identified: 1 hexose, 21 amino acids, 14 
biogenic amines, 3 acylcarnitines, 14 sphingomyelins, 84 
glycerophospholipids. 

C. Statistical analysis and mortality prediction model 
The patients (pts) were grouped into survivors (S, 11 and 9 

pts according to their 28-day and 90-day survival, 
respectively) and non survivors (NS, 9 and 11 pts).  

The comparisons between survivors (S) and non-survivors 
(NS) were performed by unpaired Wilcoxon Test for clinical 
parameters and metabolite concentrations (µM), whereas the 
comparisons between day 1 and day 7 by paired Wilcoxon 
signed rank test. To overcome the problem of the large 
number of statistical comparisons, we calculated also the 
false discovery rate (FDR). 

We used a bootstrapping technique of oversampling with 

A targeted metabolomics approach for mortality 
risk stratification in septic shock patients 

A. Cambiaghi1, L. Brunelli2, R. Pastorelli2, M. Ferrario1 
1 Dipartimento di Elettronica, Informatica e Bioingegneria (DEIB), Politecnico di Milano 

2 IRCCS Istituto di Ricerche Farmacologiche Mario Negri, Milano 

S 



GNB 2016

463

GNB2016, June 20th-22nd 2016, Naples, Italy 2 

replacement to obtain a sample size of 20 patients for each 
group (S and NS). 

 
 

III. RESULTS AND DISCUSSION 
As reported in Figure 1, our analyses show that NS were 

characterized by an overall decrease from day 1 to day 7 in 
levels of different species of lysophosphatidylcholines (LPC) 
and phosphatidylcholines (PC) together with a significant 
increase (Wilcoxon test p<0.05, FDR<0.05) in kynurenine 
(KYN), both at 28-day (Fig 1a) and 90-day (Fig 1b).  

In the multiparameter model (Fig 2), low unsaturated long- 
 
Multivariate analysis was performed using the Elastic Net 

technique, a shrinkage regression method effective in case of 
several highly correlated variables [7]. The Elastic Net 
performs continuous variable selection causing some of the 
regression coefficients to be exactly zero, thus reducing the 
variance of the regression estimates by eliminating redundant 
predictors. Furthermore, the subset of variables 
corresponding to non-zero coefficients can be considered as 
the predictors mainly associated to the outcome. Firstly, 
metabolomics data and clinical parameters were normalized 
to have unitary variance and zero mean. Different models 
were built with 2, 4, 5 and 10-fold cross validation (CV) and 
the model with the minimum Mean Squared Error (MSE) 
was selected. As for the FDR, we used a bootstrapping 
technique of oversampling with replacement to obtain a 
sample size of 20 patients for each group (S and NS) by 
maintaining the same percentage of events. The outcome 
(survivors = 0, non-survivors = 1) was considered as output 
of the model. The best model was selected among the 
different CV models based on one-standard error rule. 

 

III. RESULTS AND DISCUSSION 
Our analyses showed that NS were characterized by an 

overall decrease from day 1 to day 7 in levels of different 
species of lysophosphatidylcholines (LPC) and 
phosphatidylcholines (PC) together with a significant 
increase in kynurenine (KYN), both at 28-day (Fig 1a) and 
90-day (Fig 1b) (Wilcoxon test p<0.05, FDR<0.05). 

In the multiparameter model (Fig 2), low unsaturated long-
chain PC species and LPC a C24:0 were associated with 
long-term mortality (90 days) together with circulating KYN. 
Moreover, LPC a C24:0 and PC aa C32:3 were negatively 
correlated to the event at 28 days and 90 days in combination 
with clinical variables (the cardiovascular SOFA score for the 
28-day mortality model, and the renal replacement therapy 
during the 7 day ICU staying for the 90-day mortality 
model). 

IV. CONCLUSION 
The data presented here confirm the feasibility of our 

approach in determining changes in circulating metabolites, 
which characterize the progress of septic shock condition. In 
line with recent findings [4], our results show that low 
unsaturated long-chain phosphatidylcholines and 
lysophosphatidylcholines species are associated with long-
term survival together with circulating KYN. Moreover, 
these glycerophospholipids are negatively correlated to the 
event at 28-day and 90-day in combination with clinical 
variables such as cardiovascular SOFA score (28-day 
mortality model) or renal replacement therapy (90-day 
mortality model). Overall, the association of early changes in 
the plasma levels of both lipid species and KYN with 
mortality may have implications for early intervention and 
discovering new target therapy. 
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TABLE I 
STUDY POPULATION 

Clinical variable DAY 1 DAY 7 

Heart Rate (bpm) 103.5 ± 20.3 85.4 ± 10.3 

MAP (mmHg) 75.7 ± 14.3 87.3 ± 15.8 

VCP (mmHg) 11.7 ± 5.1 7.9 ± 3.7 

PEE (cmH2O) 8.8 ± 2.6 6.6 ± 4.6 

FIO2 (%) 57.8 ± 15.2 44 ± 16.1 

SvCO2 (%) 76.3 ± 9.3 76 ± 6.8 

PvCO2 (mmHg) 47.3 ± 5.9 48.9 ± 6.2 

PaCO2 (mmHg) 43.4 ± 6.7 43.3 ± 6.1 

Lactate (mmol/L) 4 ± 2.2 1.8 ± 1.4 

SOFA 11.6 ± 2.7 6.8 ± 4 

Diuresis (ml) 2006.2 ± 1323.7 2944.7 ± 1870.2 

Creatinine (mg/dL) 2.3 ± 1.1 1.8 ± 1.5 

Biliuribin (mg/dL) 3 ± 3.5 4.6 ± 7.6 

Arterial pH 7.4 ± 0.1 7.4 ± 0.1 

PaO2 (mmHg) 115.3 ± 48.3 115 ± 44.9 

Venous pH 7.4 ± 0.1 7.4 ± 0.1 

PvO2 (mmHg) 45.1 ± 5.9 42.9 ± 6.3 

RRT (#pts) 3 3 

Clinical and laboratory variables at day 1 and day 7 for the 20 patients. 
Data are presented as mean ± SD. No significant differences were found 
between D1 and D7. 
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Fig. 1. Comparison of the absolute differences in metabolite concentrations (µM) from day 1 to day 7 (Delta = D7–D1) in survivors (S) and non-survivors 
(NS) at 28 days (a) or 90 days (b). Distribution of differences is shown as box-plots, where the central mark is the median concentration, the edges of the box 
are the 25th and 75th percentiles. 

 
 

 
Fig. 2. Elastic Net coefficients built on metabolites concentration at day 1 (a) and day 7 (b) for 28-day and 90-day (c) mortality prediction model. 



GNB 2016

465

GNB2016, June 20th-22nd 2016, Naples, Italy 1 

Abstract— Septic shock patients were selected from the public 
database MIMIC-II and were used to explore the critical issue 
of mortality stratification in intensive care. For each patient 
different types of variables were extracted of the first 48 hours 
after the onset of the shock, as hemodynamic data, laboratory 
and clinical information and they were used to build a 
multivariate prediction model of 7-day mortality. With this 
contribution, we want to underline the importance of a 
multilevel data integration approach and its possible usefulness 
in critical care contexts. 
Keywords—shock, mortality, multiscale, prediction . 

I. INTRODUCTION 
ORTALITY related to sepsis and septic shock in 
intensive care is still one of the highest worldwide and 

clinicians are constantly pointing attention to new possible 
therapies and clinical guidelines to improve the available 
treatments [1]. Important medical societies also dedicate 
great attention to the topic, as recently demonstrated by the 
“Third International Consensus Definitions for Sepsis and 
Septic Shock (Sepsis-3)” convened by the Society of Critical 
Care Medicine and the European Society of Intensive Care 
Medicine [2].  

The complex and heterogeneous nature of sepsis together 
with the wide inter-subject difference in the response to 
infection has given birth in the recent years to new 
approaches based on multiscale and multilevel data 
integration. The so called “personalized medicine” [3] is in 
line with the new definitions by Sepsis-3 Consensus which 
states that “septic shock should be defined as a subset of 
sepsis in which particularly profound circulatory, cellular, 
and metabolic abnormalities are associated with a greater risk 
of mortality than with sepsis alone”, and calls for new 
methods for data integration. 

In this work, we analysed values and trends of different 
types of data routinely collected in Intensive Care Unit (ICU) 
to predict mortality in the following 7 days; the aim is to 
highlight the potential of this approach and to assess its 
benefit in septic shock patients stratification and in timely 
delivery of care. 

II. MATERIALS AND METHODS 

A. Patients and Data 
A total of 73 adult septic shock patients at their first 

hospital and ICU admission were selected from the public 
database MIMIC-II; septic shock was defined according to 
the criteria proposed by Angus et al [4] (i.e. presence of both 
ICD-9 codes for fungal or bacterial infection and acute organ 
dysfunction). 

For each patient the following ICU data were considered: 

- Hemodynamic data: systolic, diastolic and mean arterial 
blood pressure (SBP, DBP, MAP, mmHg), heart rate 
(HR, bpm), respiratory rate (RR, breath per minute), 
central venous pressure (CVP, mmHg), cardiac output 
(CO, L/min). 

- Clinical and laboratory data: temperature (𝑇𝑇, °C), arterial 
pH (units), creatinine (mg/dL), blood glucose (mg/dL), 
lactate (mmol/L), haematocrit (%), white blood cell 
count (WBC, cells/cmm), oxygen saturation SpO2 (%). 

- Amounts of fluids administered: total intake including all 
intravenous infusion given to the patient (mL). 

Missing data (7.03%) were replaced by mean imputation. 

B. Univariate and Multivariate Analyses 
Septic shock onset was firstly identified following the 

criteria proposed in [5].  
Data of the first 48 hours after the onset were extracted and 

for each series statistical and trend indices were computed: 
mean, standard deviation, minimum and maximum values, 
median, kurtosis, skewness, the regression slope of the series 
and the delta between the start and the end of the series. 

The patients were dived into survivors (S, n=53) and non 
survivors (NS, n=20) based on their mortality within 7 days.  

Univariate statistic was applied to compare the two groups, 
using the Wilcoxon Rank-Sum Test and False Discovery 
Rate (FDR) correction to take into account the multiple 
comparisons. A p-value < 0.05 was adopted for significance. 

A prediction model of 7-day mortality was developed from 
all the features. We used a linear regression model with a 
variable selection method named Elastic Net [6]. Also, the 
Variance Inflation Factor (VIF) was computed and 
constrained to be lower than 5 to avoid multicollinearity.  

The performance of the model was evaluated by means of 
the Area Under the Curve (AUC) assessed by building a 
linear regression model with the features selected by the 
Elastic Net and tested by a  5-folds cross-validation. 

Finally, the performance of the model was compared with 
scores currently available in clinical practice for mortality 
risk assessment, i.e. the Sequential Organ Failure 
Assessment, SOFA, and the Simplified Acute Physiology 
Score, SAPS-I. 

III. RESULTS 
Figure 1 shows an example of vital signs time series and 

shock onset detected by the algorithm. 
Univariate analysis reported 43 features, which 

significantly distinguish between the two groups. The most 
relevant results are that NS have higher HR, increased RR 
and Lactate, greater CVP, lower arterial blood pressure, 
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reduced blood pH and oxygenation with respect to S (see 
Table I). 

The NS group showed negative values of regression slope 
and delta for arterial pressure, pH and SpO2 whereas S group 
showed opposite sign (results are not reported here). 

Table II reports the values of the coefficients and VIF of 
the features selected from the Elastic Net regression model. 
The Mean Squared Error of the model is 0.11. 

The AUC values computed for the indices and our  model 
are the following: SOFA score 0.74 ± 0.17, SAPS I 0.95 ± 
0.04, and proposed model 0.97 ± 0.03. 

 
TABLE I 

MEDIAN (25°,75°) VALUES OF INDICES SIGNIFICANTLY DIFFERENT BETWEEN 
THE GROUPS  

     Survivors     Non Survivors    p-value 
Mean HR 103.1 (93.6,110.4) 115 (104,124) < 0.01 
Mean RR 22.8 (19,25.6) 24.9 (23.3,27.2) 0.025 
Mean Lactate 3.2 (1.7,5.1) 6.7 (3.8,12.7) < 0.01 
Mean CVP 14.3 (12.1,18.5) 17.3 (16.3,19.9) 0.012 
Mean SBP 98.3 (94.4,106.9) 88.3 (79.6,98.9) < 0.01 
Mean DBP 59 (50.7,63.3) 53.5 (48,55.5) 0.013 
Mean MAP 73.9 (68.6,77.9) 65.3 (62.8,69.5) < 0.01 
Mean pH 7.35 (7.3,7.41) 7.28 (7.22,7.3) < 0.01 
Mean SpO2 97 (95.5,98.3) 94.7 (92.5,96.6) < 0.01 

 
TABLE II 

COEFFICIENT AND VIF VALUES OF ELASTIC NET REGRESSION 
 Coefficients VIF 
Delta SpO2 (%) * - 0.0323 1.6 
Slope SBP (mmHg/h) * - 0.0191 1.52 
Delta ph (units) * - 0.0154 1.63 
Max pH (units) * - 0.0114 1.48 
Delta DBP (mmHg/h) * - 0.0047 1.91 
Mean HR (bpm) *   0.0012 1.32 
Skewness Creatinine   0.033 1.13 
Std WBC (cells/cmm) *   0.0443 1.38 
Std T (°C) *   0.0827 2.03 
Min Lactate (mmol/L) *   0.1431 1.93 

*parameters significant also in the univariate analysis 

IV. DISCUSSION AND CONCLUSION 
In this study a preliminary analysis on a small unspecific 

subset of septic shock patients was carried out resulting in a 
multivariate model able to predict mortality within 7 days 
with a good performance, using data collected in the first 48 
hours after the onset of the shock. 

As expected, we found common clinical signs which 
characterize septic patient at high risk of mortality: NS have 
significant higher HR, RR and T, typical symptoms of 
systemic inflammatory response syndrome (SIRS) which, 
combined to persistent hypotension despite fluid delivery, is 
known to lead to multiple organ dysfunction and death. 

Lactate was found to be crucial both in univariate analysis 
(p-value < 0.01) and in the multivariate model, where it 
assumes the largest coefficient as absolute value, supporting 
the general knowledge of hyperlactatemia being a symptom 
of poor outcome in intensive care [7]. 

Of interest CVP turned up to be positively associated with 
higher risk of death. Current clinical guidelines consider it to 
be a good marker of fluid resuscitation, based on the idea that 

CVP reflects intravascular volume. However, recent works 
published results underlining a poor relation between CVP 
values and blood volume and a limited ability of CVP to 
predict fluid responsiveness [8]. Our result show high CVP as 
not beneficial for a better outcome similarly to the findings of 
Legrand et al. [9]: a higher mean CVP in the first 24 hours 
from admission is associated to an increasing risk of new or 
persistent acute kidney injury (AKI) in septic patients. 

The analyses of trends reveal that information related to 
time evolution (e.g. slope and delta) and time distribution 
(e.g. skewness and kurtosis) of the variables should be 
included in addition to absolute values since they add 
information on pattern evolution or pattern changes. 

Finally, the proposed model provided the highest value of 
AUC with respect to the traditional scores, supporting our 
approach. 

It’s noticeable to observe that not all the variables included 
in the regression model were also significant in the univariate 
analysis (e.g. skewness of Creatinine values). Indeed, sepsis 
and septic shock arise from a very complex and still unclear 
interdependence among different physiological systems, 
encompassing phenomena taking place at different scales 
which is at the basis of the big heterogeneity of the disease. 
These observations emphasize the need for innovative, 
ground breaking multiscale models of disease, which drive a 
global understanding of the patient status and could improve 
precision and promptness of therapies [10]. 
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Fig. 1.  Example of parameters series from one patient (ID 6471). Green and black lines mark the start and the end of a 
shock episodes, respectively. The red lines indicate the threshold value for abnormality according to the SIRS criteria. After 
6 days in ICU the patient dies. Notice that the values of lactate monotonically increase hinting organ dysfunction, 
hypoperfusion, and tissue injury. The values for WBC are maintained clearly over the threshold during the entire ICU 
staying, sign of a systemic inflammatory response. Observing the trend for the RR series, it is clearly visible that there is a 
sharp increase of the values till a plateau, synchronous with the shock onset.The patient receives about 1200mL of fluids but 
he shows a persistent hypotension despite fluid resuscitation 
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Abstract— The aim of this study is to explore whether the 
EEG-derived sensorimotor interhemispheric connectivity 
(nIHS) at rest  can vary in relation to the corticospinal tract 
integrity and excitability in subacute stroke patients. Thirty 
unilateral first ever stroke patients participated in the study. 
High Density EEG was recorded during 5 minutes of resting 
state with eyes closed. Effective connectivity was computed by 
means of Partial Directed Coherence (PDC). Patients with 
disrupted corticospinal tract showed a reduction of nIHS 
specific to the sensorimotor scalp electrodes. Our results of 
EEG-derived connectivity could reflect the functional 
reorganization in motor IHC related to corticospinal tract 
damage. 
Keywords—Electroencephalography/EEG, Partial Directed 

Coherence, Stroke, Corticospinal tract/CST. 

I. INTRODUCTION 
n the healthy adult brain, activation of the primary motor 
cortex (M1) region contralateral to the motor task inhibits 

the homologous region of the opposite hemisphere. This 
process is known as interhemispheric inhibition [1]. Such 
motor interhemispheric balance is altered in unilateral brain 
lesions such as stroke [2]. Recent studies using functional 
magnetic resonance imaging (fMRI) have shown that altered 
interhemispheric connectivity (IHC) in resting state is 
associated with lesions of the corticospinal tract (CST) [3]. 
Motor impairment reflects the dual contribution of 
corticospinal damage and altered network functional 
connectivity. The recognition and understanding of the 
complex relationship between functional and structural 
impairments in the pathological brain may have important 
implications for neurorehabilitation. The use of 
Electroencephalography, with respect to fMRI, provides 
several advantages: EEG is an inexpensive and portable 
device that enhances ecological validity without sacrificing 
experimental control.   Because of its unique temporal 
resolution, EEG constitutes one of the most eligible 
techniques for stroke rehabilitative interventions. 
Furthermore, strategies to restore the regular 
interhemispheric balance between the lesioned and healthy 
hemispheres is at the foundation for a number of 
neurorehabilitation training approaches [4].This study has the 
aim to quantify functional changes in motor IHC related to 
corticospinal tract damage by applying advanced signal 
processing techniques for EEG-derived connectivity.  

II. MATERIALS AND METHODS 

A. Participants 
 Thirty subacute patients (mean age: 64 ± 9 years; time 
course after lesion: 2 ± 1 months) with first-ever unilateral 
stroke were recruited.  All patients were assessed for clinical 
stroke severity. Stroke-related neurologic disability was 
evaluated using the European Stroke Scale (ESS) and the 
Fugl-Meyer Assessment (FMA). For each patient, 
corticospinal integrity was studied by means of single pulse 
Transcranial Magnetic Stimulation (TMS); Motor Evoked 
Potentials (MEPs) were recorded from the affected First 
Dorsal Interosseus muscle to determine their presence or 
absence (at maximum stimulator output). Ten patients had  
preserved corticospinal integrity (presence of MEP on 
affected side). No statistical difference was found in terms of 
age, time after stroke and lesioned hemisphere between 
patients without MEP on affected side and patients with 
MEP. The research was approved by a human 
experimentation ethics committee. After receiving 
information about the aims of the study, all participants gave 
informed consent before participation.  
 
 
 
 
 
 
 
 
 
 
 
 
 

B. HD-EEG analysis 
High Density EEG (HD-EEG) signals were recorded 

during 5 minutes of eyes-closed resting state from 61 scalp 
positions. During measurements, the impedance of all 
electrodes was kept below 5KΩ. EEG data were pre-
processed (1-45 Hz filtering, down-sampling at 100 Hz, 
artifact rejection and 1s-ephocs segmentation).  

To allow a statistical group analysis across all participants, 
EEG signals were flipped in the Left / Right direction in 
order to ensure that the lesioned hemisphere was on the left 
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I 

TABLE I 
PATIENTS CHARACTERISTICS 

 CST integrity preserved 
(n = 10) 

CST integrity  
disrupted (n = 20) 

Age (years) 63 ± 10 66 ± 8  

Months after 
stroke 1.9 ± 1 1.8 ± 1.5 

Lesioned 
hemisphere 6 Right / 4 Left 10 Right / 10 Left 

ESS 83.6 ± 7.1 60.4 ± 9.2 

FMA 50 ± 10 15 ± 12 
Data are presented as means ± SD.  
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side for all subjects. 

C. Connectivity analysis 
Effective connectivity provides insights about the 

communication between different brain regions that goes 
beyond the simple mapping of their activity. Brain 
connectivity patterns were computed my means of Partial 
Directed Coherence (PDC) [5]. Based on Granger causality 
[6], PDC reveals the existence, the direction and the strength 
of a functional relationship between the activities in different 
sites of the brain, starting from EEG data. Such estimator is 
based on the use of Multivariate Autoregressive (MVAR) 
models and is defined both in time and frequency domain. 
Frequency bands of interest were Theta (IAF-6; IAF-3), 
Alpha (IAF-2; IAF+2), lower Beta (IAF+3; IAF+11), upper 
Beta (IAF+12; IAF+20) and Gamma (IAF+21; IAF+35) 
whose band limits were defined according to Individual 
Alpha Frequency (IAF) [7]. 

D. Graph theoretical analysis 
To extract quantifiable indices to be subjected to a 

statistical analysis, the neuronal connectivity patterns were 
analysed by means of a theoretical graph approach. Indeed 
salient networks properties can be described by quantifiable 
indices like those derived from classical graph theory (e.g. 
measures of integration, measure of centrality, network 
motifs) [8]. A new index was defined ad hoc in order to 
underline the distinctive topographic property of alteration of 
the communication between hemispheres. The new synthetic 
index, called normalized Inter-Hemispheric  Strength (nIHS), 
was defined as the fraction of the sum of weights  of inter-
hemispheric links to the total weight  of the network: 

 

 
(1) 

                          
with: 

 
(2) 

                       
For every subject and every frequency band, nIHS was 

computed and extracted from the connectivity patterns 
involving the whole scalp and for those focused in three 
different subareas (12 electrodes each): a central zone 
(corresponding to motor and premotor cortices) and occipital 
and frontal zones, used as control areas. 

E. Statistical analysis 
A statistical analysis was performed (unpaired two-tailed 

Welch t-tests; significance level was set at p < 0.05) to 
identify differences between patients’ subgroups in the nIHS 
computed for the entire scalp and for each specific area. False 
Discovery Rate correction for multiple comparisons was 
applied to avoid the occurrence of type I errors. A Pearson 
correlation analysis was performed between the nIHS index 
and both the ESS and FMA clinical indices. 

III. RESULTS 
The nIHS index obtained for whole scalp connectivity 

patterns showed a statistically significant higher mean (p = 
0.004) in Beta bands in patients with preserved corticospinal 
integrity with respect to the group with disrupted 
corticospinal tract. A statistically significant difference (p = 
0.01) was observed between the two subgroups in the motor 
area in lower Beta band (figure 1). Positive correlations were 
obtained both between nIHS computed in the central zone 
with ESS index (R = 0.4, p = 0.02) and with FMA index (R = 
0.4, p = 0.02). No between group differences were noted in 
nIHS computed for occipital and frontal areas. 

IV. CONCLUSION 
Coherently with previous neuroimaging findings [2], we 

found a reduction of interhemispheric connectivity specific to 
the sensorimotor scalp electrodes in patients with disrupted 
corticospinal tract in the Beta band. This spectral band is 
peculiarly related to motor tasks. The specifically computed 
index showed correlations with both clinical scales utilized.  
This study shows how the estimation of EEG-based 
connectivity and the extraction of related indices can 
contribute to our understanding of the functional 
modifications in the brain after stroke damage. Further 
studies based on the described approach and the evaluation of 
the implemented neurophysiological index during different 
rehabilitation interventions in stroke patients could increase 
our understanding of stroke recovery process and eventually 
suggest new, neurophysiologically driven and patient-tailored 
interventions.  
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Fig. 1.  Results of t-tests for nIHS index between patients with preserved corticospinal integrity (left) and patients with 
disrupted corticospinal tract (right) for lower Beta band. Green areas identify frontal zone, Red areas identify central zone 
and Violet areas identify occipital zone. * Statistically significant result (p < 0.05). 
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Abstract — This work reports on recent advances in the field 
of microfluidic impedance cytometry, which is a promising 
label-free approach for single-cell analysis and discrimination. 
In particular, original software-based strategies that improve 
the discrimination capabilities of the widely used parallel facing 
electrode design are presented.  

Keywords — single-cell analysis, impedance, microfluidics, 
signal processing. 

I. INTRODUCTION 
HE schematic and the working principle of a typical 
impedance cytometer are illustrated in Fig. 1(a) [1]. Two 

pairs of facing microelectrodes are integrated into the wall of 
a fluid-filled microchannel (parallel electrode design). An AC 
excitation signal is applied to the top electrodes, and the 
differential current flowing through the bottom electrodes is 
measured by means of a differential amplifier. When a cell 
passes through the electrode region, a variation of the 
differential signal is recorded, which exhibits a typical odd-
symmetric pattern [2]. In fact, when the cell passes position 
A, it begins to pose a hindrance to the current collected at the 
left bottom electrode. Such a hindrance is maximal when the 
cell is aligned with the center of the left electrode pair 
(position B), where the signal peak amplitude is recorded. 
The signal then progressively decreases and reaches zero 
when the cell is in the middle of the sensing region (position 
C), which corresponds to a symmetric configuration. Past 
position C, a specular and reversed profile is recorded. 

Multifrequency impedance measurements in the radio-
frequency range can give multiparametric, high-content data 
that can be used to distinguish cell populations [3]. Low 
frequency (< 500 kHz) impedance is used to size particles 
because at these frequencies (and in high conductivity buffer) 
the particle volume is related to the real part of the complex 
impedance signal, in a similar manner to a Coulter volume 
measurement. At intermediate frequencies (around 1 MHz), 
the signal conveys information about membrane capacitance, 
and at high frequencies (above some MHz) measurements 
give information about cytoplasm conductivity and 
permittivity. 

Recently, microfluidic impedance cytometers have been 
successfully applied to analyze micro-organisms [4], 
erythrocytes [5], leukocytes [6], platelets [7], and animal and 
human cell lines [8]. However, impedance cytometry has not 
yet reached full maturity, and sensitivity, specificity and 
throughput still need to be improved. In this regard, effort has 
focused on devising novel designs of microdevice and 
developing new detection techniques, but there has been little 
attempt at developing ways of extracting meaningful data 
from measured signals using signal processing [2]. The latter 

issue represents the subject of this work. 

II. MATERIALS AND METHODS 

A. Event-detection algorithm 
The first step in impedance cytometry data processing is 

the event-detection, which is the identification of a cell 
passing through the sensing region of the device (Fig. 1(b)). 
This step provides the total cell count and is critical to the 
further steps of feature extraction and classification. A 
reliable event-detection strategy is especially important in 
case that rare cells (e.g., circulating tumor cells) or small 
particles (e.g., platelets) have to be detected. 

In this work a simple and robust event-detection algorithm 
is presented [9], which fruitfully exploits the odd-symmetric 
nature of the measured differential signal. The algorithm acts 
in two steps: a preliminary segmentation is followed by an 
event-quality check. The segmentation is based on the 
correlation of the data stream with the simplest odd-
symmetric template, which emphasizes the odd-symmetric 
structures present in the data stream; the quality of a detected 
event is then established by evaluating its E2O index, that is, 
a measure of the ratio between the magnitudes of its even and 
odd parts. If such an index is too high, the event is rejected 
(Fig. 1(c)). Few parameters are involved in the algorithm, 
whose setting is non-critical, and a preliminary denoising 
step is not required. Implementation is quite simple and 
computational complexity limited. 

The performance of the algorithm is evaluated on the basis 
of the fraction of false positives and missed events. In 
particular, sensitivity and positive predictive value (PPV) are 
taken as metrics. In order to achieve an objective and 
reproducible performance analysis, effort has been devoted to 
build reference datasets of synthetic impedance cytometry 
data, which reproduce with high fidelity experimentally 
measured data. Very good overall performances are achieved 
(94.9% sensitivity and 98.5% PPV). The algorithm has also 
been tested on experimentally measured data, showing the 
efficacy and soundness of the approach.  
 

B. Feature extraction 
The processing step following event detection is the 

extraction of features suitable for cell classification. In 
particular, the peak amplitude is usually extracted from the 
experimental event traces and is used to determine the 
dielectric properties of the particle at the relevant frequency. 
However, for the widely used parallel electrode geometry 
(Fig. 1(a)), the measured impedance signal also depends on 
the position of the particle between the electrodes, i.e. the 
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trajectory of the particle as it flows through the channel. This 
is because the electric field in the channel is not uniform and 
the particle can influence the current in the reference arm of 
the sensor [10]. This manifests itself as an error in the 
measured “volume” of the particle for off-centre particles 
(i.e. close to the top or bottom electrodes). 

To obtain high quality (low CV) data, nearly all cytometers 
use some form of particle focusing [11]. Typically, 
hydrodynamic focusing is adopted, which has been 
introduced in 1968 for the Coulter counter, and then 
developed in several modalities, like sheath flow or inertial 
focusing.  Hydrodynamic focusing is a passive technique, 
depending entirely on the channel geometry or intrinsic 
hydrodynamic forces. However, sheath flow increases the 
complexity of the layout and control for microfluidic devices 
and consumes additional fluid, while inertial focusing 
requires high flow-rates that may induce stress in the cell, 
and restricts simultaneous measurement of heterogeneous 
populations (RBCs had to be sphered prior to measurement). 
Alternatively, active focusing systems like dielectrophoresis 
(DEP) or acustophoresis can be applied, which rely on an 
external force field and generally have limited throughput, 
because particles must be exposed to the outer force field for 
sufficient duration to achieve effective functionality. Other 
approaches have been also presented in the literature, like 
dielectric focusing, optimized electrode layout, and DEP-
inertial microfluidics. In all systems, particle position 
depends on particle properties, hence it can be difficult to 
optimize them for heterogeneous samples. 

In this work, an original approach to compensate via 
signal-processing for the variation in signal caused by the 
random position of a particle is described [12]. In particular, 
the transit times of particles through the device using two 
simultaneous current measurements, a transverse current and 
an oblique current, are recorded. Their ratio gives a new 
metric that can be used to estimate the vertical position of the 
particle trajectory through the microchannel. This parameter 
can be effectively used to compensate for the height-
dependent variation of impedance due to non-uniform 
electric field in the channel. The new technique is developed 
and validated using numerical modelling. Then, it is applied 
to experimental impedance data relevant to a mixture of 5, 6 
and 7 µm polystyrene beads. As a result, the height-
dependent variation of impedance is completely eliminated, 
i.e. all particles of a given size show the same corrected 
impedance, irrespective of trajectory through the channel. 
The method gives a Coefficient of Variation in (electrical) 
radius of particles of 1% for a sheath less configuration. 

III. CONCLUSION 
Digital signal processing can greatly enhance the quality 

and information content of impedance measurement, thus 
fostering the role of impedance cytometry in single-cell 
analysis. Effective strategies for event-detection and off-
centering compensation have been here presented, suited to 
the parallel electrode design.  Perspectives include the 
extension to co-planar electrode designs (e.g., [4]) and the 
development of signal processing strategies for the treatment 
of coincidences (i.e., two cell simultaneously present in the 
sensing region). Real-time GPU implementations will also be 
pursued. 
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Fig. 1.  (a) Schematic diagram of a single-cell impedance analysis system. The device consists of two sets of parallel facing 
electrodes fabricated inside a microfluidic channel. AC excitation signals are applied to the top pair of electrodes, and the 
difference in electrical current flowing through the bottom two electrodes is measured using a differential amplifier. The 
differential impedance signal exhibits an odd-symmetric profile. Cells suspended in an electrolyte flow through the 
microchannel one at a time, so that the circuitry can determine the ac electrical properties of single cells. (b) Impedance 
cytometry data at 0.5 MHz, real part shown. Two events with different signal-to-noise ratio (SNR) are highlighted with a box. 
(c) Measured event e (SNR =	6 dB) along with its even and odd parts, eE and eO, respectively, upsampled at a rate R =	4. The 
relevant E2O index is sufficiently small (E2O =	0.31), testifying the odd-symmetric pattern. 
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Abstract—Signals generated from muscles other than the 
muscle of interest can confound the interpretation of surface 
electromyograms (crosstalk). The work aims to compare bipolar 
and concentric-ring electrodes about crosstalk. Surface 
myoelectric signals were detected from the skin surface above 
the tibialis anterior, gastrocnemius lateralis, gastrocnemius 
medialis, soleus and peroneus tertius muscles during voluntary 
submaximal isometric contractions (dorsiflexion and plantar 
flexion of ankle joint) in 11 healthy subjects. The average 
rectified value (ARV) index is computed for each pair muscle-
contraction. The ratio of the signal ARV index calculated over 
the non-active muscle to the active muscle during the 
contraction estimates the crosstalk index. The corresponding 
crosstalk indices are evaluated also on components extracted 
from signals, using an algorithm based on independent 
component analysis. The Wilcoxon statistical tests between 
crosstalk indices estimated in bipolar and concentric-ring 
recordings lead to the conclusion that (a) the latest are 
significantly less sensitive to the crosstalk phenomenon than 
bipolar electrodes, (b) the algorithm chosen reduces crosstalk 
only for bipolar recordings.  
Keywords—Crosstalk, Bipolar electrode, Concentric-ring 

electrode, Surface electromyography.  

I. INTRODUCTION 
ROSSTALK is one of the main drawback in surface 
electromyography [1]-[3]. It is defined as the signal 

detected over a non-active muscle and generated by other 
nearby muscle [1], [4]. This phenomenon confounds the 
interpretation of muscular signals: in the gait analysis [4] it 
can mislead the identification of the activation timing and 
force magnitude of the muscle of interest [5].  

No methods are available to completely eliminate crosstalk 
[6]. Still, the appropriate choice of a suitable detection 
system [1] and the use of blind signal separation (BSS) 
algorithms [7] can reduce it.  

Bipolar electrodes are the most common sensors. The 
configuration with electrodes along the muscular fibre 
direction shows better longitudinal and poorer transversal 
spatial selectivity than configuration with electrodes 
transversally placed to the fibres [8]. There are also systems 
with electrodes mounted in two dimensional (2D) 
configurations, which show the same longitudinal and 
transversal selectivity [8] and are more selective than bipolar 
configuration [9], [10]. Concentric-ring electrode belongs to 
2D systems. Compared to others, it requires only two leads 
and it is perfectly isotropic.  

Beside the spatial selectivity, there are some BSS 
algorithms for crosstalk reduction. Kong et al. [7] show the 
efficacy of one of them applied to forearm muscles in a static 

task.     
The aims of the study are (a) to compare the effects of 

crosstalk in bipolar and concentric-ring electrodes used for 
electromyographic recordings, (b) to evaluate for both types 
of electrodes the efficacy of BSS methods to reduce crosstalk 
during voluntary isometric contraction of the leg muscles.  

II. MATERIALS AND METHODS 

A. Subjects 
Eleven volunteers (three female; mean ± SD, age: 27.6 ± 

5.5 years; height: 1.77 ± 0.07 m; weight: 68.7 ± 8.9 kg) 
participated in the study. All subjects reported having no 
orthopaedic or neuromuscular disorders. Each subject gave 
written informed consent priori to inclusion. The study 
conforms to the guidelines in the Declaration of Helsinki.   

B. Surface electromyographic (EMG) recordings  
Surface EMG signals were acquired with bipolar or 

concentric-ring electrodes, in separate sessions. Bipolar 
electrodes consisted of two (24 mm diameter) silver-chloride 
disks. Concentric-ring electrodes consisted of Ag/AgCl 
circular (16 mm) electrode and surrounding external circular 
ring (outside and inside diameter of 42 mm and 28 mm, 
respectively). EMG potentials from multiple muscles were 
fed into a 64-channels system, which amplified, bandpass 
filtered (10-500 Hz, 3 dB bandwidth), sampled signals (2048 
samples/s per channel) and converted to digital data by a 12 
bit A/D converter.  

C. Experimental protocol 
Surface EMG signals were detected from tibialis anterior 

(TA), gastrocnemius lateralis (GL), gastrocnemius medialis 
(GM), soleus (S) and peroneus tertius (P) muscles.  

Each muscle innervation zone (IZ) position was identified. 
The recording electrodes were placed between the IZ and the 
proximal tendon region for the tibialis anterior and soleus 
muscles and the distal tendon region for the gastrocnemius 
lateralis and medialis and peroneus tertius muscles. Bipolar 
electrodes were placed parallel to the muscle fibres direction 
with the inter-electrode (centre to centre) distance of 25 mm. 
Concentric-ring electrodes, for their geometry, are invariant 
to rotations. A common ground electrode was at the left 
wrist.  

The subject sat comfortably in a chair with his right leg 
fixed in the ergometer for isometric contraction of the ankle 
flexors. Four inelastic straps secured the contact. The angle 
of the ankle and the hip was 85° and 110°, respectively. The 
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angle of the knee ranged between 120° and 140°, depending 
on the height of the subject.  

Maximal voluntary contraction (MVC) forces for 
plantarflexion and dorsiflexion were measured. The greatest 
value in two repetitions was the reference level for the 
strength feedback. The subject performed plantarflexion and 
dorsiflexion of the ankle joint in isometric conditions at 25%, 
50% and 75% MVC. Each contraction was kept for 5 s. 
Among successive contractions, a rest period of one minute 
was included to reduce fatigue phenomena. The order of 
electrode type, plantar-/dorsi-flexion and contraction level 
were randomized among subjects. Signals were visualized 
and stored using the OTBioLab software (version 1.8, OT 
Bioelettronica, Turin, Italy). 

D. Data processing  
Using Matlab, signals were bandpass filtered (20-450 Hz) 

with a forth order Butterworth filter. They were rectified and 
divided in contiguous epochs of 0.25 s. The average rectified 
value (ARV) was estimated for each epoch. For each 
combination of muscle-contraction levels, the ARV index 
was the mean of the ARVs computed in its epochs. The 
crosstalk index [4] is the ratio of ARV index of non-active to 
active muscles. Each index was normalized with the 
measured strength level.  

To evaluate the efficacy of BSS, the corresponding 
crosstalk index (CI) was computed on components extracted 
from bandpassed signals. We used the fast independent 
component analysis (fastICA), with convergence rate and 
approach set to cubic and symmetric, respectively. 

E. Statistical analysis 
Crosstalk indices were compared with a nonparametric test 

for paired samples (one tail Wilcoxon signed rank) between 
the two types of electrodes and between the two types of 
analysis (on signals and on components). Threshold for 
statistical significance was set to p < 0.05. False discovery 
rate was used to correct for multiple comparisons.  

III. RESULTS 
Figure 1 shows crosstalk indices for the couples GL/TA 

and GL/P in dorsiflexion task and P/S in plantarflexion task. 
In the dorsiflexion and plantarflexion the active muscles are 
TA, P and S, GL, GM, respectively. Data are presented as 
median and 25th and 75th percentiles with boxplots. 

During the plantarflexion at 25% MVC the amplitude of 
the EMG signal was comparable to the instrumental noise. 
Consequently, this condition was excluded from further 
analysis.  

A. Bipolar vs concentric-ring electrodes 
Crosstalk indices estimated on signals and on components 

(from fastICA application) in bipolar recordings are 
significantly larger than those in concentric-ring recordings.  

B. Efficacy of crosstalk reduction method 
The effect of fastICA algorithm on crosstalk indices is not 

the same for both types of electrodes. For concentric-ring 
electrodes the CIs estimated on signals and on components 
do not change significantly. In the pair P/S muscles for 
bipolar recordings the effect is similar. CI decreases 

significantly, instead, for GL/TA and GL/P muscles.  
The ratio of medians of bipolar CIs to concentric-ring CIs 

decreases of 14%, passing from evaluations on signals to 
evaluations on components. 

IV. DISCUSSION AND CONCLUSION 
The high value of CIs between peroneus tertius and soleus 

respect with the CI values for GL/TA and GL/P (as it is 
shown in Figure 1) underlines the need to reduce crosstalk. 
Moreover, peroneus tertius and soleus are of functional 
importance in gait and balance studies.  

In surface EMG choosing a detection system based on its 
spatial selectivity is not the only method to reduce crosstalk. 
Our results suggest that the application of the BSS method 
improves crosstalk contamination (CIs decrease) in bipolar 
recordings when a muscle of the pair is a surface pennate 
muscle. On the other hand, it does not enhance this feature in 
concentric-ring recordings. Nevertheless, crosstalk indices 
estimated in bipolar recordings on ICA components are 
significantly larger (p < 0.05) than that on signals for 
concentric-ring recordings. These electrodes, as we have 
experimentally verified and as spatial selectivity suggests, are 
less sensitive to the crosstalk phenomenon.  

Based on the results of this study, concentric-ring 
electrodes reduce crosstalk significantly better than bipolar 
electrodes in static condition. Performances, evaluated in 
dynamic tasks, could add information for choosing the 
detection system and the separation algorithm.  
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Concentric-ring electrodesBipolar electrodes

Fig. 1.  Crosstalk indices (CIs) evaluated for bipolar and concentric-ring recordings, on signals and on components (from fastICA algorithm application) between (a) 
gastrocnemius lateralis (GL) and tibialis anterior (TA) muscles, (b) gastrocnemius lateralis (GL) and peroneus tertius (P) muscles during the dorsiflexion of the ankle joint, (c) 
peroneus tertius (P) and soleus (S) muscles during the plantarflexion of the ankle joint, in isometric condition in eleven healthy subjects.  The plots (box-plot representation, in 
logarithmic scale) show boxes which range from the first to the third quartile, a line across the box indicating the median, the whiskers and the individual marks representing the 
most extreme data points not considered outliers and the outliers, respectively. Comparing bipolar and concentric-ring electrodes with nonparametric test (one tailed, paired 
samples Wilcoxon sign rank), both on signals and on ICA components, CIs in bipolar recordings are significantly (*) larger than those in concentric-ring recordings (familywise 
p < 0.05, false discovery rate correction applied). Evaluating for both types of electrodes the efficacy of BSS method chosen to reduce crosstalk, for bipolar recordings CIs 
decrease significantly (*) for the pairs GL/TA (panel a) and GL/P (panel b).  
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Smartphones are used in the framework of the FARSEEING-
InCHIANTI study for gaining information on activities of daily 
living to ultimately define objective physical activity profiles. In 
this study we aimed to investigate the association between mean 
and extreme values of physical activity and gait characteristics 
derived from daily living activities and well-established clinical 
tools. 171 persons from the InChianti cohort study, were 
recruited. Factor analysis was performed in order to extract the 
underlying structure of physical activity and gait features for 
both mean and extreme values. Outcomes of the smartphone-
based home monitoring are coherent with clinical assessments. 
Extreme values seems to be more informative than the mean 
values and are more closely related with the clinical assessment. 
Keywords—Activity monitoring, smartphone, factor analysis, 

older people. 

I. INTRODUCTION 
martphones (SP) are used in the framework of the 
FARSEEING-InCHIANTI study for gaining information 

on activities of daily living to ultimately define objective 
physical activity profiles [1]. 

The InCHIANTI study [2] is a longitudinal cohort study of 
factors contributing to loss of mobility in late life started in 
1998 and is aimed to translate epidemiological research into 
geriatric clinical tools that allows for more precise diagnosis 
and more effective treatment in older persons with mobility 
problems. Data from InChianti were used to develop and test 
smartphone based applications in the FARSEEING project. 

Previous studies used the mean or median of a gait 
characteristic under the hypothesis that this would be the 
most representative estimate for the person’s capacity [3]. 
However, extreme values of gait characteristics may better 
reflect the capacity of adapting the gait pattern to the variety 
of daily life conditions. 

Situations where people show “high gait quality” might be 
informative about the best possible performance they can 
achieve, which may be closely related to the performance in a 
lab [4]. 

In this study we aimed to investigate the association 
between mean and extreme values of physical activity and 
gait characteristics derived from daily living activities and 
well-established clinical tools for quantifying motor and 
cognitive impairments in a cohort of community-dwelling 
older subjects. 

II. MATERIALS AND METHODS 

A. Population 
171 persons (79.72± 6.55 years old, 87 females), a 

subsample of the InChianti cohort study, were recruited. 
Participants had worn a SP at home for at least 5 days (up to 
9). SP was equipped with a custom Android application 
designed for long-term monitoring of physical activity. A set 
of sensor-based features was extracted from the signals 
recorded by the 3D accelerometer and gyroscope embedded 
into SPs. Ethical approval was obtained by Local Ethical 
Committee (approval number: 584/2012). 

The following clinical data were collected from the 
subjects: Mini-Mental State Examination (MMSE), the 
Activity of Daily Living (ADL), i.e. the number of activity 
for which the person requires help (e.g. bathing, dressing, 
eating, etc.); the Instrumental Activity of Daily Living 
(IADL), i.e. the number of instrumental activity in which the 
person requires help (e.g. preparing meals, performing 
housework, getting to places outside of walking distance, and 
managing medications, etc.); the Epidemiologic Studies 
Depression Scale (CESD), a questionnaire used to assess 
depressive symptoms [5]; the Physical Activity (PA) assessed 
through a questionnaire [6]; The Hand-Grip strength test 
(HG); the Trail Making Test A (TMTA), a 
neuropsychological test that assesses various cognitive 
abilities, including visual-conceptual, visuospatial, and 
visual-motor tracking; the lower extremity muscle power 
measured using the Nottingham leg extensor Power Rig (PR) 
[7]; the Survey of Activities and Fear of Falling in the 
Elderly, a questionnaire that inquires about fear of falling 
(FEAR) [8]; and the Short Physical Performance Battery 
(SPPB), a measure of mobility function [9].  

B. Instrumentation 
Instrumental features representative of the person’s motor 

profile were obtained from the analysis of the signals derived 
from the long-term monitoring, including the percentage of 
sedentary, active, and walking time, duration and intensity 
(METs) of the activities, gait and turning characteristics. 
Mean or extreme (5th or 95th percentile) values of each 
variable were computed in order to define two sets of 
features: the first set represents the mean performance, the 
second set represents the best performance observed during 
the activity monitoring. 
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C. Statistical Analysis 
Robust linear regression was performed in order to remove 

the effect of age, gender, height, weight, and MMSE. Factor 
analysis was performed in order to extract the underlying 
structure of physical activity and gait features. Subjects that 
were identified as outliers in the linear robust regression 
analysis were excluded from this analysis. Factor analysis 
scores were obtained from the fitted model for all subjects. 
Spearman’s correlation analysis was used for investigating 
the association between factors and clinical variables. 

III. RESULTS  
Sixteen features were obtained from the smartphone-based 

activity monitoring dataset for both mean and extreme 
values. 

Three factors were obtained using the dataset of mean 
values, explaining the 56% of variance (Table I). The first 
factor is associated with gait regularity, the second with the 
activity level of the person, and the third with his/her turning 
ability. 

Eight factors were obtained using the dataset of extreme 
values, explaining the 73% of variance (Table I). According 
to the meaning of grouped features, factors were labelled as 
follows: activity level, turning velocity, gait variability, gait 
regularity, Medio-Lateral (ML) gait regularity, turning 
duration, sprint, and cadence. 

Table I also reports Spearman’s correlation coefficient 
between factors obtained using both mean and extreme 
values and clinical variables. Only significant correlations 
(p<0.05) are displayed. 

IV. DISCUSSION AND CONCLUSION 
The factor associated with the Activity Level was defined 

by the same set of features for both the mean values and the 
extreme values. It is important to note that there is a 
significant association between the Activity Level and the 
self-reported PA meaning that those reporting a high/low 
activity level were actually moving more/less during the day. 
People that are less sedentary also have a lower fear of falling 
(FEAR) and are less prone to depression (CESD); they also 
have higher lower limbs strength (PR) and higher scores in 
the functional assessment (SPPB). Gait Variability factor in 
both mean values and extreme values does not seem to be 
related to any of the clinical variables; this could be due to 
the high number of confounders that can affect variability 
values as environmental factors (e.g. how large is the home 
environment) and dual tasking (e.g. walking while talking). 
The Turning Ability factor derived from the mean values of 
the features is significantly associated with the self-reported 
PA, the SPPB, and the PR meaning that the ability to turn 
seems to be a motor task very much related with the fitness of 
the person; the association with TMTA can reflect the motor 
planning component that is also associated with this motor 
task. 

The Turning Ability factor splits into two factors in the 
extreme values dataset: the Turning Velocity and the Turning 
Duration. The Turning Velocity, as the Turning Ability 
factor, is associated with the self-reported PA, the SPPB, a 

strength-related variable (HG), and a cognitive component 
(TMTA); while the Turning Duration is not associated with 
the clinical variables meaning that the best performance 
observed in term of movement duration seems to be 
dependent on the context more than on the person’s fitness. 

With regards to the other gait-related factors derived from 
extreme values, ML Gait Regularity and Sprint factors are 
not associated with the clinical scores and this fact could 
again be explained by the impact of the environment and the 
context on those factors. The Gait Regularity factor is instead 
significantly associated with strength-related scores (HG and 
PR) and on the functional status of the person (SPPB); those 
with the higher gait regularity seems to be also the stronger 
and healthier ones. This is also reflected in the Cadence 
factor since the higher values of cadence are associated with 
the lower limbs strength (PR) and the functional level of the 
person (SPPB). 

Outcomes of the SP-based home monitoring are coherent 
with clinical assessments performed in institutions supporting 
the hypothesis that SPs can become an effective solution for 
ecological, quantitative behavioural analysis of community-
dwelling older subjects with a clear clinical value. As 
hypothesised, extreme values of the features seems to be 
more informative about the functional status of the person 
and are more closely related with the motor performance 
assessed in a supervised clinical setting.  
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TABLE I 

FACTORS DEFINITIONS AND SPEARMAN’S CORRELATION COEFFICIENT BETWEEN FACTORS AND CLINICAL VARIABLES 

feature E.V. factor ADL IADL CESD FEAR PA FALL HG PR TMTA SPPB 

FACTOR ANALYSIS OF THE EXTREME VALUES OF THE FEATURES 
• Sedentary time 

% 
• Active time % 
• Walking time 

% 

0.13 Activity 
Level   -0.16 -0.15 0.28   0.17  0.21 

• Mean turning 
velocity (95) 

• Peak turning 
velocity (95) 

0.12 Turning 
Velocity     0.26  0.16  -0.20 0.48 

• St. Dev. step 
duration (5) 

• CV step 
duration (5) 

0.11 Gait 
Variability           

• AP Harmonic 
Ratio (95) 

• AP step 
regularity (95) 

• V step 
regularity (95) 

0.10 Gait 
Regularity       0.18 0.15  0.19 

• ML Harmonic 
Ratio (95) 

• ML step 
regularity (95) 

0.09 ML Gait 
Regularity           

• Mean turning 
duration (5) 0.07 Turning 

Duration           
• Step duration 

(5) 
• Coordination 

Index (5) 

0.06 Sprint           

• Cadence (95) 0.04 Cadence        -0.16  -0.16 

FACTOR ANALYSIS OF THE MEAN VALUES OF THE FEATURES 
• St. Dev. step 

duration 
• CV step 

duration  
• Coordination 

Index 
• AP Harmonic 

Ratio 
• V Harmonic 

Ratio  
• AP step 

regularity 
• V step 

regularity 

0.26 Gait 
Variability           

• Sedentary time 
% 

• Active time % 
• Walking time 

% 
• Mean sedentary 

time 

0.16 Activity 
Level   -0.16 -0.15 0.27 0.15  0.17  0.21 

• METs 
• Mean turning 

duration  
• Mean turning 

velocity  
• Peak turning 

velocity 

0.14 Turning 
Ability     0.25   0.17 -0.16 0.42 

ACRONYMS: ML = Medio-Lateral; AP = Antero-Posterior; V = Vertical; E.V = Proportion of Explained Variance; St. Dev = Standard Deviation; 
CV = Coefficient of Variation; METs = Metabolic Equivalents. 
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Abstract—Voice signal has been widely investigated to 
characterize mood and emotional states. A further interesting 
dimension could be related to the personality traits, whose 
effects might overlap to the ones related to emotion and/or 
mood. According to the literature, speech production can be 
related to personality traits evaluated by others. This 
relationship is not yet fully understood and the correlation 
between personality traits and specific speech features requires 
further investigation. In this study, a correlational analysis 
between some prosodic features and an alexithymia score is 
performed. An experimental protocol was administered to 
eighteen healthy subjects to investigate fundamental frequency 
related features. Results showed that the proposed prosodic 
features are positively correlated with the alexithymia score.  
Keywords—Fundamental frequency, speech-related features, 

personality trait, alexithymia. 

I. INTRODUCTION 
LMOST the whole central nervous system is involved 

in voice production. Laryngeal muscles, mucosae, 
tongue and lips are finely controlled by the speech motor 
system. The activation of mouth and laryngeal muscles is 
controlled by the vagus nerve, that supplies motor 
parasympathetic fibers [1]. Again, the speakers’ prosody is 
controlled by both autonomic and somatic nervous systems 
via respiratory system. Noteworthy, since speech production 
is modulated by different psychological and/or mental states, 
speech analysis represents an interesting, non-invasive and 
economic approach to study speaker’s mental state [2]. 

Many studies aimed at investigating psychological 
dimensions by means of the speech signal. Emotion [3], 
mood [4], and stress [5] were studied in relation to the 
speakers’ speech production. Several studies attempted to 
characterize mood swings in patients affected by bipolar 
disorder [6], [7] as well as the depression severity [4]. A 
further interesting psychological variable is the speaker’s 
personality. The trait theory [8] distinguishes personality 
traits from personality states. Traits can be defined as “stable 
internal characteristics that people display consistently over 
time and across situations”, while states refers to temporary 
and short behaviours or feelings that depend on the personal 
situation and particular time. Many studies investigated the 
relation between voice and personality. Prosodic, spectral and 
voice quality features were investigated in relation to 
personality perception, e.g. competence, benevolence, 
extraversion, dominance and political charisma [9]-[11]. The 
INTERSPEECH 2012 Speaker Trait Challenge [12] showed 
that the classification of personality traits is feasible.  

Although some useful indications about the relation 

between personality traits and voice production can be drawn 
from the literature review, the work on this topic is far from 
being concluded. For instance, the currently available studies 
mostly rely on the estimation of the perceived personality 
traits, without exploring the possibility of using dedicated 
personality tests, while, the relationship between personality 
traits and specific speech features have still to be clarified. 

When speech analysis is addressed, three categories of 
features can be considered: excitation source, vocal tract and 
prosody-related features [3]. Excitation source features 
describe the vocal fold dynamics. Vocal tract features 
describe the different configurations of the vocal tract section 
during the articulatory process. Finally, prosodic features 
describe the modulation of intonation and intensity of speech. 
In particular, this kind of feature has been widely 
investigated, since prosody play a crucial role in conveying 
emotional messages. Moreover the prosodic feature 
estimation is usually quite robust against noise. 

The aim of this study is the investigation of the 
alexithymia, a personality trait that is related to the 
incapability of recognizing and describing the emotions in the 
self [13]. More specifically this trait is characterized by the 
difficulty in identifying feelings and distinguishing between 
feelings and the bodily sensations of emotional arousal and 
by the difficulty in describing feelings to other people [14]. 
Usually such a trait can be assessed by the Toronto 
Alexithymia Scale (TAS-20) [15], an instrument 
characterized by high objectivity, good internal consistency, 
reliability and validity [16]. In this study a correlational 
analysis between prosodic features related to the speech 
fundamental frequency (F0) dynamics and the score returned 
by the TAS-20 will be conducted. This study will be 
performed on healthy subjects using a structured speech task.  

II. MATERIALS AND METHOD  

A. Experimental protocol 
Eighteen healthy subjects (12 females, 23.66 ± 2.28 year) 

without any history of psychiatric disorder were enrolled. 
Subjects were asked to fill out the TAS-20 about 4 days 
before performing the experimental protocol. The TAS-20 is 
a self-report questionnaire based on 20 items and provides 
information about alexithymia trait in terms of three factors: 
difficulty identifying feelings, difficulty describing feelings, 
and external-oriented thinking. In this study, the TAS-20 sum 
score was investigated. The experimental protocol consisted 
in commenting a set of five Thematic Apperception Test 
(TAT) [17] images, a traditional projective test used to assess 
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personality disorders. Audio signals were acquired by means 
of a high quality system (AKG P220 Condenser Microphone, 
M-Audio Fast-Track), with a sampling frequency equal to 48 
KHz and a resolution of 32 bits. 

B. Algorithms 
The proposed method consisted in a three-step procedure. 

In the first step, signal intensity and zero crossing rate were 
evaluated to detect voiced part of syllables [7]. Only the 
segments showing high intensity values and low zero 
crossing rates were considered as voiced. Then, in the second 
step, the F0 contour is estimated according to the double 
Camacho’s SWIPE’ [18] iteration method as described in [8]. 
SWIPE’ is an algorithm that estimates the vocal F0 via a 
spectral-match approach. Finally, in the third step, the 
speech-related features proposed in [6] and describing the F0 
profile were estimated. Such features, extracted within every 
voiced segment, aim at characterizing rising and falling F0 
events in terms of amplitudes and durations. They can be 
defined as in Eq. (1)-(3): 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴∗ =
!!"#$ ! !!"##
!!"#$ ! !!"##

     (1) 

 
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷∗ =

!!"#$!!!"##
!!"#$!!!"##

        (2) 

 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇∗ = !"#$%&'()∗!!"#$%&'(∗

!
      (3) 

where Arise and Afall are the F0 change during the rising and 
falling section within a segment, and Drise and Dfall are the 
duration of the rising and falling sections. Finally the features 
were averaged to obtain a single value for each subject. 

The non-parametric Spearman method is used to estimate 
the correlation coefficient between the TAS-20 sum score 
obtained from each enrolled subject, and the corresponding 
mean prosodic features. The Benjamini-Hochberg procedure 
is used to correct p-values for the false discovery rate. 

III. RESULTS 
The enrolled subjects reported a median TAS-20 sum score 

equal to 44.5 and a median absolute deviation equal to 8. 
Three subjects out of 18 reported a score corresponding to a 
possible alexithymia trait (52<score<61), while two of them 
reported a score corresponding to the alexithymia trait 
(score>60) [16].  

The correlational analysis revealed that the prosodic 
features and the TAS-20 sum score are positively correlated. 
Amplitude*, duration* and tilt* reported correlation 
coefficients equal to 0.56 (corrected p-value=0.0307), 0.48 
(corrected p-value=0.0428), and 0.54 (corrected p-
value=0.0205) respectively.  

IV. CONCLUSION 
The obtained results indicate that the investigated speech-

related features are significantly positively correlated with 
the TAS-20 sum score. This features aim at describing the F0 
contour within every voiced segment and therefore their 
prosodic behaviour. Hence, the results let us suppose that 
information about speakers’ prosodic production might be 
related to alexithymia scores.  

Notwithstanding the limited number of enrolled subjects, 
the obtained results may be interesting. In fact, alexithymia 
seems to be associated with a generally weakened neural 
response to speech prosody. This reduced prosodic 
processing might be partially responsible for an impaired 
social communication in people with this personality trait 
[19]. We might speculate that the impaired prosody 
processing might also affect the prosodic speech production. 

Finally, since high alexithymia scores were observed in 
people with eating disorders [20], this study might be 
relevant for clinical practice. 
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Abstract—Geometric mean support vector machines 
(GSVMs) are an attractive option for detecting faults in 
continuous glucose monitoring (CGMs) sensor, because their 
learning mechanism usually considers a small subset of patterns 
to separate failure from fault-free situations. This work is aimed 
to introduce a methodology for online detection of sensor 
artifacts by using CGM, meal and insulin delivery information, 
in order to improve the CGM sensor reliability. To develop this 
approach, a dataset of 100 virtual patients was used. For each 
patient, 7 fault-free days of closed-loop control with 3 meals per 
day were simulated starting from midnight. 
Keywords—Support vector machines, Fault detection, 

Continuous glucose monitoring sensors. 

I. INTRODUCTION 
ontinuous Glucose Monitoring (CGM) faults, even if of 
limited time duration, can expose diabetic patients to 

severe risks and deteriorate effectiveness of automated 
insulin therapies. Typical faults originated by mechanical 
sources include occasional spikes and temporary attenuations 
induced by e.g. pressure made by the patient lying or sleeping 
on the sensor. Fault detection methods for CGMs have been 
scarcely investigated, being the current version of CGMs still 
not able to detect and compensate for failures that can corrupt 
the local reliability of the CGMS trace. The glucose 
estimations are unreliable, particularly in the hypoglycemic 
range [1], in comparison with SMBG measurements and 
laboratory systems. In order to improve reliability, self-
monitoring capabilities must be embedded in the CGMs for 
detecting abrupt faults. Some notable works about this fact 
can be found in [2-3].  

Geometric Mean Support Vector Machine (GSVM) [4] are 
learning machines that implement the structural risk 
minimization inductive principle to obtain generalization on a 
limited number of learning patterns [5], improving the 
geometric mean between specificity and sensitivity. For 
CGM fault detection, GSVMs are an attractive option, 
because their learning mechanism usually considers a small 
subset of patterns that allow separating failure from fault-free 
situations.  

This work is aimed to detect such failures by exploiting 
CGM, meal and insulin delivery information by employing 
an online method based on a GSVM.  

II. METHODS 

A. Subjects 
100 virtual patients provided to capture inter-patient 

variability were generated by using the UVA/Padova Type-1 
diabetic simulator [6], it was accepted in 2008 by USA FDA 
as substitute of animal trials prior to Artificial Pancreas 
clinical trials on humans. This is a highly accurate simulator 

based on complex physiology studies.  
Model parameters of these virtual-subjects are sampled 

from probability distributions learned from the data. For each 
patient, seven fault-free days of closed-loop control with 
three meals per day were simulated starting from midnight.  

 

B. Fault Scenarios 
Several artificially generated fault episodes were added at 

random time instants (see Fig. 1). For each fault type, 
different amplitudes A = [-7.5, -10, -15, -20, -25, -30 mg/dL], 
and durations D = [5, 10, 20, 30, 40, 50, 60 min] were 
considered.  

Spikes: An anomalously large error of amplitude A was 
added to the CGM reading at the random time tf, for a fixed 
duration of D = 5 min.  
CGM faulty (t f )=CGM (t f ) + A                                         (1) 
Pressure-Induced Sensor Attenuation (PISA): A sequence 

of consecutive large errors of amplitude A were added to the 
CGM readings from the random time tf, for a fixed duration 
of D = [10, 20, 30, 40, 50, 60 min].  
CGM faulty(t f ,t f + D)=CGM(t f ,t f + D)+ A                   (2) 

C. Metrics to evaluate the performance of a classifier 
Performance of the fault detection method were assessed 

thorough the metrics describing in (3), (4), (5) and (6). For 
each CGM sample, fault-detection output was classified as 
True/False Alarms or True/False Positives (tpos/fpos), 
depending on weather it did/did not detect the artifact and as 
False/True Negatives (fneg/tneg), in case it did/did not alarm in 
a not-faulty condition. 

Accuracy=
tpos + tneg

t pos + fneg + f pos + tneg
           (3)  

Sensitivity =
tpos

t pos + fneg
              (4) 

Specificity =
tneg

f pos + tneg
              (5) 

Gmean = Sensitivity*Specificity            (6) 

D. The Geometric Mean Support Vector Machine (GSVM) 
Let Z = {(x1, y1)… (xN, yN)} be a training set with xi ∈ X as 

the input space, yi ∈ {+1, −1} as the output space, and zi = 
(xi, yi). Let φ: X → F, x = φ (x) be a feature mapping with a 
dot product denoted by <·,·>. A binary linear classifier 
f:X→R, defined as f(x) = <x,w> − b, is sought where w ∈ F, 
b ∈ R. Outputs are obtained as h(x) = sign(f(x)). 

The solution of the optimization problem of the standard 
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SVM [7] can be expressed as w0 = ∑iαiyixi, where w0 defines 
the orientation of the classifier and αi are the Lagrange 
multipliers for dual formulation. The classifier can be written 
as in (7), where bias b determines the position of the optimal 
hyperplane and K(x,y)=<x,y>=<φ(x),φ(y)>, is called the 
kernel function, defined in (8). 

f ( !x) = sign
!
α i yiK (

!
xi ,
!
x)⎡⎣ ⎤⎦

i=1

N

∑ − b
⎛
⎝⎜

⎞
⎠⎟

                                    (7) 

K ( !xi ,
!
x) = e

-0.5
!xi−
!x 2

σ 2                                                                  (8) 
The GSVM is based on the consideration that the bias b is a 

parameter to be tuned. The function learned by a standard 
SVM will be adjusted through the bias to improve its 
performance, measured in terms of (6). Hence, once the 
solution vector w0 is obtained, starting from w0, a set of 
classifiers F(w0) is considered. The GSVM classifier (ΘbG(x)) 
is defined by modifying the standard bias b. The ΘbG(x) is 
defined, such that given an input vector x, it assigns a label as 
follows in (9), where the new bias bG is obtained as (10): 

ΘbG (
!
x) = sign fbG (x)( ) = +1 if x,w0 ≥ bG

+1 if x,w0 < bG

⎧
⎨
⎪

⎩⎪
                  (9) 

bG = argmax
i=1,...,Npos

Gmean bi( ).                (10) 

According to the previous theoretical results, the new 
classifier attains a more balanced performance between the 
true positive rate and the true negative rate. 

E. Online detection of sensor artifacts by using 
individualized GSVM models 

An individualized GSVM model was trained offline using 
past CGM sensor readings, rate of appearance of glucose 
(RaG) and rate of appearance of insulin (RaI) as it is shown in 
Fig. 2. RaG and RaI were simulated using the population 
parameter values estimated in [8-9]. Then, the model and 
inputs were used online to detect sensor faults. The first four 
data days were used for training. The remaining three days 
were used for testing, simulating an online scenario. GSVMs 
with RBF kernel were tuned and validated using five-fold 
cross-validation. 

III. RESULTS 
From all patients, 75940 fault-free readings and 10160 

failures readings were obtained for testing. Whether only the 
CGM information is used as model inputs, 83.6% of 
accuracy, 70.5% of specificity and 85.3% of sensitivity were 
reported. However, when the meal and insulin delivery 
information are added, metrics improve significantly, as it is 
shown in Table I and Fig. 3. 

TABLE I 
AVERAGE METRICS FOR 100 PATIENTS 

Metrics Number of 
Samples 

CGM, RaG  
and RaI (%) 

CGM  
(%) 

p-value  
< 0.05 

Accuracy 
Sensitivity 
Specificity 

Gmean 

86100 
10160 
75940 
86100 

92.8 
83.4 
94.0 
88.5 

83.6 
70.5 
85.3 
77.6 

            † 
            † 
            † 
            † 

Average metrics for two inputs combination are indicated: option 1 (only 
CGM information) and option 2 (CGM, meal and insulin delivery 
information). The symbol “†” indicates significant differences between them. 

In the same way, the incorporation of meal and insulin 
delivery information has significantly improved the 
sensitivity, when the analysis is done considering the fault 
amplitude and duration, as it is shown in Table II. Regarding 
fault amplitude (see Fig. 4), sensitivity was between 89.0% 
and 93.0%, except for 7.5 mg/dL (57.6%) and 10 mg/dL 
(72.3%). Regarding fault duration (see Fig. 5), sensitivity was 
around 83.0%, except for 5 min (94.1%), 10 min (92.2%), 
and 60 min (78.0%). 

False positives are limited for all simulated amplitudes and 
durations. Except for amplitudes A = 7.5 mg/dl and 10 mg/dl, 
sensitivity is around 90%, when meal and insulin delivery 
information are included.  

The spike detection can be considered highly sensitive 
(94.1%). A representative example of spikes detection is 
illustrated on Fig. 6. The PISA detection (fault duration 
above 5 min) can be considered satisfactory, exhibiting only 
a slight deterioration when the fault duration is above 60 min 
(78.0%) respect to results obtained only with CGM 
information. Fig. 7 shows a representative case of PISA 
detection. 

IV. CONCLUSION 
The method shows good sensitivity by detecting CGM 

faults for mid and large amplitudes (above 10 mg/dL), and 
for duration faults shorter than 60 min. Validation of the 
proposed method with real-data is needed. 

Unlike previous works in this direction, this method 
includes a technique that allows more balanced performance 
between detection of fault-free and failures situations. 

Additionally, the incorporation of RaG and RaI, together 
with CGM readings, allows an effective detection of spike 
and PISA artifacts. 
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TABLE II 
AVERAGE SENSITIVITY FOR 100 PATIENTS ACCORDING TO  

FAULT AMPLITUD AND DURATION 
Faults Number of 

Samples 
CGM, RaG  

and RaI 
CGM p-value  

< 0.05 
Faults Amplitudes (mg/dL) 

7.5  
10 
15 
20 
25 
30 

1560 
1691 
1655 
1599 
1626 
2029 

57.6 
72.3 
89.1 
93.0 
92.2 
93.1 

55.1 
60.8 
70.9 
71.0 
80.0 
82.1 

             
             † 
             † 
             † 
             † 
             † 

Faults Durations (min) 
5 

10 
20 
30 
40 
50 
60 

546 
378 
300 
301 
225 
195 
175 

94.1 
92.2 
83.3 
82.1 
83.4 
83.9 
78.0 

96.3 
94.4 
72.4 
68.1 
69.2 
67.5 
60.2 

 
 

† 
† 
† 
† 
† 

Average sensitivity for two inputs combination is indicated: option 1 (only 
CGM information) and option 2 (CGM, meal and insulin delivery 
information), according to fault amplitude and fault duration. The symbol 
“†” indicates significant differences between them. 
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Fig. 5. Sensitivity comparison regarding fault duration for two inputs 
combination are shown: option 1 as gray bars (CGM information) and option 
2 as red bars (CGM, meal and insulin delivery information). 
 

 

 

Fig. 7. A representative case of PISA detection is shown. 
 
 

 

Fig. 1. Scheme of typical sensor faults originated by mechanical sources. 

 

Fig. 2. Scheme of the online detection of sensor artifacts method by using 
individualized GSVM model. 

 
Fig. 3. Results of average metrics for two inputs combination are shown: 
option 1 as gray bars (only CGM information) and option 2 as red bars 
(CGM, meal and insulin delivery information). 

 
Fig. 4. Sensitivity comparison regarding fault amplitude for two inputs 
combination are shown: option 1 as gray bars (CGM information) and option 
2 as red bars (CGM, meal and insulin delivery information). 

 

Fig. 6. A representative example of spikes detection is illustrated. 
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Abstract— Cardio-respiratory control is a crucial mechanism 
for newborn survival and proper development as it is tightly 
related to Autonomic Nervous System (ANS) behavior. ANS 
branches, sympathetic and parasympathetic, work together to 
keep homeostasis. Premature birth is a strong stressor for ANS 
and might then impact cardio-respiratory control. 

We collected Hear Rate (HR) and respiration signals from 27 
infants: 20 full-term newborns and 7 late-preterm one month 
infants.  

Time domain, frequency domain and non-linear methods 
(Phase rectified Signal Averaging) were employed to analyze the 
data.  

Late-preterm were found to have higher HR and respiratory 
frequency, while presenting lower respiratory modulation. 

Moreover, PRSA showed its usefulness as an investigation 
tool for possible cardiorespiratory distress.  

These results back many recent studies suggesting that late-
preterm, even if are often considered as fully developed, are still 
at higher risk for many complications, including respiratory 
distress.  

Keywords— Cardio-respiratory control, Autonomic Nervous 
System, Prematurity, Non-linear Analysis 

I. INTRODUCTION 
Preterm birth refers to baby born at less than 37 weeks of 

gestational age. This condition puts the newborn infant at risk 
for many medical complications, including neurological 
problem such as apnea, cerebral palsy, or issues related to 
cardio-respiratory control. 

Another very subtle risk is related to Sudden Infant Death 
Syndrome, since infant’s Autonomic Nervous System is still 
immature and thus baby is more vulnerable to external 
challenges [1], with possible control systems impairments. 

SIDS highest incidence is not right after birth, but between 
the 2nd and the 4th months of life: in particular for premature 
infants this could be related to the fact that extra utero and in 
utero development are strongly different. 

To investigate this issue, in this study we compare Heart 
Rate (HR) and Respiration parameters of full-term newborn 
and late-preterm one month infants, who are about the same 
gestational age.  

Results show different degrees of development between the 
two populations, with a higher HR and respiratory frequency 
for preterm, who showed also a less prompt response in 
inspiration/expiration phases. 

II. MATERIALS AND METHODS 

A. Patients and data collection 
We identified a total of 27 patients, 20 full-term newborns 

and 7 late-preterm one month infants. Average gestational age 
was respectively 39.4±0.8 and 35.8±1.5 weeks. 

They were selected from a larger cohort of 308 healthy 
subjects, acquired at Columbia University Medical Center. 
The protocol was approved by the Board, and parental 
consent was obtained before each study.  

 Only signals when baby were in supine position and active 
sleep were analyzed, in order to limit confounding factors. 
States were coded with a scoring system developed in the lab 
[2]. ECG and Respiratory activity were recorded non-
invasively, at a sampling rate of 500 Hz and 20 Hz 
respectively, by means of three leads on the chest and by a 
chest belt. Recording time was 3 minutes for each patient. 

B. Cardio-respiratory analysis 
Time domain analysis was applied on RR signal, 

calculating parameters from the adult and fetal HR analysis 
(mean RR, SDNN and RMSSD) given good results obtained 
in previous studies [3].   

For the frequency domain analysis RR series and 
respiratory signals were resampled at 5 Hz by applying a 
cubic spline. Then Power Spectral Density (PSD) was 
estimated with Welch averaged modified periodogram 
method. Frequency bands chosen were: Low frequency (LF) 
0.1-0.4 Hz, High Frequency (HF) 0.4-1.5 Hz. Parameters 
extracted from PSD were: LF, HF and total area, frequency 
of the highest peak of HF and LF. 

Lastly nonlinear analysis was applied on both signals, 
using Phased Rectified Signal Analysis (PRSA) technique 
[4][5]. Briefly, this technique studies quasi-periodic 
oscillations and nonlinear effects in non-stationary signals.  

The procedure starts by selecting anchor points (AP), 
points where signal values increase or decrease. In this study, 
increases or decreases in the signal are taken into account, as 
averages of a specific number of values, called T, of the time 
series. Afterwards, windows of length 2L are defined around 
each AP. The value of L is related to the longest period of the 
oscillation in analysis, and its size L was set to 30 samples. 
APs where no full surroundings of this length are available 
are excluded from the analysis. Since most of the APs are 
closer than 2L, most of the windows will overlap.  

Lastly, the windows are aligned at the AP and the PRSA 
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curve is obtained by averaging the aligned windows. 
The choice of T, the number of samples averaged to 

identify the anchor points, was optimized for each patient, 
depending on the frequency of interest, according to this 
empirical relationship T=1/(2.5*F). The frequency of interest 
in this case was the frequency of the HF peak of respiration 
PSD. Analysis was run both for increases and decreases. 

The parameter extracted from the PRSA curved was the 
Acceleration/Deceleration Phase Rectified Slope (APRS, 
DPRS) proposed by Fanelli et al.[6]. 

C. Statistical analysis 
Since some of the parameters were not normally 

distributed, a Mann Whitney test with 0.05 significance 
threshold was applied. Results are reported as median and 
Inter-Quantile Range (IQR). Outliers were excluded from the 
analysis using as thresholds Inter-Quantile1 - 1.5 IQR and 
Inter-Quantile3 + 1.5 IQR. 

III. RESULTS 
Mean RR, HF central peak of respiration PSD and APRS 

for respiration provided significant results in differentiating 
the two populations analysed.  

Preterm infants had on average higher HR (lower RR) and 
respiratory frequency, while they had lower values of APRS, 
as presented in Table I. 

Figure 1 shows the boxplots for significant parameters. 
Figure 2 presents the mean PRSA curves for respiration 

increase analysis. 
 

TABLE I 

MEAN AND IQR of significant parameters 
 

Parameter Fullterm 
Newborn 

Preterm 
One month P-val 

Effect 
size 

Mean RR (ms) 457±44 385±27 <0.01 2.7 

RESP HF freq. 
Peak (Hz) 0.9±0.3 0.47±0.09 <0.01 2.36 

RESP APRS 4.9±0.8 2.7±1.5 <0.5 1.62 

 

IV. DISCUSSION  
High HR in preterm infants indicates sustained sympathetic 

activity and lower parasympathetic tone. Parasympathetic 
system develops late in pregnancy and an abrupt early birth 
may interrupt or slow down its normal developmental course  

Moreover, high respiratory frequency can be a sign of 
underdeveloped pulmonary function. In addition, premature 
infants show lower APRS (Resp), indicating a slower and 
less pronounced respiratory modulation.  

From a methodological perspective, PRSA proved to be a 
useful tool to capture alteration that were not otherwise 
noticeable with traditional time domain and frequency 
domain analysis. 

 These finding are also interesting from a clinical point of 
view, due to the growing relevance of respiratory control role 
in SIDS. As a matter of fact, some studies suggest that the 

fatal death occurs due to a failed coupling of cardio-
respiratory response to adverse events, such as hyper-capnic 
environment [7]. 

In addition, late-preterm infants are often considered 
functionally mature with a consequent relative lack of 
attention to specific neonatal risks. Nonetheless, more and 
more studies are showing that late-preterm are more prone to 
delayed transition and overall immaturity, and should thus be 
treated differently than full term. In accordance with our 
findings, late preterm are more subject to delayed lung fluid 
clearance (transient tachypnea of the newborn), respiratory 
distress syndrome, pulmonary hypertension and apnea [8]. 

V. CONCLUSION 
In this study we analyzed HR and respiration of full-term 
newborn and late-preterm on month. Results show clear 
difference in both mean HR and respiratory frequency 
suggesting an altered parasympathetic system development in 
ex-utero life. 
In particular, PRSA candidates as a powerful tool of 
investigation of respiratory modulation. 
This was a preliminary study, thus it presents limitations 
regarding the length of the recordings and the limited number 
of subjects, which will be addressed in future analysis. 
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Fig. 1.  Boxplot for significant parameters, meanRR, APRS(Resp) and HF central peak of respiration PSD. 

 

Fig. 2 Mean PRSA curves for respiration increase analysis, in red for one month premature and in blue for fullterm newborn. 
This figure is a zoom of the curve around the 10 samples before and after the AP, equivalent to 2 seconds before and after the 
AP. 
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Abstract — A video-based method is proposed to 

estimate heart rate (HR) through the changes in the 
reflected light coming from volumetric variations of blood 
vessels of the facial skin during the cardiac cycle. After 
suitable pre-processing of RGB video frames, the 
Independent Component Analysis (ICA) based on a 
robust algorithm is applied to detect the best source. 
Autoregressive Recursive Least Squares (AR RLS) is 
applied to estimate HR through the PSD and compared to 
a reference ECG and against a wavelet-based method 
giving the best results in tracking HR variations under a 
mild physical exercise. Being contact-less the method 
could be successfully applied to long-lasting monitoring of 
patients. 

Keywords—contactless HR estimation, video analysis, AR 
PSD, wavelets. 

I. INTRODUCTION 
EART rate (HR) estimation through contactless 
techniques recently gained great importance.	 Video-
based methods exploit the volumetric variations due to 

the cardiac cycle that cause changes in blood vessels of the 
facial skin. They are similar to photo plethysmography (PPG) 
using ambient light as a source and digital cameras as 
sensors. RGB webcams [1], high speed and 5-channels colour 
cameras [2] are used. Most methods use a face tracking 
algorithm to track head and facial movements within a small 
region of interest (ROI) [1]. To filter out noise Blind Source 
Separation (BSS) techniques (in particular Independent 
Component Analysis - ICA) are applied [1]. To estimate the 
HR most methods are based on the highest peak of the Fast 
Fourier Transform (FFT) in the frequency range of interest 
(0.6-4 Hz) [2] or on the inter-beat interval by peak-picking in 
the selected source [1]. 
An issue raised by most of the ICA-based works is the choice 
of the source to be considered for HR estimation. Poh et al. 
[1] stated that the second component usually contains the 
strongest pulse signal. Monkaresi et al. [3] addressed this 
issue through machine learning techniques able to predict the 
best source for HR estimation within a temporal window. 
This method selects the source with the spectral content that 
minimizes the RMSE between the HR estimation and a 
reference value. All the first three components were found 
useful. 
Following this approach we propose a recursive method for 
HR estimation whose accuracy is compared to the 
electrocardiographic data (ECG) and to the results obtained 
with a continuous wavelet transform (CWT). The method is 
applied on healthy subjects under mild physical exercise but 
it may find useful applications in the long-term monitoring of 
patients or for the study of emotional states. 

II. MATERIALS AND METHODS 
To elicit a HR variation four healthy control subjects cycled 
on a cycling ergometer. The experiment duration was 450s, 
of which: 180s at rest, 90s during mild exercise (setting a 
power of 65 W and pedalling at 60-70 cycles per minute) and 
180 s at rest. For a stable video recording of the face subjects 
avoided abrupt head movements. The reference ECG signal 
was recorded from the precordial leads V1 and V6 with a 
video-EEG system (EBNeuro Mizar-Sirius, 128 Hz sampling 
frequency). At the same time the subject’s face was recorded 
with a Creative Senz3D webcam (resolution 1280x720 pixels 
at 30 frames per second (fps)). Colour frames were stored in 
24-bit RGB images (8 bits per channel). Colour stream was 
recorded and stored in avi files through the OpenCV (v.2.4.9) 
libraries using a customized code written in C++ language. 

A. Landmarks detection and ROI selection 
The first step was the automated identification and location 
of facial landmarks (eyebrows, eyes, nose and mouth) in the 
video frames. The Intraface tracker algorithm [4] was used to 
locate two ROIs: one on the forehead and one in the central 
face region (including cheeks and nose), as shown in Fig.1. 
These ROIs were chosen as follows for their high skin blood 
perfusion, high visibility and uniform illumination.  
• Forehead ROI: the two lower vertices are the central points 

of the eyebrows. Their horizontal distance defines the 
ROI width. From these points, the upper vertices were 
located at a vertical distance equal to 1/3 of the width. 
This value was selected in order to fit the ROI within the 
forehead avoiding hair regions. 

• Cheeks ROI: the two upper vertices are the horizontal 
coordinate of the second external eyebrows points and the 
vertical coordinates between the two central nose points. 
The lower vertices were located at a vertical coordinate 
between nose tip and central nose base. 

To make ROIs position integral with head movements, ROIs 
were normalized with respect to the head rotation angles. 

B. ROI pre-processing 
The R, G and B signals were extracted from the two ROIs by 
averaging pixels values on the 3 channels. This process was 
repeated for the whole video duration. Afterwards a detrend 
based on a smoothness priors approach [5] was applied to 
remove low frequencies. This method acts as a time-varying 
high pass FIR filter. The frequency response can be adjusted 
through a smoothing parameter λ that was set equal to 100 
corresponding to a cut-off frequency of the filter of 0.66 Hz, 
thus filtering out events with frequency below 39 bpm. The 
detrended signals were normalized in amplitude subtracting 
their mean value and dividing by the standard deviation. 
Fig.2 shows the result of detrend and normalization. 

Contactless video-based tracking of heart rate 
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C. ICA and filtering 
The volumetric variations due to the cardiac cycle cause 
changes in blood vessels of the skin thus modifying the path 
length of the incident light. Haemoglobin absorption varies 
across the visible and near-infrared spectral range, with the 
highest peak in the green/yellow wavelength range (around 
510-590 nm) [1]. However, video recordings performed with 
RGB colour cameras are a mixture of the reflected 
plethysmographic signal with other sources: skin colour 
variations due to the blood perfusion, light variations due to 
the sunlight or to the artificial illumination, flickering, noise, 
shadows due to the head movements, etc. To split these 
sources we applied the ICA based on the Joint Approximate 
Diagonalization of the Eigenmatrices (JADE) algorithm [6].	
On the estimated sources a 5-point moving average window 
smoothing and a bandpass filtering between 0.6Hz and 3.5 
Hz (36 and 210 bpm) with a 128-points Hamming window 
were applied. The filtered sources are shown in Fig. 3. 

D. AR RLS and CWT 
To track the HR variations an autoregressive (AR) model of 
order p=4 with recursive least squares (RLS) estimation was 
applied. The low order allowed smoothing the power spectral 
density (PSD) giving a single peak in the frequency range of 
interest (Fig.4). A forgetting factor λ=0.9889 was applied 
corresponding to 3s of the system memory. 

Moreover the complex Morlet CWT was applied to the 
filtered sources. The frequency peak was computed as the 
weighted average of the peaks within the frequency range of 
interest (0.6-3.5 Hz), the weights being the peaks amplitudes. 
An example of the spectrogram obtained from the second 
independent component is shown in Fig.5. 
The HR estimates obtained for both ROIs (forehead and 
cheeks) and with both estimation methods (AR RLS and 
CWT) were resampled at 128 Hz (sampling frequency of the 
EEG video) using a spline interpolation technique. The 
comparison with the reference HR values was made 
according to the root-mean-square error (RMSE) in bpm. 

III. RESULTS 
Source 3 extracted from the forehead gave the best results 
among the sources of both ROIs. For this signal the AR-RLS 
methods gave better results than the wavelet-based one, with 
mean RMSE around 9 bpm. Fig. 6 shows the results of both 
estimation methods as compared to the reference values.  
Mean values and standard deviations of the RMSE for the 
two estimation methods are reported in Tab. 1. Both methods 
were compared with the reference ECG measures for the 3 
independent sources (Source 1, Source 2 and Source 3 in 
Tab. 1) extracted from the two facial ROIs.  

IV. CONCLUSION 
In [1] the best source for HR estimation was the second one, 
related to the green channel of colour images where the 
highest plethysmographic content is present. Accuracy was 
4.63 bpm in presence of motion artefacts. On the other hand 
Monkaresi et al. [3] demonstrated that useful information for 
HR estimation could be obtained from all the three estimated 
ICA sources. Performing a task similar to the one proposed 
here (indoor cycling) and combining ICA and k-NN the 

authors showed that the third source gave the best results 
with an error around 4 bpm. In our work, errors against the 
reference HR are higher than those proposed in [1, 3]. This 
could be due to motion artefacts during physical exercises. 
 

Tab. 1: Mean value and standard deviation of RMSE for both 
estimation methods (AR-RLS and Wavelet-based methods) computed 
on the three independent sources extracted from the two facial ROIs 
(forehead and cheeks). These methods were compared with reference 
HR values extracted from an ECG. Values are in beats per minute 
(bpm). 
 

ROI Independent 
Source 

AR-RLS Wavelet 

 
Cheeks 

Source 1 14.42 ± 
4.25 

14.75 ± 3.59 

Source 2 16.44 ± 
2.00 

16.81 ± 1.84 

Source 3 11.10 ± 
3.50 

12.65 ± 2.64 

 
Forehead 

Source 1 12.48 ± 
2.59 

12.90 ± 2.60 

Source 2 14.79 ± 
0.99 

16.70 ± 2.34 

Source 3 9.58 ± 2.82 11.67 ± 2.25 
 
Improvement could be given bya variable forgetting factor 
capable of decreasing the memory of the system during rapid 
HR variations and increasing it during steady state [7]. This 
would allow a better tracking of the varying dynamics of the 
system. Being totally non-invasive the method could be 
successfully applied to the study of emotional reactions in 
patients with neurological, psychological and psychiatric 
disorders. Its accuracy could be acceptable when applied to 
study the reactions after the administration of external stimuli 
of patients with disorders of consciousness (vegetative or 
minimally consciousness state), as these patients do not 
perform large movements of the head. 
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Fig. 1: ROIs selected from the Intraface landmarks. 

 

 
Fig. 2: mean R, G and B channel intensities after detrend and 
normalization. The highest oscillations in the green channel 

are consistent with the blood pulsations. 

 
Fig. 3: Filtered sources after the ICA with the JADE 

algorithm 
 
 

 
Fig. 4: AR Power Spectral Density (PSD) obtained by a RLS 

estimation of the parameters. The HR is given by the 
frequency value of the first peak converted to bpm 

 

 
Fig. 5: Spectrogram of the second independent component. A 
high energy band (light colour) is shown in the frequency 
range of interest (0.6-3.5 Hz) and varies according to the HR 
variations due to the physical exercise (between 200 and 300 
s). 

 
Fig.6: Comparison between the AR-RLS estimation (red line) 
wavelet estimation (green line) and ECG reference data (blue 

line). 
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Abstract— Brain Computer Interfaces (BCIs) can support 
motor imagery practice during the neuromotor rehabilitation of 
post-stroke patients. The practical application of this approach 
in a clinical setting implies to simplify configuration procedures: 
the EEG activity to be employed in the BCI setting, and thus 
reinforced via the training, should be selected taking into 
account neurophysiological evidence and rehabilitation 
principles. In this study, we tested an automatic procedure to 
select the BCI control parameters (i.e. specific EEG signal’s 
characteristics) based on neurophysiological and rehabilitation 
principles. To this aim, we compared the classification’s 
performance of an algorithm for the automatic features 
selection (stepwise linear discriminant analysis) with a 
configuration procedures based on human choices. Preliminary 
results did not show significant differences of the proposed 
method with respect to the selection of features performed by 
highly skilled medical doctors and therapists. 

 
Keywords—Brain-Computer Interface, Motor Imagery, 

Stroke, Stepwise discriminant analysis 
 

I. INTRODUCTION 
BRAIN COMPUTER INTERFACE (BCI) system extracts 
specific features from EEG signal and converts them 

into an artificial output [1]. An important application of BCI 
technology regards the improvement of motor functions in 
stroke rehabilitation through motor imagery (MI) practice. 
Indeed MI can improve the recovery by stimulating 
neuroplasticity through repeated engagement of motor areas. 
The addition of a BCI allows the monitoring of Sensory 
Motor Rhythms (SMRs) modulation accompanying the 
imagination of a movement. SMRs are spontaneous EEG 
rhythms over the sensorimotor cortex in the Alfa and Beta 
frequency bands (7-30Hz); a BCI can detect this EEG 
modulation and provide a feedback to both therapist and 
patient [2] [3].  
A recent work [4] demonstrated that the BCI-supported MI 
practice employed as an actual therapy could allow a better 
motor outcome. These results encouraged the diffusion of 
BCI technology from the research field to the clinical setting. 
This translation requires some expedients in order to make 
the set up user-friendly. The selection of control parameters 
is currently based on a semi-automatic procedure in which 
medical doctors and therapists manually select control 
features for BCI feedback (i.e. EEG channel and frequency) 
taking into account neurophysiological evidence and 
rehabilitation principles (e.g. MI related desynchronization 
on scalp electrodes relative to the affected hemisphere at 

sensorimotor relevant frequencies). With the aim to 
standardize this procedure in view of a wider employ of the 
BCI-based rehabilitation in stroke (e.g. for a multi-centric 
clinical trial), this study introduces a stepwise linear 
discriminant analysis (SWLDA) for the automatic selection 
of control parameters. The proposed procedure will be 
compared to the manual one using data of stroke patients. 

II. MATERIAL AND METHODS  

A. Study design and experimental intervention 
We analysed the data of 16 patients who were a subset of 

the stroke patients involved in previous studies at IRCCS 
Fondazione Santa Lucia (see [2] [4] for an extended 
description of the experimental protocol). Briefly, in the 
training phase of the rehabilitation (i.e. the BCI-based 
therapy), the patient sat in a chair/wheelchair and his hands 
were covered by a white sheet on which a dedicated software 
projected a realistic visual representation of the patient’s 
hands (Fig.1a). We asked the patients to imagine the 
movement (grasping and extension) of the affected hand, and 
they received a feedback when the trial was successful. The 
feedback consisted in the replication of the imagined 
movement by the virtual hand. Moreover, the therapist could 
monitor EEG activity and so encourage the patient during the 
session thanks to instant BCI feedback displayed on a screen.  

B. Features selection: human choice vs SWLDA  
During a previous screening session, the patients imagined 

or executed/attempted the movement without virtual hands. 
These data were used to identify the control features (i.e. 
power in a frequency bin on a channel) that drive the visual 
feedback to therapist and patient during the training by mean 
of an offline analysis. Currently, this selection is carried out 
by the therapists and the doctors of the NeuroImaging and 
BCI Laboratory of IRCCS Fondazione Santa Lucia. 
Particularly, they observe the R-square matrix (channel by 
frequency, Fig. 1b) obtained comparing task and rest related 
epochs. This is not an objective procedure and it is not 
suitable for ordinary therapists because it requires experience 
for visualizing patterns of desynchronization in the form of 
R-square matrices. In alternative, this study proposes the use 
of SWLDA as algorithm to automatically select control 
features. Indeed, it identifies an optimal subset of predictor 
variables (i.e. the features in this case) and assigns weights to 
them in order to build an effective regression model to 
evaluate the relationship between the predictors and the 
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dependent variable y (here equivalent to user’s intention). 
During each iteration, the algorithm added or removed a 
feature from the classification model in order to obtain a 
combination of features ensuring a good classification 
performance. It is important to stress out that, in this specific 
application, BCI technology aims to assist MI in motor 
rehabilitation after stroke; therefore, good cursor control is 
not the only objective. Indeed ensuring the training of the 
“correct” sensorimotor activation is extremely important. In 
order to take into account these physiological components of 
the problem we defined some constraints (in terms of both 
topographic and spectral characteristics) on the initial set of 
features used as input for the SWLDA. 

C. Analysis 
In order to compare the classification performance 

achieved with both human selection and SWLDA, we 
assessed the AUC (Area under curve) of curve ROC (receiver 
operating characteristics). EEG signals from screening 
session were collected from 61 electrodes according to the 
10–10 system with a 200 Hz frequency sampling; scalp 
signals were referenced to the linked-ear signal. Each run 
consisted of 15 trials related to motor imagery task and 15 
trials of baseline rest (9s each). Trials were randomly 
presented within a run and, for each trial, we analyzed the 4 
epochs corresponding to the 4 seconds during which the 
patient performed the MI's task. Data were preliminary 
spatially filtered by a common average reference (CAR). 
EEG spectral distribution was estimated using a Maximum 
Entropy Method analysis. After signal’s elaboration, power 
spectrum values for all epochs have been limited to the 
features including the channels FC, C and CP (central and 
contralateral channel respect to the affected hemisphere) and 
we considered the frequencies into the range 7-29 Hz. Then 
we applied a SWLDA algorithm (Matlab® stepwisefit.m) in 
order to assess the classification model. We repeated this 
analysis three times considering different values of the 
maximum number of iterations (maxiter) of the algorithm: 2, 
4 and 8 leading to a number of selected features less than or 
equal to 2, 4 and 8 respectively. The number 2 is coherent 
with the number of features manually selected by observing 
the R2 matrix. 4 is linked to the current montage during the 
training: 4 bipolar channels. Finally, we chose maxiter equal 
to 8 because a previous analysis showed that a greater 
number of iterations does not lead to better AUCs. 

Regarding the human choice procedure, we considered the 
features and the weights that the medical doctors selected for 
each patient (two features with weights equal to -0,5 or three 
features with weights equal to -0,3). Then we used separately 
the outputs of the stepwise and the weights assigned by the 
therapists as input for a linear classification function in order 
to calculate the scores y: 

y=Σ𝑊𝑊∗𝑥𝑥 +𝑏𝑏, 
where 𝑊𝑊 were the weights, 𝑥𝑥 the data (i.e. the features) and 

𝑏𝑏 was the intercept. 
We compared the four cases (semi-automatic, SWLDA 

with maxiter equal to 2, 4 and 8) both in autovalidation and 
in crossvalidation condition. In the first condition we used as 
testing dataset the screening data previously exploited to 

obtain the parameters (W and b) with the stepwise and to plot 
the R-square matrix observed by the doctors in the manual 
case. In the crossvalidation condition, we tested the ability of 
the classifier to generalize by using the data from the first 
training session. Then we assessed the values of AUC for 
each patient for the 4 conditions and we applied a one-way 
ANOVA with features selection method as the factor and 
AUC values in the 4 conditions as dependent values.  

III. RESULTS 
Figure 2 shows the AUC values for both autovalidation and 

crossvalidation condition. For the autovalidation condition, a 
one-way ANOVA pointed out a significant difference 
(F(3,60)=4.97, p<0.01). According to the following Duncan’s  
post hoc test, the SWLDA (maxiter 2,4 and 8) exhibited 
higher AUC values with respect to the manual selection (with 
p<0.05). 
In the crossvalidation the average AUC values are 
numerically comparable and the one-way ANOVA did not 
point out significant differences for the analyzed sample 
(F(3,60)=0.00570, p=0.99). 

IV. CONCLUSION 
These preliminary results suggest that the SWLDA could 

be successfully applied as an automatic method for features 
selection to replace human selection in BCI-supported MI 
practice for stroke rehabilitation.  
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Fig. 1.  a) Example of a channel-frequency R-square matrix related to task vs rest. The channels (FC, C, CP) and the frequencies (7-29 Hz) used as input 
for the SWLDA algorithm are highlighted together with Alfa and Beta frequency bands. b) Training session with the EEG-based BCI system for the 
rehabilitation after stroke through MI practice: the cursor’s movement toward the target on the screen is the feedback to the therapist, whereas the virtual 
hands are the feedback for the patient. 
 
 

           
Fig. 2. Average AUC values  for the autovalidation (blue) and crossvalidation (red) conditions. The symbol ‘*’ shows the significant differences (p<.05) 
pointed out by the Duncan’s post hoc test. 

 

b) 
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Abstract— The semi-automatic imaging procedure shown in 
this paper is made to process thermographic images and, 
through a geometric transformation, to measure the Ocular 
Surface Temperature (OST) as well as visualizing the ocular 
areas in a fast, reliable and reproducible way. The strength of 
this method is that OSTs do not depend on the ocular geometry; 
hence it is possible to compare all ocular profile belonging to the 
same subject as well as from different populations. The 
procedure is applied to analyse the ocular temperature of two 
subjects and results are shown. 

Keywords — thermography, ocular disease, temperature, 
ocular profile.  

I. INTRODUCTION 
nterest in the temperature of the eye spans almost 130 
years [1,2], but accurate quantitative measurements of the 

profile of the ocular surface temperature (OST) has been 
possible only in the last few decades, thanks to the infrared 
thermography (IR) - a non-invasive, cheap and easy-to-use 
technique which allows measuring the OST with more 
accuracy, resolution, and speed than previously possible [2-
4]. It is widely known that the ability to measure accurately 
the OST will increase the understanding of ocular physiology 
and should be a decisional support to the therapy integrated 
with classical diagnostic procedure. The use of ocular 
thermography offers great opportunities for monitoring the 
temperature of the anterior eye and analyzing the effects of 
some pathology in the OST [5-12]. The aim of the present 
study is to develop a semi-automatic imaging procedure that 
allows measuring the OST as well as visualizing the ocular 
areas from thermographic images in a fast, reliable and 
reproducible way. In this paper the procedure is applied for 
obtaining the OST and the thermal maps of two subjects’ 
eyes: one affected with an ocular tumor and a healthy one.    

II. MATERIAL AND METHODS 

A. Experimental setting 
From the acquired thermographic images, only the first frame 
corresponding to the eye opening was selected for further 
analysis, in order to avoid the influence of the tear-film 
evaporation [13]. 

B. Image processing 
 The image processing procedure was developed in Matlab 
(R2009, Mathworks, USA).  
 In order to study accurately the ocular thermal profiles, it 
was necessary to define the outline of the corneal surface by 
removing the unnecessary areas (i.e. eyebrows, eyelashes). 
 For doing that, a Matlab script applies a reversible 
geometric transformation to the corneal surface in order to 
adapt the subject’s specific profile to a standard structure 
through a manual selection (by mouse) of eight points. 

Specifically, these points are placed on the contour of the 
eye: the first point is always placed on the left edge of the 
eye, regardless of whether it is in the nasal side or the 
temporal side, while the other seven points are chosen on the 
boundary moving in a clockwise direction. The third and the 
seventh points must be always positioned at the highest point 
of the upper arch, and the lowest point of the lower arch, 
respectively (Figure 1 (a)).  
 Afterwards, the script traces the outline of the corneal area 
through a 5-points interpolation through a Lagrange 
polynomial of fourth order. The interpolation is performed 
directly on the matrix of the image. 
 Once the coordinates of the points passing for the 
interpolating functions are known, the script traces the 
outline of the image by moving forward on the abscissa, and 
calculates cyclically (starting from the left of the image up to 
the right) the value of the corresponding ordinate obtained 
from the Lagrange interpolating function. 
 Before performing the geometric transformation, it was 
necessary to define the standard image used to normalize all 
ocular profiles. This standard image, built through another 
script, represents an ideal eye symmetrical both horizontally 
and vertically, and narrower in the area of the canti. Such 
geometry avoids falsifying the typical human eye shape 
during the imaging process. 
 The drawing of this new boundary was carried out using 
the same interpolating function described previously with the 
difference that the points from which the two curves pass are 
fixed and chosen to guarantee the symmetry of the image. 
The image thus obtained represents the “normalizing 
structure”, which adapts all the ocular profiles. 
 All outline points (x,y) are saved in a vector that will be 
then used  for the geometrical transformation. 
 Once the corneal area is delineated, the next step consists 
of adapting the number of columns of the subject-specific 
ocular profile, with highly variability in dimensions, to those 
of the standard image characterized by a predefined number 
of columns and rows. This procedure is made by resizing for 
a factor k, defined as the ratio between the number of 
columns in the standard image and the number of columns in 
investigated image. This resizing creates an image unfocused 
on the boundary and adapts the number of column of these 
two images. In order to define the outline of the resized 
image, the script searches, with a first control loop, points 
having the upper pixel in their column with a grey level of 
255 - pure white - and the lower pixel with a grey level 
different from 255. In a second loop the script searches the 
points which having the upper pixel in their column the upper 
pixel with a grey level different from 255 and the lower pixel 
equal to 255. The geometrical transformation adapts the 
structure of the profile's outline to the standard image chosen 
previously. The algorithm considers a single column at a time 
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as a linear vector and applies a unidirectional scaling for a 
factor depending by the ratio of the first image column size 
and the size of the corresponding column of the standard 
image. Later this column is shifted upward or downward to 
create the standard image. At the end of the loop the image 
normalized respect to the standard image is obtained.  
 After applying the geometric transformation all ocular 
profiles belonging to the same subject as well as to different 
populations can be compared with each other because they 
are no more geometry-dependent. It is thus possible to 
subtract the masks of two profiles for highlighting the hottest 
and/or coldest areas of the eye that might indicate the 
presence of abnormalities. 
 From the normalized image of the eye it is then possible to 
calculate the OST. Thirty-one points are considered (Figure 1 
(b)); these points are obtained as the intersection between a 
series of parallel vertical lines and a horizontal line passing 
for the middle of the image and two curves reproducing 1/3 
and 2/3 scale version of the standard image. Points located in 
the two canti are not valuated as single points, but they 
represent the average temperature of both canti area. Figure 1 
(c) shows the eye divided into five main areas that are the 
most used by oculists. 
 

C. Subjects 
 The imaging procedure was applied for processing the 
thermographic images of two subjects: a healthy female 
(SAMA, 35 years old) with no ocular pathology and a female 
(MAFO, 55 years old) whose left eye has an active ocular 
tumour. The OST as well as the maps of the ocular 
temperature were obtained for both subjects. 

III. RESULTS 
 Table 1 shows the OST of the main ocular areas obtained 
for the two subjects under investigations. There is no 
significant difference between the right and left eye 
belonging to the healthy subject (P-value = 0.25), whereas 
MAFO’s left eye is significantly warmer than the right one 
(P-value<0.0001). 
 

Table 1 Ocular Surface Temperature of the main ocular areas 

Area 
Temperature (°C) 

Sama  
Right eye 

Sama  
Left eye 

Mafo  
Right eye 

Mafo  
Left eye 

Central  34.19±0.19 34.20±0.11 34.76±0.06 36.30±0.08 

Superior 34.38±0.17 34.40±0.08 35.19±0.06 36.40±0.14 

Inferior 34.08±0.26 34.22±0.04 35.20±0.10 36.51±0.04 

Nasal 34.86±0.23 34.65±0.22 35.41±0.26 36.72±0.10 

Temporal 33.88±0.25 34.27±0.11 35.15±0.25 36.49±0.17 
 

Figure 2 shows the thermal maps (in false colours) of the 
two subjects’ eyes. Specifically, these maps indicate the 
difference in temperature between the two eyes of the same 
subject. MAFO’s thermal map (Figure 2 (a)) shows an 

average temperature of about 1.5°C between the healthy and 
pathological eye, thus indicating that the left eye is warmer 
than the right one. SAMA’s thermal map (Figure 2 (b)) 
shows instead a difference close to 0°C, thus indicating a no 
thermal difference between the two eyes. 

IV. DISCUSSION 
The image processing procedure showed in this paper allows 
measuring the Ocular Surface Temperature (OST) and 
visualizing the thermal ocular maps in a fast (a few minutes 
for each subject), reliable and reproducible way. 
Furthermore, this method has the following features: 1) 
simplicity: there is no need of particular tools for making it 
work; 2) immediacy (results are easy to read); 3) modularity 
(all acquired variables are always transparent; therefore, they 
can be easily integrated with other programs); 4) generic (it 
can also be applied in other areas of the body by changing the 
shape of the standard image. 
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Figure 1 (a) typical thermographic image of an eye with the 8 
points positioned on the contour; (b) normalized eye with the 
disposition of 31 temperature points; c) main areas of the eye 

Figure 2 Thermal map of  (a) MAFO’s eye, 
(b) SAMA’s eye 
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Abstract—In the present work, we developed an EEG-based 
Brain-Computer Interface which allows a subject to control the 
flexion-extension of a one degree of freedom (1DOF)-modelled 
arm through left- vs right-hand motor imagery. The presented 
system aimed to be a plug and play, fully automated device, 
which does not need the supervision of experts. In particular, an 
automated adaptive strategy, used to update the system’s 
parameters in order to follow the subject’s evolution, was 
developed. The system was online tested on 10 healthy subjects, 
seven of which gained control over the BCI in just three days.  
Keywords—BCI, EEG, adaptive system, CSP. 

I. INTRODUCTION 
Brain-Computer Interface (BCI) is a system creating a 
direct communication channel between the brain and the 

outside [1]. BCIs rely both on invasive and non-invasive 
techniques and, among the non-invasive ones, EEG-based 
BCIs are the most widespread [1]. One of the challenges of 
EEG-based BCIs is the non-stationary nature of EEG [2]. In 
particular, feedback training can modify the subject’s EEG 
patterns with respect to the non-feedback data used to 
estimate the classifier, so an adaptation of the system’s 
parameters might be useful.  

In the present work, we developed an EEG-based BCI 
system, which allows a subject to control the flexion-
extension of a 1DOF-modeled arm on the screen through left 
or right hand motor imagery (MI). The first aim of the work 
was to build up a system suitable for working like in real 
operating conditions: this means it should be completely 
automated, simple to use, flexible, plug and play, and it 
should not need the supervision of experts. Also, the system 
should be able to recognise a particular mental state 
whenever it occurs, instead of being optimized for a 
particular time-point. The second aim was to implement an 
adaptive strategy, able to deal with the feedback training-
induced nonstationarities. 

II. METHODS 

A. Signal acquisition and processing 
The EEG signal was recorded from 11 electrodes (Fc5, Fc1, 

C3, Cp5, Cp1, Cz, Fc2, Fc6, C4, Cp2, Cp6), placed over the 
sensorimotor areas according to the international 10-20 
system. Pre-processing steps included CAR re-referencing 
and temporal filtering in the 8-30Hz band. After pre-
processing, the Common Spatial Pattern (CSP) [3] method 
was used for feature extraction. The CSP algorithm finds the 
matrix W which maps the recorded EEG multi-channel 
signals (X) in a new space, where the data show maximum 
difference in variance between the two classes (Z): 

XWZ ⋅=  (1) 
The log-transformed normalized variances of the time-

series in the first and last two rows of Z were selected as 
features, and were later used to train a linear Support Vector 
Machine (SVM) classifier [4]. 

B. The online BCI system 
The developed system, based on LabVIEW 2011, had a 

modular structure and was organised into three modules: 
Training (T), Training&Updating (U), Classification (C). 
The three modules were designed to be assembled together to 
set up a typical training session. 

T module was designed to be run at the beginning of a 
training session, and it is necessary to make a first estimation 
of the W matrix and the SVM parameters. When T starts, an 
upward/downward pointing arrow appears on the screen over 
the modelled arm, and the subject is requested to imagine 
right/left hand movement depending on the direction of the 
arrow. Each arrow remains visible for 10s, during which 
sustained MI is requested. 2s-long EEG portions are 
extracted every 0.5s, and they are used for estimating W and 
training the classifier. Even though no feedback is given in 
this phase, T lasts for less than 3 minutes. 

U module was designed to be run after T and reiterated 
several times. The main difference with respect to T is that 
feedback (i.e. the model’s movement) is provided, permitting 
the subject to gain control over the BCI. At the end of each U 
repetition, the system automatically selects the “best” EEG 
portions depending on the given MI instruction and the 
classifier’s output (class and distance from the separation 
hyperplane), and updates the system’s parameters in order to 
follow the subject’s evolution. In particular, after selecting 
the “best” portions (B) of the current U repetition, the system 
i) updates W using the B ii) remaps the old training set and B 
according to the new W iii) replaces the oldest elements of 
the training set with the ones in B and iv) retrains the SVM 
classifier. These steps are also summarized in Fig. 1.  

At the end of each U repetition the classification accuracy, 
computed as the ratio between correctly classified EEG 
portions and the total number of processed ones, is evaluated.  

In case average accuracy is too low (<40% in the last 3 U 
repetitions), T module is automatically repeated in order to 
reset the system’s parameters (and to allow the subject to try 
a different imagination strategy). On the other hand, as soon 
as the subject proves to be skilled enough (>70% in the last 6 
U repetitions), the system automatically switches to C 
module. 

C module was designed to finally test the ability of the 
subject to control the system, through the reaching of some 
ball-shaped targets on the screen. In C module, the system’s 
parameters are no longer updated.  

C. Experimental setup 
The system was online tested on ten healthy voluntary 

subjects (S01-S10). Only S01 and S04 had previous MI 
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experience. Each subject participated in 6 sessions of training 
(2 sessions per day). Each training session was composed by 
one initial T followed by a maximum of 16 U repetitions. As 
explained in the previous section, depending on the subject’s 
performance, T could be repeated in the middle of a session, 
and C could be reached from 6 U repetitions on. In case C 
phase was reached, the session immediately concluded. 
Otherwise, the session was considered to be concluded after 
the 16 U repetitions. 

D. System’s evaluation 
For each subject and session, besides the average accuracy 

we also evaluated chance level p0 [5] and peak accuracy [6]. 
We compared each average accuracy with its p0, evaluating 
the significance (α=0.05) of the difference via confidence 
intervals [5].  

To evaluate the improvements in the subjects’ 
performances, we tested the significance of the difference in 
both peak and average accuracy between their first and last 
session. 

To finally evaluate the ability of the system to correctly 
classify the new data in every time-point and not specifically 
in a little temporal window, we computed the accuracy 
curves [6] over the trial period in the last session of each 
subject. We evaluated the grand average accuracy curve 
across subjects, and report here its mean and standard 
deviation.  

III. RESULTS AND DISCUSSION 
Seven out of ten subjects reached the criterion level of 70% 

(a commonly used threshold to consider adequate BCI 
control) with both peak and average accuracy, so they gained 
control over the BCI in just three days. Moreover, subjects 
S01-S03 reached peak accuracies over 90% in their last 
session. On the other hand, subjects S08-S10 did not reach 
the criterion level throughout the six sessions, but at least for 
S08 and S09 the average classification accuracy was most of 
the times significantly greater than chance (Fig. 2). The result 
is also in line with the well-known phenomenon of BCI 
illiteracy, which is that BCI control doesn’t work for a non-
negligible portion of users (15% to 30%) [7]. 

Despite the results of S08-S10, all the subjects increased 
their performance (both considering peak and average 
accuracy) between their first and last session, and the 
increase was statistically significant over the whole group 
(p<0.01).  

As regards the ability of the system to evenly recognise 
every time-point of the trial, we obtained a grand average 
accuracy curve across subjects in their last session with a 
mean of 69.35% and a standard deviation of only 1.53%. The 
fact that the system is not optimized for any specific time-
segment makes it suitable for recognizing a mental state 
whenever it occurs. The result is enhanced by the longer 
duration of our trial with respect to other studies [8]. 

The main qualities of the presented system concern, first of 
all, its automaticity: it does not need the supervision of 
experts, since it automatically regulates its parameters and 
switches between the modules depending on the subject’s 

performances. Secondly, the system is not optimized for any 
specific time-segment, which makes it more suitable for 
working like in a real operating condition. Thirdly, thanks to 
its modular structure, the system is very flexible. 

The main limitations of this system are i) that it isn’t able to 
reduce BCI illiteracy respect to literature [7] and ii) that it 
doesn’t assure a complete protection against artefacts. The 
problem of reducing BCI illiteracy has been previously 
investigated [9], but the cited system used an higher coverage 
setup (48 electrodes). Potentially, our system could represent 
a valiant portable alternative, once the “illiterate” subject has 
gained enough control with an higher coverage approach. As 
regards the second limitation, the inclusion of an online 
artefact detection algorithm, in order to exclude artefactual 
data when updating the system’s parameters, could represent 
a possible extension.  

IV. CONCLUSION 
In the present study, we developed a fully automated, plug 

and play and adaptive BCI system to control a 1DOF-
modeled arm using MI. The system was online tested on ten 
subjects, seven of which reached the criterion level of 70%, 
both with peak and average accuracy in three days. Despite 
these results, the system still presents the limitation of not 
being completely robust against EEG artefacts. The inclusion 
of an artefact recognition algorithm should improve the 
system’s stability and the feedback quality. 
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Fig. 1. A conceptual schema describes the evaluation/use of W matrix and SVM classifier in the three modules. In a) the first setting up of W and 
SVM, starting from the time-domain EEG signal (X0), in T module is shown. In b) a diagram describes how W and SVM are updated in U 
modules, starting from the stored signal portions, the current B list and the previous training set. In c) the utilization of the definitive W and SVM 
in C module to classify the incoming signals and provide the feedback is shown. 
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Fig. 2. The picture shows, for each subject, the trends over the six sessions for peak accuracy (red), average accuracy (blue) and chance level p0  
(black) are shown. Since every average accuracy should be compared to the corresponding p0, the blue line of the former and the black line of the 
latter are aligned. A black, horizontal dashed lined indicating the criterion level of 70% is also added. For subject S02, session 6 was discarded 
because of artefacts in the EEG recordings. 
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Abstract— To study brain-respiratory coupling the generic, 
i.e. linear and nonlinear, associations between 
electroencephalographic (EEG) global field power (GFP) in 
delta, theta, alpha and beta band and end tidal CO2 (PETCO2) 
were evaluated in healthy subjects during free breathing (FB) 
and breath hold (BH) tasks. The maximal information 
coefficient (MIC) index and the MIC-ρ2 index (ρ is Pearson's 
correlation coefficient) were estimated as functions of the time 
lag (τ) between the two signals to evaluate the contribution of 
generic and "pure" nonlinear associations, respectively. The 
maximum MIC(τM) and corresponding MIC(τM)-ρ(τM)2 were 
compared. In delta and theta bands higher difference between 
the two indexes was found during BH task, while in alpha band 
the higher difference was found in FB task, suggesting that the 
contribution of linear and nonlinear interaction changes in 
different bands. 
Keywords—linear and nonlinear correlation, EEG, 

respiration. 

I. INTRODUCTION 
onlinear interactions were largely studied in brain-heart 
coupling in physio-pathological conditions [1]. Another 

interesting area in which nonlinear interactions should be 
studied is the brain-respiratory coupling, specifically in the 
relationship between carbon dioxide (CO2) variations and 
electroencephalographic (EEG) signals. In a recent work [2], 
correlational analysis between EEG global field power (GFP) 
in delta band and variations in end tidal CO2 (PETCO2) 
induced by 30 s of breath hold (BH) was performed. 
However, only a linear relationship between EEG and 
PETCO2 was considered looking at the Pearson's correlation 
coefficient (ρ), completely neglecting nonlinear interactions. 
In this work the generic interactions, i.e. linear and nonlinear, 
between GFP and PETCO2 were studied through the maximal 
information coefficient (MIC) index. In particular a temporal 
correlation between the two signal was performed and the 
maximum value of MIC was considered. Moreover, the 
relative contribution of "pure" nonlinear effects to PETCO2-
GFP coupling was evaluated by studying the MIC-ρ2 index . 

II. MATERIALS AND METHODS 

A. Experimental protocol 
Five healthy subjects (males, age 30± 6) lied down with 

their eyes closed, while EEG signals (64 channels 
Compumedics Neuroscan, SynAmps RT), exhaled CO2 
(Cosmoplus®; Novametrics) and oxygen saturation (Pulsox-
7; Minolta) were recorded. The subjects performed two 

different tasks: a free breathing (FB) task (360 s of normal 
breath) and a BH task (30 s of normal breath and 30 s of BH 
for a total duration of 360 s). The experimental protocol was 
approved by the Institutional Ethical Committee.  

B. EEG processing 
The recorded EEG signals were analyzed using CURRY 

Neuroimaging Suite 7. Baseline correction and 1-30 Hz Hann 
band-pass filter were applied. Channels which showed poor 
signal-to-noise ratio and non-physiological trends were 
excluded from the analysis. Blink and cardiac artefacts were 
removed with principal component analysis. Time intervals 
with other kinds of irreducible artefacts were discharged. 
EEG global field power (GFP) in delta (1-4 Hz), theta (4-8 
Hz), alpha (8-13 Hz) and beta (13-30Hz) bands was 
calculated using MATLAB (MathWorks, Natick, MA), as the 
mean EEG band power across all channels. GFP signal was 
then linearly detrended and resampled at 50 Hz. 

C. Physiological Parameters 
PETCO2 was estimated from expired CO2. During BH 

period PETCO2 was obtained using a cubic spline model 
interpolation. PETCO2 was linearly detrended and resampled 
at 50 Hz. Blood oxygen saturation level (SpO2) was recorded 
to observe possible effects of the BH task. 

D. Maximal Information Coefficient (MIC) 
MIC [3] was calculated to quantify the generic relationship 

between GFP and PETCO2. Specifically, MIC as functions of 
different time lags applied between GFP and PETCO2 
(MIC(τ)) was considered (see Appendix for details) shifting 
the PETCO2 with respect to GFP between -30 and 30 s. 
Moreover, the MIC(τ)-ρ(τ)2 index was used to evaluate 
“pure” nonlinear interactions. At the time delay in which 
maximum MIC(τ) was found (τM), the comparison between 
MIC(τM) and corresponding MIC(τM)-ρ(τM)2 was performed 
in both task. 

III. RESULTS 

A. Variation on physiological parameters induced by the 
tasks 

No significant changes of SpO2 were observed during FB 
and BH tasks. At a group-level, the observed maximum 
variations of CO2 during FB was 6.5 ± 3.0 mmHg, while 
during the BH task was 11.7 ± 2.9 mmHg. 

Generic interactions between EEG global field 
power and end-tidal carbon dioxide to study 

brain-respiratory coupling 
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B. Evaluation of brain-respiratory coupling using MIC and 
MIC-ρ2 indexes 

MIC coefficients between EEG and PETCO2 were found to 
be statistically significant (p<0.05) for all time lags. Table I 
and Table II show the results of the statistical comparisons 
between FB and BH sessions on MIC(τM) and MIC(τM)-
ρ(τM)2 values, respectively. Values are reported for each 
subject and for each frequency band. 

In Figures 1-4 the graphical representations of the results 
showed in Table I and Table II were reported for delta, theta, 
alpha and beta band in FB ((a) panel) and BH tasks ((b) 
panel). Moreover, to highlight the relevance of the linear 
contribution, the difference between MIC(τM) and MIC(τM)-
ρ(τM)2 ((c) panel in all figures) was reported. No significant 
results in the differences between MIC(τM) and MIC(τM)-
ρ(τM)2 were found, however, a possible trend of the coupling 
features can be observed. Specifically, in delta band (Fig. 
1(c)) the difference between MIC(τM) and MIC(τM)-ρ(τM)2 is 
lower during FB task with respect to the BH task. In theta 
band (Fig. 2(c)), a similar trend was observed except for 
subject 4. On the other hand, in alpha band (Fig. 3(c)) the 
opposite behavior was observed, that is the higher difference 
between MIC(τM) and MIC(τM)-ρ(τM)2 is present during FB 
task respect to BH task. In beta band (Fig.4(c)) no particular 
trend was found.  

IV. DISCUSSION AND CONCLUSION 
In this work, the linear and nonlinear interactions between 
EEG-GFP in delta, theta, alpha and beta bands and PETCO2 

were studied in healthy subjects during a FB task and a BH 
task. To achieve this goal, MIC (a generic correlation index) 
and MIC-ρ2 (a “pure” nonlinear correlation index) were 
estimated. MIC index could capture a wide range of 
nonlinear associations [3] and it was proven to be useful to 
show nonlinearity in a large number of study involving brain 
coupling [4][5][6]. The differences between MIC and MIC-ρ2 
in the two task were compared between the two tasks and 
statistical significance was calculated. The no significance of 
results can be justified considering the small number of 
subjects enrolled. In fact, the Wilcoxon test has a minimum 
reachable p-value of 0.062 when the number of paired 
samples is equal to 5, as in our case [7]. Nevertheless, some 
interesting points must be considered. Specifically, in delta 

band an higher difference between the two indexes was 
observe during BH task respect to FB task in all subjects, 
suggesting that during BH task an higher influence of the 
linear associations is present. The same behaviour was 
observed in theta band in 4 subjects on 5. In the alpha band 
the higher difference was shown during FB task suggesting 
that, differently from delta, the linear associations are more 
present during FB. All this results demonstrated, as expected, 
that brain-respiratory coupling is regulated both by linear and 
nonlinear interactions. We are conscious that these results are 
preliminary and limited by the low number of subjects, but 
we are convinced that they can provides important hints in 
the understanding of generic brain-respiratory coupling not 
only during BH task, but also during FB.  

APPENDIX 

A. MIC theory 
Given two variable data x and y, the relationship between 

each other can be studied by partitioning the data scatter plot 
at different grid (G) sizes. If IG is the mutual information of 
the probability distribution on a particular grid, mxy represents 
the highest normalized mutual information corresponding to 
each x,y grid and can be derived as: 

{ } { }yxIm Gyx ,minlogmax, =  (1) 
Considering that samples size is n and B is a function of the 

sample size (B=n0.6), MIC is defined as [3] 
)(max , yxBxy

mMIC
<

=  (2) 

A MIC function (MIC(τ)) can be defined as the measure of 
similarity between two variables x and y as a function of the 
lag (τ) of one relative to the other and can be formally 
defined as: 

)(max)( )(),(, ττ
τ

τ −
<

= tyxBxy
mMIC    (3) 
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TABLE I 
MAXIMUM MIC INDEX (MIC(τM)) 

Sub Delta Band Theta Band Alpha Band Beta Band 
FB BH FB BH FB BH FB BH 

1 0.27 0.61 0.24 0.39 0.39 0.42 0.27 0.49 
2 0.22 0.44 0.25 0.48 0.23 0.36 0.27 0.48 
3 0.45 0.37 0.33 0.44 0.39 0.44 0.49 0.33 
4 0.33 0.77 0.34 0.42 0.40 0.42 0.41 0.35 
5 0.30 0.46 0.40 0.46 0.40 0.47 0.40 0.46 

 
TABLE II 

MIC(τM) -ρ(τM)2  
Sub Delta Band Theta Band Alpha Band Beta Band 

FB BH FB BH FB BH FB BH 
1 0.25 0.15 0.15 0.26 0.24 0.34 0.06 0.31 
2 0.19 0.32 0.14 0.24 0.06 0.36 0.25 0.11 
3 0.44 0.17 0.26 0.22 0.39 0.43 0.49 0.23 
4 0.32 0.27 0.32 0.42 0.31 0.36 0.35 0.34 
5 0.30 0.36 0.39 0.41 0.30 0.39 0.17 0.39 
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Fig. 1.  MIC(τM), MIC(τM)-ρ(τM)2 and differences between the two index 
calculated in delta band during FB (red) and BH (blue). (a) Values of 
MIC(τM) (dotted line) and MIC(τM)-ρ(τM)2 (dashed line) during FB in five 
healthy subject; (b) Values of MIC(τM) (dotted line) and MIC(τM)-ρ(τM)2 
(dashed line) during BH in five healthy subject; (c) Differences between 
MIC(τM)and MIC(τM)-ρ(τM)2in the two task (p-value=0.06). 

 
Fig. 2.  MIC(τM), MIC(τM)-ρ(τM)2 and differences between the two index 
calculated in theta band during FB (red) and BH (blue). (a) Values of MIC(τM) 
(dotted line) and MIC(τM)-ρ(τM)2 (dashed line) during FB in five healthy 
subject; (b) Values of MIC(τM) (dotted line) and MIC(τM)-ρ(τM)2 (dashed line) 
during BH in five healthy subject; (c) Differences between MIC(τM)and 
MIC(τM)-ρ(τM)2in the two task (p-value=0.1). 
 

 
Fig. 3.  MIC(τM), MIC(τM)-ρ(τM)2 and differences between the two index 
calculated in alpha band during FB (red) and BH (blue). (a) Values of MIC(τM) 
(dotted line) and MIC(τM)-ρ(τM)2 (dashed line) during FB in five healthy 
subject; (b) Values of MIC(τM) (dotted line) and MIC(τM)-ρ(τM)2 (dashed line) 
during BH in five healthy subject; (c) Differences between MIC(τM)and 
MIC(τM)-ρ(τM)2in the two task (p-value=0.06). 
 

 
Fig. 4.  MIC(τM), MIC(τM)-ρ(τM)2 and differences between the two index 
calculated in beta band during FB (red) and BH (blue). (a) Values of MIC(τM) 
(dotted line) and MIC(τM)-ρ(τM)2 (dashed line) during FB in five healthy 
subject; (b) Values of MIC(τM) (dotted line) and MIC(τM)-ρ(τM)2 (dashed line) 
during BH in five healthy subject; (c) Differences between MIC(τM)and 
MIC(τM)-ρ(τM)2in the two task (p-value=1). 
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Abstract—The goal of this study was to investigate the 
movement and muscle activity of the right dominant upper limb 
during common activities of daily life in people with Multiple 
Sclerosis (PwMS) with low or mild-moderate level of 
impairments. We found significant differences in the kinematic 
variables, e.g. smoothness and movement duration, in PwMS 
with mild-moderate impairment (PwHMS) compared to both 
PwMS with low impairment (PwLMS) and healthy subjects 
(HS) when holding and lifting objects such as bottles, cups and 
spoons. These differences increased if the objects were not 
empty and were correlated to abnormal activations of the trunk 
muscles. 
Keywords—Kinematic, EMG, Multiple Sclerosis.  

I. INTRODUCTION 
ultiple sclerosis (MS) is a chronic progressive disease 
of the central nervous system, mainly diagnosed in 
young age (20-40 years old), and leading to cumulative 

heterogeneous disability over time. Motor impairments of the 
upper limbs occur in 66% of people with MS [1]. The level 
of arm and hand functionality defines the ability to perform 
activities of daily living (ADL), e.g. eating and/or dressing 
[2]. Simple tasks, like moving an object, are based on 
complex muscle activation patterns that can be compromised 
in subjects affected by MS. This pathology leads to a 
reduction in muscle strength, loss of coordination, tremor and 
fatigue. Studies on MS have been conducted mainly on the 
lower limbs probably because the disease affects them earlier 
than the upper limbs [3], and the existence of standard 
protocols of gait analysis makes relatively simple a 
comparison with healthy subjects (HS) [4].  
In this study, we defined a simple protocol in order to 
investigate and characterize upper limb motor performance 
and muscle activity in subjects affected by MS while 
performing ADL. 

II. METHODS 

A. Subjects 
Twenty-one subjects with clinically definite MS (15 

Female (F) and 6 Male (M), age: 52±12 years) according to 
McDonald criteria, and twenty-one age and sex matched (15 
F and 6 M, age: 52±12 years) HS participated in this study. 
All HS did not present any neurological or muscular 
disorders. The inclusion criteria were: (i) stable phase of the 
disease (no relapses in the last three months), (ii) Expanded 
Disability Status Scale (EDSS) ≤ 6, (iii) presence of 
neurological signs and symptoms at upper limbs, (iv)  right 
manual dominance (as evaluated with the Edinburgh 
Handedness Inventory). The exclusion criteria were: (i) 
treatment with corticosteroids within the previous three 
months and (ii) difficulty to understand simple instructions 
(Symbol Digit Modality Test (SDMT) < 20). Clinical 
evaluation included Modified Fatigue Impact Scale (MFIS), 

ABILHAND, and Nine Hole Peg Test (9HPT), which 
measure respectively how fatigue affects the ADL, the 
perceived manual ability and the fine manual dexterity. 
Among all MS subjects, eleven subjects had a low level of 
impairment at the upper limb (PwLMS), while ten subjects 
had a moderate level of impairment (PwHMS).  

B. Experimental set-up 
The instrumental apparatus consisted of a 

stereophotogrammetric system with eight infrared cameras 
(“OptiTrack Flex 13M”) used to record the trajectories of 
reflective markers applied to the skin of the subject. Eleven 
markers were used: seven placed on anatomical landmarks 
(right and left acromion, C7, sternum, elbow, wrist and 
metacarpus), one on the object and the remaining markers on 
three corners of the table; see Fig. 1. Muscle activity was 
recorded with surface electrodes for electromyography 
(EMG) using CometaWavePlus system. Each EMG sensor 
was equipped with a three axial accelerometer used to 
synchronize the EMG and the stereophotogrammetric system. 
Electrodes were placed according to guidelines of the Surface 
Electromyography for the Non-Invasive Assessment of 
Muscles European Community project (SENIAM). The 
activities of the following 16 muscles in the right dominant 
arm were recorded: triceps brachii long and lateral head, 
biceps brachii long and short head, brachialis, brachioradialis, 
infraspinatus, latissimus dorsi, upper trapezius, rhomboideus 
major, pectoralis major, anterior, medial and posterior 
deltoid, flexor and extensor carpi radialis. 

C. Experimental protocol 
Subjects were seated on a chair in front of a table with the 

left hand on the left thigh and the right hand on the right 
corner of the table, defined as the starting position. When the 
operator said “Go!”, the subjects had to move the right hand 
and grasp an object placed in a fixed position in front of 
her/him on the table (phase 1), to bring it to the mouth (phase 
2), to place the object back in its original place (phase 3), and 
to return with the hand in the starting position (phase 4). The 
objects used in this experiment were: (i) three bottles covered 
with black adhesive tape and filled with sand at different 
levels (weight 287 g, 408 g and 785 g); (ii) a plastic cup 
without a handle; and (iii) a spoon placed in an empty plate. 
Both (ii) and (iii) were used empty or filled with water. We 
asked the subjects to perform the task in the most natural 
way. The subjects grasped the same object 10 times, 
interlaced by a pause of 2-4 seconds. The experimental 
session lasted about 1 hour.  

D. Data analysis 
In all tasks we focused on the analysis of the kinematic 

parameters of the hand movements, in particular duration and 
smoothness considering the marker positioned on the 
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subject’s wrist. The marker trajectories were filtered using a 
4th order Savitzky-Golay filter with a cut-off frequency of 12 
Hz. For each phase of the task, we estimated the movement 
onset as the instant when the hand’s speed exceeds 10% of 
the peak speed and the movement termination as the instant 
when the speed went below the same threshold. The 
movement smoothness was evaluated using the Jerk index, 
the square root of the jerk normalized by duration and path 
length [5]. For each object, to quantify changes in the 
kinematic parameters, we ran a repeated measures ANOVA 
with two within-subjects’ factors: phase (1 to 4) and objects 
weight (empty-full or empty-half-full); and one between-
subjects factor: upper limb impairment level (0, low, 
moderate). We set p<0.05 as the threshold for significance.  

The EMG signals were sampled at 2kHz and filtered, to 
remove motion artefacts and high frequency noise, using a 
Butterworth band pass FIR filter with cut-off frequencies of 
30 and 550 Hz. Then, the filtered signals were rectified and 
low-pass filtered at 6 Hz (2nd

 order Butterworth filter) [6].  
For each subject, the EMG signals were normalized by 

their median values computed over all tasks (every condition 
and object), since this normalization is more robust against 
high-amplitude spikes arising from noise [7]. For each phase 
we evaluated the root mean square of the signal and, to 
quantify changes in this parameter, we ran a repeated 
measures ANOVA with two within-subjects’ factors: phase 
(1 to 4) and objects weight (empty-full or empty-half-full); 
and one between-subjects factor: upper limb impairment 
level (0, low, moderate). We set p<0.05 as the threshold for 
significance.  

III. RESULTS 
In the first and fourth phases, we observed similar 

performance for all PwMS subjects and their matched 
controls in terms of movement duration and smoothness 
despite of their impairment level (Fig. 2). However, during 
the phases 2 and 3, when subjects respectively lifted and 
repositioned the objects, the performance of the three 
populations was significantly different both in terms of jerk 
index (Bottle: p=0.03; Cup: p=0.002 and Spoon: p=0.001) 
and movement duration (Bottle: p=0.017; Cup: p=0.005 and 
Spoon: p=0.010). In fact movement smoothness and duration 
of the PwMS were smaller with respect to the one of healthy 
subjects.  

Post hoc analysis highlighted not only a difference 
between controls and PwHMS (Fig. 2), but also between 
PwLMS and PwHMS (Fig. 2 panel B). 

The duration of movement increased when the lifted object 
was full with respect to empty condition in all group during 
phase 2 (Fig. 2 panel A. Bottle: HS, p=0.006; PwLMS, 
p=0.006 and PwHMS, p=0.025; Cup: HS, p<0.001; PwLMS, 
p<0.001 and PwHMS, p=0.001; Spoon: HS, p<0.001; 
PwLMS, p<0.001 and PwHMS, p=0.003) and phase 3 
(Bottle: HS, p=0.049; PwLMS, p=0.03 and PwHMS, 
p<0.001; Cup: HS, p<0.001; PwLMS, p<0.001 and PwHMS, 
p<0.001; Spoon: HS, p<0.001; PwLMS, p<0.001 and 
PwHMS, p=n.s.). The movement smoothness decreased when 
the lifted object was full both during phase 2 (Bottle: HS, 
p=0.048; PwLMS, p=0.045 and PwHMS, p=0.048; Cup: HS, 
p=n.s.; PwLMS, p=n.s. and PwHMS, p=0.0028; Spoon: HS, 
p=n.s.; PwLMS, p=0.011 and PwHMS, p<0.001) and phase 3 
(Bottle: HS, p=0.046; PwLMS, p=0.041 and PwHMS, 

p=0.02; Cup: HS, p=n.s; PwLMS, p=0.02 and PwHMS, 
p<0.001; Spoon: HS, p=0.002; PwLMS, p<0.001 and 
PwHMS, p=0.001).  These changes between full and empty 
objects were different across subject populations (“weight x 
impairment level”- Jerk index: Bottle p=0.030, Cup p<0.001, 
Spoon p<0.001; movement duration: Bottle p=0.043, Cup 
and Spoon p=n.s).  
As regard the EMG signals, we observed significant 
differences among our subject populations in the trunk 
muscles. The RMS of the latissimus dorsi (LAT) and of 
infraspinatus (INFRA), indeed, in phase 2 and 3, for all 
groups increased between the empty and full 
conditions(LAT-Phase2:  Bottle: p=0.02; Cup and Spoon: 
p=n.s.; Phase 3: Bottle: p=0.02; Cup: p<0.001 and Spoon: 
p=0.045; INFRA-Phase2: Bottle: p<0.001; Cup: p=n.s., 
Spoon: p<0.001; Phase 3: Bottle: p<0.001; Cup and Spoon: 
p=0.045); see Fig. 3 panel A, but the modulation of the 
muscle activations in phase 2 and 3 with respect to phase 1 
and 4 (LAT: Bottle: p=0.05; Cup: p=0.05, Spoon: p=n.s.; 
INFRA: Bottle: p=n.s., Cup: p=0.004, Spoon: p=n.s.) was 
different in the PwHMS compared to the other two 
populations. Conversely, we found no significant difference 
among the subject populations for the arm muscles; see Fig. 3 
panel B 

IV. CONCLUSION 
When interacting with objects more impaired PwMS had a 

significant reduction of smoothness and an increase of the 
duration of the movements compared with both HS and 
PwMS with low level of impairment. These differences 
increased when the objects were full and were correlated with 
abnormal muscular activation in the trunk muscles. This 
result can be correlated to the high level of impairment in the 
lower limbs of these subjects. This impairment may affect 
also the trunk muscles reducing the core stability and 
determining worse performance of the upper limb.  
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Fig. 2.  Movement time (panel A) and Jerk index (panel B) in the 4 phases during the task with the bottle. Group subjects (HS: control subjects, 
PwLMS: person with a low level of impairment at the upper limb, PwHMS: person with a high level of impairment at the upper limb) are reported 
on the x-axis. Error bars denote the standard error.  * indicates that the differences were statistically significative (post-hoc Fisher’s LSD test). 

 

  

 
Fig. 1.  Top view of the set-up with the XYZ coordinate system. The subject is represented with the arm in the initial position and the marker sites 
are shown as black dots. 

 

 

A 

Fig. 3. EMG signals of latissimus dorsi (panel A) and biceps long head (panel B) during the task with the bottle. Green lines indicate HS, red lines PwLMS and 
blue lines PwHMS.  

* * * * * * 
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Abstract—Assessing changes in brain connectivity at the 
single subject level is a non-trivial question, with an impact in 
many applications. The aim of this study is to address the 
statistical validation of brain network changes at the single 
subject level, by means of a resampling approach exploiting a 
Jackknike procedure. Such approach was applied to multi-trials 
EEG datasets acquired from 12 stroke patients during the 
execution of a motor task before and after a 1-month training 
based on Motor Imagery with Brain Computer Interface 
support. Results confirmed that the proposed method allows to 
extract stable and reliable patterns of the network reinforced 
after the intervention, showing a significant correlation between 
graph measures of motor function network organization and the 
clinical outcome indicated by clinical scales.  

Keywords— Effective Connectivity, Partial Directed 
Coherence, EEG, Stroke. 

I. INTRODUCTION 
n neuroscience, the concept of brain connectivity is crucial 
to understand how communication between cortical 

regions is organized. From EEG signals recorded on the 
scalp, effective connectivity [1] can be estimated by means of 
Partial Directed Coherence (PDC) [2]. Several studies proved 
that PDC technique is a powerful estimator of brain 
connectivity and it can be applied for the investigation of 
different cerebral functions in physiological and pathological 
conditions [3]. Usually, all the studies performed group 
analyses: when the aim of the study is to evaluate the effects 
of a treatment, and thus the possible recovery of a damaged 
brain function (plasticity phenomena), group analysis is a 
powerful method to assess the consistent effects of a therapy. 
On the other hand, the specificity of each patient’s conditions 
leads to a difficulty in building homogeneous experimental 
groups, and specific effects at the single patient level may be 
hidden.  

In this study we statistically evaluated at the single subject 
level the changes induced by a rehabilitative training on brain 
connectivity. To this purpose, we applied a resampling 
approach (jackknife, [4]) to multi-trials EEG data, generating 
a distribution of datasets in each single condition, to be then 
subjected to connectivity estimation to provide a distribution 
of the estimator in each condition. We used task-related EEG 
data recorded on subacute stroke patients in two recording 
sessions: one preceding and one following a rehabilitative 
intervention based on motor imagery with the support of 
Brain Computer Interfaces (BCI) [3]. In particular, for each 
patient, we compared the pattern underlying the attempted 
movement of the hand affected by the stroke before and after 
the intervention, with particular interest to the connectivity 
network that the subjects significantly reinforced after the 

training. Then we performed a correlation analysis to 
investigate the existence of a relationship between the 
organization of the reinforced pattern (measured by means of 
graph indices) and the functional outcome measures specific 
for the upper limb motor recovery. 

II. METHODS 

A. Resampling approach: Jackknife 
Given an EEG dataset characterized by a certain number 

of trials, Jackknife performs leave-N-out on trials, where N is 
a percentage of trials to be randomly excluded from the 
estimation. Repeating the procedure for K replications, we 
can obtain K datasets to be subjected to connectivity 
estimation. Here, we set the parameters to the following 
values: K = 200 replications, percentage of excluded trials N 
= 50%. 

B. Experimental design 
EEG signals were acquired from 12 subacute stroke 

patients (mean age, 62.1 ± 9.9 years; 6 left/6 right affected 
hemisphere). All the patients underwent standard motor 
rehabilitation and a newly proposed add-on intervention 
based on a BCI-assisted upper limb motor imagery training 
[3]. Immediately before and after the training intervention, 
the patients were subjected to two screening sessions (PRE 
and POST) including clinical assessment and EEG recordings 
during the attempt of a simple movement by the hand 
affected by the motor deficit. The clinical assessment 
included the evaluation of the upper limb function by means 
of Fugl-Meyer Assessment (FMA, upper limb section). 

C.  Signal processing 
After data preprocessing (down-sampling at 100 Hz, band 

pass filtering (1-45 Hz) and artifact rejection), we obtained 
for each patient and each condition (PRE and POST) an EEG 
dataset consisting of approximately 60 artifact-free trials 
related to the motor task. Then we applied the Jackknife 
method. Brain connectivity was estimated from 29 channels 
by means of PDC [2]. The achieved estimations were 
averaged within 5 frequency bands: theta (4-7 Hz), alpha (8-
12 Hz), beta1 (13-21 Hz), beta2 (22-30 Hz) and gamma (31-
45 Hz). 

Once the patterns distributions were obtained for each 
patient, condition and frequency band, we performed the 
statistical comparison between PRE and POST conditions. In 
particular, to evaluate the effects of the rehabilitative 
intervention, we focused on the pattern that was significantly 
reinforced for each patient in the POST with respect to the 
PRE session (POST vs PRE). To perform this comparison, 
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we used a nonparametric test: the values in the POST pattern 
above the thresholds related to the percentile of 97.5% of the 
PRE distribution, were considered significantly reinforced. 
The PRE vs POST comparison (inverse condition) was also 
tested as control. 

To summarize the properties of the reinforced networks we 
computed some binary graph indices able to evaluate the 
network organization [5]. 

Characteristic Path Length: 
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where Li is the average distance between node 𝑖𝑖 and all other 
nodes and dij is the distance between node i and node j. 

Clustering Coefficient. The binary directed version of 
Clustering Coefficient is defined as follows: 
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where ti represents the number of triangles involving node i, 
ki

in and ki
out are the number of incoming and outcoming edges 

of nodes i respectively and gij is the entry ij of adjacency 
matrix. 

Small-Worldness. A network G is defined as small-world 
network if LG > Lrand and CG >> Crand where LG and CG 
represent the characteristic path length and the clustering 
coefficient of a generic graph and Lrand and Crand represent the 
correspondent quantities for a random graph. On the basis of 
this definition, small-worldness can be defined as follows: 

rand

G
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S =  

(3) 

A network is said to be a small world network if S>1. 

Correlation analysis 
As a last step of the analysis, we performed Pearson’s 

correlation (significance level 0.05) between the above 
defined neurophysiological indices extracted from the 
reinforced networks and the functional scale (FMA).  

For the clinical measure, to account for the high inter-
subject variability in terms of degree of the impairment, and 
for the consequent different level of recovery, we computed 
the parameter "effectiveness", defined as follows: 

100*
max PRE

PREPOST
FMA FMAScore

FMAFMAEff
−
−

=  
(4) 

where Scoremax is the maximum score that can be reached in 
FMA scale.  

III. RESULTS 
Figure 1a shows the connectivity pattern reinforced at the 

end of the rehabilitative training obtained for a patient with a 
stroke in the left hemisphere: the pattern in the motor-related 
frequency band (beta1) shows a higher involvement of 
channels over the motor areas of the affected (left) 
hemisphere during the attempt to move the right hand. 

Results of the Pearson correlation computed between graph 
indices extracted from the reinforced pattern and the clinical 
recovery are reported in Table I and in Fig. 1b and c. 

TABLE I 
RESULTS OF THE PEARSON CORRELATION COMPUTED BETWEEN GRAPH 
INDICES EXTRACTED FROM THE REINFORCED PATTERN OF MOTOR TASK AND 
THE CLINICAL RECOVERY MEASURED IN TERMS OF FUGL-MEYER 
ASSESSMENT. SIGNIFICANCES ARE HIGHLIGHTED IN BOLD. 

 
Such results show that the properties of the functional 

network reinforced after the training are significantly 
correlated with the clinical outcome, and that his is specific 
for the frequency band related to motor function, which was 
trained during the intervention (beta1). In particular, the 
direct correlation between these neurophysiological measures 
and the clinical indices informs that the patients with higher 
clinical recovery show a better organization of the reinforced 
network related to the motor function (high clustering, low 
path length, high smallworldness). The PRE vs POST 
comparison performed as control returned no significant 
results. 

IV. CONCLUSION 
The results of this study provide some important points in 

support of the proposed approach. Indeed, they show the 
feasibility of the procedure in a study aimed at capturing 
intervention-related variations in the patients’ physiological 
activity, i.e. in challenging conditions characterized by high 
individual variability. Furthermore, such results suggest that 
the proposed statistical evaluation at the single subject level 
is able to provide reliable and quantifiable 
neurophysiological measures of modifications in brain 
networks that reflect, in a significant way, the variations 
captured behaviorally by functional scales commonly used in 
the clinical practice. 
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Fig. 1. a) Reinforced connectivity pattern obtained in beta1 band (typical of sensory-motor rhythms) for a representative 
patient with lesion in the left hemisphere. The scalp is seen from the above, with the nose pointing to the upper part of the 
page. Effective connections between the brain regions (29 channels: Fp1, Fpz, Fp2, F7, F3, Fz, F4, F8, FC5, FC1, FC2, 
FC6, T7, C3, Cz, C4, T8, CP5, CP1, CP2, CP6, P7, P3, Pz, P4, P8, O1, Oz, O2) are represented by arrows whose color and 
diameter code for the corresponding connectivity values estimated by means of PDC; b) scatter plot obtained between Path 
Length and the clinical recovery measured in terms of Fugl-Meyer Assessment in beta1 band; b) scatter plot obtained 
between Clustering and the clinical recovery measure in beta1 band. 
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Abstract—The aim of this work is to capture topographical 
potential field changes (EEG microstates) during an insulin-
induced hypoglycemia experiment in 19 patients with type 1 
diabetes (T1D). Significant differences were found in the 
temporal dynamics of one microstate class in the theta band 
between euglycemia and hypoglycemia. These results encourage 
further quantitative investigation of brain network changes in 
hypoglycaemia, one of the final aims being the assessment of the 
possible use of the brain as noninvasive real-time biosensor to 
detect hypoglycaemia in T1D. 
Keywords—Type 1 diabetes, Hypoglycemia, EEG, 

Microstates. 

I. INTRODUCTION 
n type 1 diabetic (T1D)  patients, hypoglycaemia is a 
dangerous condition which may rapidly progress into 

coma, also without subject awareness, especially at night. 
Blood glucose (BG) monitoring through portable glucose 
electrochemical sensors is thus essential in the daily 
management of T1D. For such a scope, as complement to the 
use of BG sensors, the employment of the EEG signal has 
been investigated. Since the first studies in the 1950ies [1], 
several works, e.g. [2], have proven that power in the low 
theta ([4-8 Hz]) frequency EEG band increases during 
hypoglycemia [3]. Differences in terms of signal complexity 
have been also evidenced [4]. Recently, a research prototype 
portable device, measuring the EEG signal via subcutaneous 
electrodes and analysing it in real-time, has been proposed 
for the detection of hypoglycemic events [5]. Most of the 
published studies on EEG in hypoglycemia were led at single 
channel level. Multivariate analysis of EEG in hypoglycemia 
was, to the best of our knowledge, limited to the study of 
coherence reported in [6].  

The aim of this work is to better understand the changes in 
brain network dynamics that lead to the theta power increase 
during hypoglycemia by performing topographical EEG 
analysis. By displaying the resting EEG electric potential 
amplitude of all channels as a topographic voltage map at 
each time point, it is possible to define a series of quasi-stable 
topographic configurations, which last several tens of 
milliseconds, termed “microstates” [7,8]. Different 
topographical configurations, i.e., different microstates, are 
thought to be related to different functional resting state 
networks as known from fMRI. In this work, we investigate 
if there are significant differences in the time-course of 
microstates in hypoglycemia (Hypo) compared to euglycemia 
(Eu) in the broadband, and in the theta frequency range.  

II. MATERIAL AND METHODS 

A. Database 
The patient database is taken from a study approved by the 

local ethical committee, previously published by [9]. 19 
patients with T1D (58% males; mean age, 55±2.4 years; 
diabetes duration, 28.5±2.6 years; glycated hemoglobin, 
8.0±0.2%) participated in this study. Inclusion and exclusion 
criteria have previously been described in [9].  

B. Experimental protocol 
BG samples closely monitored during progressive 

induction of hypoglycemia using insulin, while the patients 
were sitting in a chair with eyes open and 19 EEG channels 
were simultaneously recorded by a digital EEG recorder 
using standard cap electrodes placed on the scalp according 
to the international 10/20 system. Offline, EEG was 
analogically low-pass filtered to avoid aliasing, then digitally 
acquired and finally down-sampled at 64 Hz. The dynamic 
range of the EEG was ±4620 µV with an amplitude 
resolution of 0.14 µ V. The internal noise level in the 
analogue data acquisition system was estimated to be 1.3 µV 
RMS. 

C. Preprocessing 
For each subject, a pre-analysis selected 5-min intervals in 

both Eu and Hypo conditions by visual inspection of the BG 
time-series (smoothed by a spline approximation of the 
samples), before and after it crossed the hypoglycemic 
threshold of 70 mg/dL. EEG data in Eu and Hypo were band-
pass filtered between 1 and 40 Hz using a 3-order 
Butterworth filter; Independent Component Analysis was 
applied in order to remove cardiac and oculomotor artifacts 
(only components with clear eye blinks, saccades and cardiac 
artefacts were excluded). EEG signals were re-referenced to 
the common average-reference. 

D. Frequency Analysis 
Before applying microstates analysis, a frequency analysis 

was performed for each 5-min Eu and Hypo intervals, using a 
Welch’s power spectral density (PSD) in theta band [4-8] Hz. 
Then, power in theta band was estimated from the averaged 
PSD. EEG data preprocessing and frequency analysis was 
realized with custom MATLAB® scripts (release 2014a, 
Mathworks Inc., Natick, Massachusetts, USA). 

E. Microstates Analysis 
Microstate analysis was performed with the freely available 
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CARTOOL software [10]. The analysis is based on a two-
stage process to obtain the prototype topographies, which 
best explain most of the signal variance, in Eu and Hypo. The 
following analysis was performed in both data filtered in [1-
40] Hz and in the theta band [4-8] Hz. First, for each patient, 
the time points of the maximum Global Field Power (GFP, 
i.e., the sum of the standard deviation of the field potentials at 
all electrodes of an average-reference map), were selected as 
the moments of high global neuronal synchronization, from 
Eu and Hypo. For each patient, the topographies of these time 
points were then clustered independently using a k-means 
clustering approach. The optimal number of clusters was 
selected based on the overall performance of multiple 
clustering validity criteria [11, 12]. In second step, the 
optimal clusters of each patient in Eu and Hypo were again 
clustered together to find the most common templates maps 
across the two glycemic conditions. Finally, these most 
common templates were fitted back to the original EEG in Eu 
and Hypo, and each time point t was labelled with the cluster 
maps based on Global Map Dissimilarity (GMD) measure 

  𝐺𝐺𝐺𝐺𝐺𝐺 𝑡𝑡 = !
!

!!(!)!!(!)
!"#!(!)

− !!(!)!!(!)
!"#!(!)

!
!
!!!      (1) 

where ci(t) is the voltage potential at the electrode i and 𝑐𝑐(t) 
is the average voltage potential of all electrodes at time t in 
the map c while vi(t) is the voltage potential at the electrode i, 
𝑣𝑣(t) is the average voltage potential of all electrodes at time t 
in the map v and N=19 is the number of electrodes. The 
GMD is equivalent to the spatial Pearson’s product-moment 
correlation coefficient between the potentials of the template 
map and the instant topography. This resulted in the 
microstates sequence. To compare the microstates sequences 
between Eu and Hypo, the following parameters were 
computed: the total time coverage (TTC) giving the percent 
of total time in the EEG recording, covered by each 
microstate class, the global explained variance (GEV) for 
each microstate class, calculated as the sum of the squared 
spatial correlation, weighted by the GFP at each time point, 
and giving a ratio of how well the template topography 
describe the whole data set [10], the occurrences/s describing 
the average number of appearances for the same microstate 
per second, and the microstate duration [13], given as 
median, geometric mean and geometric standard deviation 
[14] of the durations of each microstate in milliseconds. 
Wilcoxon signed-rank tests were used to assess whether or 
not the changes in the analyzed parameters were statistically 
significant comparing Eu with Hypo in an intra subject 
paradigm.  

III. RESULTS 
In Fig 1, the difference between averaged EEG spectral 

power topography during insulin-induced Hypo and Eu in 
theta band is shown, confirming the expected higher 
amplitude of low-frequency EEG rhythms during Hypo with 
respect to Eu.  
The 5 common template topographies obtained by the two-
step k-means clustering from data filtered in [1-40] Hz range 
(Fig. 2) and the 6 common template topographies from data 
filtered in theta band (Fig. 3), look similar, indicating that 
low-frequency activity contribute to the EEG resting state 

network. Significant changes in the temporal dynamics of 
microstate class 6 was found in the [4-8] Hz filtered data, but 
not in the broad band data. Results of the comparison of the 
temporal parameters between Hypo and Eu are summarized 
in the boxplots in Fig. 4. All temporal parameters of map 6 
increase during Hypo with respect to Eu (p<0.05).  

IV. CONCLUSION 
In this preliminary study, significant changes of the 

temporal dynamics of one specific microstate map was found 
during Hypo vs Eu in the theta-filtered data. This indicates 
that the well-known theta-power increase is specific to a 
unique large-scale brain network which spatial characteristics 
still remains to be elucidated using high-density EEG and 
electrical source imaging. 
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Fig. 1 Difference between averaged EEG spectral power topography in the 
theta band [4-8 Hz] of Hypo compared to Eu averaged across 19 T1D 
patients, confirming the preferential localization in the midparietal region. 

Fig. 3 Six most representative topographies for both glycemic conditions 
in all subjects from data filtered in theta band [4-8 Hz], named map A, B, 
C, D, 5 and 6. Map 6 is highlighted by the green square, indicating the 
significant difference of microstates parameters between Hypo and Eu for 
this map, as displayed by Fig. 4. 

Fig. 4 Results of microstate temporal parameters of the 
theta-band filtered data, separated for each microstate 
class A, B, C, D, 5 and 6 during Eu and Hypo. During 
Hypo, there is a significant increase of all parameters: 
Total time coverage (TTC), Global Explained Variance 
(GEV) and Occurrence per second for microstate 6, as 
indicated by the green line with the asterisk (p<0.05). 
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Fig. 2 Five most representative topographies for both glycemic conditions 
in all subjects from broadband data [1-40 Hz], named map A, B, C, D and 
5, according to the microstate literature convention. Only the topography’s 
relative configuration, but not its polarity is considered. These five 
template topographies are displayed per definition with red color towards 
the front. 



GNB 2016

513

GNB2016, June 20th-22nd 2016, Naples, Italy 1 

Abstract— Brain Computer interface system demonstrated to 
be technology suitable to restore communication and interaction 
with the environment in people with severe motor disabilities. 
However, they still suffer from some usability and accessibility 
problems avoiding their diffusion as assistive technology. One 
limitation is related to the cost of the equipment. Recently 
several low cost electroencephalographic amplifiers are 
appearing on the market. In this work, we evaluated the 
effectiveness of the low cost amplifier Emotiv EPOC for a brain-
computer interfaces application based on the P300 potential 
through a comparative study with a medical grade amplifier 
(gUSBamp - GTEC, Austria). 
We carried out the comparison in terms of BCI classification 
accuracy and in terms of latency and amplitude of the acquired 
potentials. Preliminary results pointed out that, with its current 
features, the consumer grade amplifier cannot ensure a 
performance level comparable to the medical grade amplifier 
one. 
Keywords—BCI, consumer grade amplifier, assistive 

technology, P300-Speller. 

I. INTRODUCTION 
 Brain Computer Interface (BCI) systems can provide an 
alternative communication channel for people with 

severe motor impairments. Indeed BCIs allow controlling 
external devices through direct brain activity recognition by a 
computer, bypassing neuromuscular-based systems [1]. 
At the state of the art, BCIs are mainly used in research 
laboratories and end users exploiting the BCIs as a means of 
replacement in their houses are still rare. The price of the 
electroencephalographic (EEG) amplifier is one of the main 
limitations for the dissemination of BCI technologies. In this 
study, we compared a low cost amplifier (Emotiv EPOC) 
with a device commonly used in research (g.tec, g.USBamp, 
Austria), in the context of a P300-based BCI application for 
communication. 
P300 is an event-related potential that appears as a positive 
deflection in the EEG signal about 250-500 ms after the 
subject recognizes a relevant stimulus between a train of 
frequent stimuli [2]. Previous studies investigated the 
usability of different EEG headsets in within-subject 
experiments [3] without make uniform the EEG cap montage. 
In this study we used the same number of EEG channels at 
the same location for both considered devices in order to 
allows for a more direct comparison of system performance. 
The latter has been assessed in terms of potentials latency and 
amplitude and classification accuracy. 

II. MATERIAL AND METHODS 

A. Experimental Protocol and EEG data pre-processing 
Nine healthy participants (3 male, mean age 25 ± 1) were 
involved in this study. The whole experiment was run with 
BCI2000 software [4]. We replicated the Emotiv declared 
montage on the gUSBamp cap to compare both amplifiers. 
So scalp EEG signals were recorded from 14 positions -AF3, 
F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4- with 
reference in P3 and ground in P4. Sampling rate was 128 Hz 
for both Emotiv and gUSBamp. The stimulation interface 
consisted in the 6 by 6 Farwell and Donchin’s matrix Speller 
[5]. Each participant underwent 2 recording sessions, one 
with each amplifier, in the same day. We randomized the 
sessions order to avoid bias due to tiredness and training on 
the interface. A session consisted of 7 runs of 5 trials each. A 
trial corresponded to the selection of a single character and 
consisted of 10 random intensifications of the 12 stimulation 
classes (rows and columns). Subjects were asked to attend to 
the desired character and mentally count how many times it 
flashed. Each stimulus was intensified for 125ms and the 
inter stimulus interval (ISI) was set at 125ms. 
Preliminarily, the EEG signal was band pass filtered (1-
10Hz) and divided into 800ms Target and Non-Target epochs 
starting with the onset of each stimulus. Epochs were 
downsampled with a 6 as decimation factor. EEG epochs 
were subsequently reorganized into a three-dimensional 
array: each 2D matrix of the array represents a single epoch, 
where rows are epoch samples and columns acquisition 
channels.  

B. Accuracy off-line Analysis 
We did a 7-fold crossvalidation using a Stepwise Linear 
Discriminant Analysis classifier (SWLDA) [6] to detect 
whether a P300 was elicited in the brain.  
We assessed off-line the effectiveness of the amplifiers as the 
offline classification accuracy, i.e. the percentage of 
characters accurately classified by the SWLDA classifier. We 
used the area under the ROC (Receiver Operating 
Characteristics) curve, abbreviated AUC, to compare 
classifier accuracy for both Emotiv and gUSBamp device 
and, since data were normally distributed, we applied a t-test 
dependent samples to investigate differences between the 
amplifiers.  

C. N200 and P300 potentials Analysis 
In order to assess amplitude and latency of N200 and P300 
potentials we considered the RSquare values (statistical index 
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of separability between two classes [7]) related to target and 
non-target stimuli, for both Emotiv and gUSBamp. In 
particular, we used Signed RSquare to maintain the 
information on the sign of the values that form the two 
classes of data. In a first stage we identify N200 and P300 
peaks in the subjects’ Grand Average RSquare. Then, for 
each single subject, we looked for the for N200 and P300 
peak considering 100 ms before and 100 ms after the Grand 
average peaks. We looked for the minimum potential values 
on P7, O1, O2, P8 channels for N200 and the maximum 
potential values on AF3, F7, F3, FC6, F4, F8, AF4 channels 
for P300. Finally, we applied a two-sample paired t-test to 
assess the differences in latencies and amplitudes of the 
potentials or a non-parametric Wilcoxon test whether the 
distributions were not normal. 

III. RESULTS AND DISCUSSION 

A. Accuracy off-line Analysis 
The Figure 1 illustrates the AUC mean values (across the 
runs) for each subjects for both Emotiv and gUSBamp. It 
shows that the Emotiv will always reach lower performance 
than those obtained using the gUSBamp, with a great 
variability between subjecs. A two-sample paired t-test 
showed significant differences (p<0.005) between the two 
distributions. 

 
B. N200 and P300 Analysis 
Table I provides amplitude and latencies value assessed for 
both Emotiv and gUSBamp’s in the interested channel. 
Emotiv latencies exhibit on average delay of 96.78 ± 9.52 ms 
for N200 and 80.08 ± 8.96 ms in P300: this difference was 
statistically significant (p<0.05) for each channel for N200 
and for 6 channels out of 8 for P300. We did not find 
significant difference in terms of P300 amplitudes between 
Emotiv and gUSBamp (except for AF4, p<0.05). For N200 

potentials, we detected an higher amplitude with the 
g.USBamp with respect to Emotiv’s: we found on average a 
difference of 1.15 ± 0.26 μV and this difference was 
significant for 2 channels out of 4 (p<0.05). 

C. Practical considerations 
One main limitation of the Emotiv epoc is that the electrodes 
are fixed on a semi-rigid support so their positioning is 
dependent on the shape of subject head. This means that the 
Emotiv channels position not always match 10-20 standard 
position. Another factor that influences performance quality 
of the Emotiv, as well as the setup time, is the amount and 
the type of the user's hair. In fact, on a subject with curly hair 
it takes a longer time to mount the headset and to ensure a 
sufficiently low impedance value. Furthermore, the saline 
solution dries quickly leading to a decrease in performance 
during the use.  

IV. CONCLUSION 

These preliminary results suggest that, due to its current 
characteristics, Emotiv Epoc could not be recommended for 
critical applications where it is important to be fast and 
accurate, such as the use of P300-based BCI to restore 
communication and interaction with the environment in 
people with severe motor disabilities. However, a future 
improvement of design’s flexibility and skin/electrode 
contact’s stability could allow a more general use and 
therefore the application in clinical practice. 

ACKNOWLEDGEMENT  
This work was supported by the Promobilia Foundation 

(Foundation Ref N° 14214). 

REFERENCES 
[1] Wolpaw E. J. (2012). Brain-Computer Interfaces: Principles and 

Practice. USA: OUP, 3-11, 15- 39, 123-144, 147-162, 227-237, 351-
360. Neurophysiol., vol. 113, no. 6, pp. 767–791, Jun. 2002. 

[2] J. Polich, “Updating P300: An integrative theory of P3a and P3b,” 
Clin. Neurophysiol., vol. 118, no. 10, pp. 2128–2148, Oct. 2007. 

[3] Femke Nijboer, Bram van de Laar, Steven Gerritsen, Anton Nijholt 
and Mannes Poel, “Usability of Three Electroencephalogram Headsets 
for Brain–Computer Interfaces: A Within Subject Comparison” . 

[4] G. Schalk, D. J. McFarland, T. Hinterberger, N. Birbaumer, and J. R. 
Wolpaw, “BCI2000: a general-purpose brain-computer interface (BCI) 
system,” IEEE Trans. Biomed. Eng., vol. 51, no. 6, pp. 1034–1043, 
Jun. 2004. 

[5] L. A. Farwell and E. Donchin, “Talking off the top of your head: 
toward a mental prosthesis utilizing event-related brain potentials,” 
Electroencephalogr. Clin. Neurophysiol., vol. 70, no. 6, pp. 510–523, 
Dec. 1988. 

[6] D. J. Krusienski, E. W. Sellers, F. Cabestaing, S. Bayoudh, D. J. 
McFarland, T. M. Vaughan, and J. R. Wolpaw, “A comparison of 
classification techniques for the P300 Speller,” J. Neural Eng., vol. 3, 
no. 4, pp. 299–305, Dec. 2006. 

 [7] A. C. Cameron and F. A. G. Windmeijer, “R-Squared Measures for 
Count Data Regression Models With Applications to Health-Care 
Utilization,” J. Bus. Econ. Stat., vol. 14, no. 2, pp. 209–220, Apr. 
1996. 

 

TABLE I 
 P300 Amplitude (μV) P300 Latency (ms) 

Channel Emotiv gUSBamp Emotiv gUSBamp 

AF3 3.25±1.41 7.4±10.21 *395.8±53.8 316.8±69.6 

F7 3.29±2.31 4.8±6.73 *394.1±62.5 319.4±73.1 

F3 2.96±1.26 5.25±6.38 *401.9±55.9 314.2±68.2 

FC5 2.38±1.18 2.89±3.25 *404.5±58.6 320.3±74 

FC6 1.7±1.78 2.79±2.1 390.6±48.8 317.7±75.2 

F4 2.89±0.89 4.42±4.37 *387.1±58.2 302.9±54.5 

F8 3.05±1.64 3.35±2.73 396.7±52.5 331.6±82.8 

AF4 *2.43±1.53 6.6±8.45 *408.8±50.2 316±71.5 

 
 

N200 Amplitude (μV) 
 

N200 Latency (ms) 

P7 *-1.2±1.33 -2.52±1.25 *320.3±18.7 215.3±30 

O1 -1.56±1.64 -2.4±1.38 *295.1±45 211.8±62.2 

O2 *-1.31±1.56 -2.73±1.55 *288.2±43.4 191±61.3 

P8 -1.73±2.25 -2.76±1.61 *293.4±42.3 191.8±40.6 
The asterisk* indicates statistically significant differences between the two 
distributions. 
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Fig.1: 7-fold crossvalidation results. Average AUC values for each subject for Emotiv and 
gUSBamp. 
 

 
Fig.2: Grand Average (Target-Non Target) at the AF3 channel: for Emotiv, in blue, P300 
latency and amplitude were  429.69 ms and 3.01 	μV respectively; for gUSBamp, in red, P300 
latency and amplitude were 359.38 ms and 4.6 	μV respectively.  
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Abstract—Lymphostasis is a morbid condition frequently 
associated with limb ulceration. Manual Lymph Drainage 
(MLD) is a well-known massage technique for treatment of 
lymphedema. In this work, an objective method to assess the 
effectiveness of MLD is investigated. The dynamics of skin 
cooling after local heating at 43 °C has been compared before 
and after MLD, on the basis of a structural physiological model 
of the skin thermoregulation. Preliminary results, collected from 
a small sample of 7 patients, show a statistically significant 
increase (p = 0.007) of the ratio of the skin-subcutaneous tissue 
thermal conductance to the epidermis thermal capacitance, 
KST/CS, after MLD. This finding encourages further 
experimentation on a wider group size. 

Keywords—lymphostasis, manual lymph drainage, 
microcirculation, thermoregulation. 

I. INTRODUCTION 
YMPHOSTASIS, secondary to the congestion of the 
lymphatic flow, is a condition often observed in patients 

with chronic leg ulcers [1]. At the early stages, lymphostasis 
of the lower limbs is associated with an intermittent, slight 
swelling of the affected leg, which frequently worsens as the 
days go by. If left untreated, the swollen areas stabilize over 
time, becoming more permanent; they do not subside 
overnight, and start to feel increasingly hard and solid. 
Manual Lymph Drainage (MLD) [2] appears to be a 
successful technique to treat these edematous conditions, as 
subjectively evaluated by patients and operators. Gentle 
circular and spiral shaped strokes are applied to the skin, so 
as to create the necessary pumping effect that assists lymph 
back-flow and aids the drainage of tissues. However, an 
objective method to assess the effectiveness of MLD is still 
lacking. Therefore, we aim at investigating the changes 
occurring in objective features of the edematous areas before 
and after a brief session of MLD (20min).  

II. MATERIALS AND METHODS 

A. Subjects 
A group of 7 subjects with lower extremity lymphostatic 

edema was recruited to conduct a preliminary evaluation. All 
the subjects involved suffered from lower limb vascular 
ulceration. Participants agreed to be included in the study, 
after receiving complete information on the purpose of the 
research and the procedures involved. 

B. Experimental setup 
The experimental protocol included two measurement 

phases for each subject, respectively before and after the 

Manual Lymph Drainage (MLD) treatment. Skin temperature 
was recorded from the anterior area of the lower limb, with a 
PeriFlux 5020 Temperature Unit (Perimed, Stockholm, 
Sweden), that can provide controlled heating of the skin at the 
measurement site. The 5020 temperature unit is able to record 
the skin temperature with a maximum error of 0.1 °C, as 
reported by the instrument manufacturer. The temperature 
probe was secured to the underlying skin with medical tape, 
in order to prevent relative displacements that might induce 
artefacts in the temperature curve. Signals were acquired and 
digitized at a 1000 Hz sampling frequency with a dedicated 
NI-6009 USB digital board (National Instruments, Austin, 
U.S.), and stored on a laptop. Measurements were taken in a 
controlled ambient temperature, set at around 21 °C. 

C. Thermal stimulation and data acquisition 
Each temperature acquisition lasted around 8 minutes, and 

comprised three distinct phases: 
1. Baseline (approximately 1 minute), in which no thermal 
__stimulation was applied to the skin; 
2. Heating (approximately 5 minutes), in which the skin was 
__heated up at a stable temperature of 43 °C; 
3. Cooling (approximately 2 minutes), in which the heat flow 
__from the probe was stopped and the skin temperature 
__gradually returned to its equilibrium. 
The position where the thermal probe was originally placed 
for the pre-MLD acquisition was marked, so as to be able to 
take the post-MLD measurement exactly at the same spot, 
thus preventing the influence of spatial heterogeneities on the 
temperature signals. Since the thermal stimulation was 
manually initiated and disabled on the frontal panel of the PF 
5020 unit, the duration of each phase might slightly vary 
among subjects. An example of a typical skin temperature 
curve, acquired with this procedure, is shown in Fig. 1. 

D. Modeling 
In order to quantitatively assess the effect of the MLD 

procedure on lymphostasis, a mathematical formalization of 
the structural ability of the skin to disperse heat was sought. A 
modified version of the physiological, compartmental model 
proposed in [3] has been adopted to this end. This structural 
model, shown in Fig. 2, includes four compartments 
representing, namely, the environment, the epidermis in 
contact with the thermal probe, the underlying subcutaneous 
tissue and the body core. According to this model, heat is 
exchanged between the environment and the skin surface via 
thermal conduction. This mechanism is also believed to 
dominate the heat transfer between the epidermis and the 
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subcutaneous tissue, as the epidermis does not have a direct 
blood supply. On the other hand, the body core exchanges 
thermal energy with the subcutaneous tissue mainly via the 
convective heat transport, mediated by the local blood flow. 
In this context, given the limited duration of the protocol, it 
was hypothesized that the amount of heat exchanged by the 
environment and the body core could not induce any 
significant temperature change to the respective 
compartments (i.e. the environment and core thermal 
capacitances are assumed to be theoretically infinite). The 
mathematical realization of the model, adopted to describe 
the skin temperature dynamics during the post-heating phase 
of the protocol, is given by the following system: 

   (1) 
  (2) 

               (3) 
              (4) 

                 (5) 

where TS, TT, TE, TC are, namely, the skin, tissue, ambient and 
body core temperatures ([Ti] = °C); CS, CT represent the skin 
and tissue thermal capacitances ([Ci] = J∙°C-1); KST and KSE 
respectively model the skin-tissue, skin-environment thermal 
conductances ([Kii] = W∙°C-1), while KF symbolizes the heat 
exchanged by a ml of blood, per unit temperature difference 
([KF] = J∙ml-1∙°C-1), and F is the local blood flow (ml∙s-1). It is 
straightforward to notice that the system above is non-linear, 
as F is in general not a constant term, being inherently related 
to the local temperature. The degree of local tissue perfusion 
is in fact modulated by a combination of control mechanisms, 
involving endothelial, adrenergic and sensory nerves [4], in 
response to local temperature changes. However, no high 
frequency perturbation nor slow fluctuation could be 
recognized in the skin temperature decay curve, due to the 
thermal inertia of the tissue. Therefore, the system above has 
been linearized, by assuming F to be constant throughout the 
entire duration of the post-heating phase of the protocol. 
Furthermore, since the measurement protocol makes only the 
skin temperature available, the basic structural parameters 
had to be combined in the following four unknown rate 
constants, so as to ensure the unique identifiability of the 
model: 

a = KF ∙ F / CT  (s-1)       (6) 
b = KST / CT   (s-1)       (7) 
c = KST / CS   (s-1)       (8) 
d = KSE / CS   (s-1)       (9) 

Model identification has been carried out with the JSim 
simulation software [5]. The Simplex, bounded, non-linear 
steepest-descent, optimization algorithm, was chosen to fit the 
simulated ŤS model output to the experimental TS data of the 
cooling phase. During data fitting, TE and TC were also 
allowed to vary around their hypothesized constant values, 
within a narrow interval (21-25 °C for TE, 36-38 °C for TC), 
in order to improve the optimizer performance. Nonetheless, 
the resulting average estimates well approximate the values 
which were originally hypothesized: ŤE = 21.10 ± 0.06 °C, ŤC 
= 37.04 ± 0.13 °C. 

III. RESULTS 
The parameters derived from the original structural model, 

and identified by fitting the decay curve extracted from each 
temperature acquisition, have been compared using a paired t-
test, to assess the presence of any significant change between 
the pre-MLD and post-MLD phases. A p < 0.05 was 
considered statistically significant; nevertheless, since the 
experimentation is still under progress, and data from a 
limited sample of only 7 subjects is currently available, the 
figures presented here have to be interpreted with a degree of 
caution. Preliminary results are summarized in Table 1, which 
reports the sample average and standard deviation of the 
aggregated parameters, before and after the MLD treatment. 
Among the five parameters, only KST/CS exhibits a 
statistically significant increase after MLD, from 26.1 ± 5.4 
1/ms to 30.2 ± 5.0 1/ms. A modest increase, though not 
significant, is also observed in KF∙F/CT and KST/CT. Widening 
the patients group size, the statistical analysis of the response 
to the MLD treatment will benefit from a larger power, 
allowing the reliable detection of narrower variations. 

  

 

IV. CONCLUSION 
A method to objectively assess the effect of the MLD 

treatment on lymphostasis, from the analysis of the skin 
temperature cooling curves, has been presented in this work. 
Preliminary results collected from 7 subjects with 
lymphostatic edema indicate a statistically significant increase 
in the KST/CS rate constant. However, the small sample size 
currently available represents a major limitation of the present 
investigation. Further experimentation is under planning so as 
to elucidate the changes in the dynamics of the temperature 
decay curve after MLD with greater statistical significance. 
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TABLE I 
RESULTS OF THE FITTING PROCEDURE 

Parameter Pre-MLD Post-MLD p 

KF ∙ F / CT         (1/ms) 13.6 ± 4.2 14.7 ± 3.2 0.480 

KST / CT              (1/ms) 12.9 ± 2.6 14.6 ± 3.0 0.214 

KST / CS              (1/ms) 26.1 ± 5.4  30.2 ± 5.0 0.007 † 

KSE / CS          (1/ms) 5.2 ± 2.1 4.7 ± 1.6 0.211 

KST / KSE 6.2 ± 4.0 7.2 ± 3.8 0.072 

† indicates a statistically significant difference 
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Fig. 2. Block diagram of the thermal compartmental model adopted in this study. The definition of the structural parameters is summarized for clarity. 
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Fig. 1. Temperature signal acquired on the epidermis during a measurement session. The baseline, heating and cooling phases are clearly recognizable. 
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Abstract—Partial Directed Coherence is a spectral 
multivariate estimator of effective connectivity. It allows to 
provide accurate estimates of connectivity patterns, including all 
the sources simultaneously in the model and thus mitigating the 
hidden source problem. However, the accuracy of the 
multivariate approach is strongly limited by the amount of data 
used for the estimate. Such drawback limits the employment of 
PDC in the real time estimation of connectivity patterns, as 
alternative feature of a EEG-based Brain Computer Interface 
application. As for scarce amount of data, the estimation 
problem is under certain and thus the solutions are strictly 
correlated with each other (multi-collinearity). Ridge regression 
(RR) represents the theoretical solution to this issue. In this 
paper we defined and implemented a new algorithm based on 
RR for the connectivity estimation in the case of few data 
samples. We tested the algorithm on surrogate data for different 
lengths and number of nodes. Results demonstrated how the 
new algorithm shows higher performances with respect to the 
classical one in the case of few data samples and provided some 
guidelines for its employment in connectivity estimation.  
Keywords—Partial Directed Coherence, EEG, 

Multicollinearity, Ridge Regression, Real Time. 

I. INTRODUCTION 
ffective Connectivity aims at describing the influence 
that one neural system exerts on another as a pattern 

holding the direction and the strength of the information flow 
between such systems [1]. It could be estimated by using 
different methods both in time as well as in frequency 
domain based on multivariate models (MVAR).  
Among the multivariate spectral estimators, the Partial 
Directed Coherence (PDC) technique been demonstrated to 
be the most accurate [2], [3]. Being based on multivariate 
approach, PDC has the advantage to reconstruct the 
connectivity pattern including, simultaneously, all the sources 
(EEG signals) in the model. However, the accuracy of such 
multivariate estimate, based on ordinary least square (OLS) 
prediction, is strictly related to the amount of data available. 
The number of data points should be, in fact, at least, one 
order of magnitude higher than the number of MVAR 
parameters to be inferred in the estimation process. This led 
to limitations in the use of connectivity in real time 
applications involving EEG signals. As this is not the case, 
the estimation problem, modelled by MVAR, is ill-posed and 
under certain and provided estimates of MVAR parameters 
strictly correlated each other (multicollinearity) [4].   
The ridge regression (RR) might represent a theoretical 
solution to multicollinearity issue since it reduces the 
solutions space dimension through a regularization approach 
[5]. For this reason, the aim of the present paper is to define, 
implement and test an algorithm for effective connectivity  

estimation, based on ridge regression, able to track brain 
networks with high accuracy in the case of scarce amount of 
data, as a first step towards the real time application. The 
accuracy and reliability of the new algorithm was tested 
under different conditions of data lengths and number of 
nodes. 

A. Partial Directed Coherence 
Supposing that the following MVAR process is an 

adequate description of the dataset Y: 
𝐴𝐴 𝑘𝑘 𝑋𝑋(𝑛𝑛 − 𝑘𝑘) = 𝐸𝐸 𝑛𝑛!

!!!   with  𝐴𝐴 0 = 𝐼𝐼 (1) 
where X(n) is the data vector in time, E(n) = [e1(n),…,en(n)]T 
is a vector of multivariate zero-mean uncorrelated white 
noise processes, A(1),A(2),…,A(p) are the NxN matrices of 
model coefficients and p is the model order.  
 It is possible to define the PDC estimator as follows: 

𝜋𝜋!"(𝑓𝑓) =
𝐴𝐴!"(𝑓𝑓)

!

𝐴𝐴!"(𝑓𝑓) !!
!!!

   (2) 

where 𝐴𝐴!"(𝑓𝑓) represents the frequency version of ij 
coefficient of multivariate autoregressive (MVAR) model 
used for modeling the dataset under investigation [2].   

B. Ordinary Least Square (OLS) 
The OLS is the classical algorithm used to estimate MVAR 
coefficients and is based on the minimization of the MVAR 
residual E as follows: 

𝐴𝐴 = 𝑎𝑎𝑎𝑎𝑎𝑎 min ( 𝑌𝑌 − 𝐴𝐴𝐴𝐴 !) (3) 

where Y is the vector of data at the actual samples and AX is 
the estimate of Y using the p data samples preceding the 
actual one (X). 

C. Ridge Regression  
Ridge Regression is like OLS prediction but shrinks the 
estimated coefficients towards zero as follows [5]: 

   𝐴𝐴!"#$% = 𝑎𝑎𝑎𝑎𝑎𝑎 min ( 𝑌𝑌 − 𝐴𝐴𝐴𝐴 ! + 𝜆𝜆 𝐴𝐴 !) (4) 

where λ≥0 is a tuning parameter, which controls the strength 
of the penalty term. Note that, when λ=0, we get the linear 
regression estimate. 

D. Simulation Study 
The simulation study consisted of the following steps: 
i. Generation of simulated EEG datasets, fitting predefined 

ground truth networks of 5, 10 and 15 nodes (factor 
NODES), under different conditions of data length (factor 
LENGTH: 100, 200, 300, 500).  

ii. Estimation of the connectivity patterns through the 
classical OLS approach and the new proposed algorithm 
based on RR. The RR was applied for different values of 
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λ (factor LAMBDA: 0,1,3,5,10, the case λ=0 corresponds 
to OLS algorithm). 

iii. Evaluation of the performances of the two algorithms 
through the null (𝐸𝐸𝐸𝐸𝑟𝑟!) and non-null (𝐸𝐸𝐸𝐸𝑟𝑟!) connections 
errors: 

𝐸𝐸𝐸𝐸𝑟𝑟! =
1

𝑛𝑛!"!!𝑛𝑛𝑛𝑛
𝐴𝐴(𝑖𝑖, 𝑓𝑓) − 𝐴𝐴(𝑖𝑖)

!∈!!"##!∈!!

 (5) 

𝐸𝐸𝐸𝐸𝑟𝑟! =
1

𝑛𝑛!"!!"##𝑛𝑛𝑛𝑛
𝐴𝐴(𝑖𝑖, 𝑓𝑓) − 𝐴𝐴(𝑖𝑖)

𝐴𝐴(𝑖𝑖)
!∈!!"!!"##!∈!!

 (6) 

Where 𝑛𝑛𝑛𝑛 is the number of  frequency samples used for 
the estimate, 𝐴𝐴 is the ground-truth network used for 
generating surrogate data, 𝑁𝑁!"## is the null connections set 
of dimension 𝑛𝑛!"## and 𝑁𝑁!"!!"## is the null connections set 
of dimension 𝑛𝑛!"!!"##. 

To increase the robustness of the subsequent statistical 
analysis, the entire procedure was repeated 100 times. The 
two errors were subjected to a two-way repeated measures 
ANOVA considering as within main factors LENGTH and 
ALGORITHM and as between factor NODES.  

II. RESULTS 
The results of the ANOVA were reported in Tab.1. All the 

three factors and their interactions influenced the two error 
parameters. 

In Fig.1 we reported a comparison for 𝐸𝐸𝐸𝐸𝑟𝑟! (panels a-c) 
and 𝐸𝐸𝐸𝐸𝑟𝑟! (panels b-d) between the two algorithms across 
different LENGTH and NODES. In Fig.1a we noticed how, 
in the case of short data length (100 samples) and 5 nodes, 
OLS showed a really higher 𝐸𝐸𝐸𝐸𝑟𝑟! (higher than 100%) with 
respect to what achieved by RR in all cases out of λ=1. The 
increase of λ in RR reduced the error close to zero. However, 
high values of λ (above 7) led to an under-estimation of the 
parameters (negative values for 𝐸𝐸𝐸𝐸𝑟𝑟!). For longer data 
lengths (Fig.1c) RR continued to show the best performances 
even if the error is reduced also for OLS. As for 500 data 
samples, OLS and RR showed similar values. However high 
values of λ deteriorated RR performances. The situation 
became worse for higher number of nodes since the 
minimum data length needed for having a nice accuracy 
applying RR increased to 200 and 300 samples for 10 and 15 
nodes, respectively.  

In Fig.1b-d we noticed a similar trend for null-connections 
error. In the case of 100 data samples, OLS confirmed to 
have the worst performances with an error above 60% for all 
the considered nodes number. Such error reduced with the 

increase of λ values used in RR algorithm. OLS and RR 
showed similar performances for data lengths above 200 
samples in 5 nodes case, above 300 for 10 nodes case and 
above 500 for 15 nodes case.  

III. CONCLUSION 
The algorithm defined and implemented for the purposes 

of this work provided valid and accurate results in the 
estimates performed on simulated data affected by 
multicollinearity. In such condition, the RR algorithm 
resulted as the best method to estimate MVAR parameters if 
compared with the classical OLS approach. The results 
provided also some guidelines for the employment of such 
algorithm for connectivity estimation. They highlight, in fact, 
λ=7 as optimal value for regularization parameters in the 
analyzed cases since higher values of λ led to under-estimates 
the MVAR parameters. Moreover they confirmed the 
inefficacy of the choice λ=1 in RR algorithm, as a case in 
which the multicollinearity is amplified because all the 
solutions converge towards a unique one [6].  

However, the good performances of RR algorithm 
deteriorated with the increase of the number of nodes, as 
expected. The errors assumed acceptable values for MVAR 
models including until 10 nodes. In the case of 15 nodes, it is 
necessary to increase the data length until 500 samples to 
reduce the errors. 

In conclusion, the results reported here demonstrated how 
the new proposed approach for connectivity estimation based 
on Ridge Regression is suitable for connectivity estimates in 
case of scarce amount of data, opening the way to its possible 
employment in real time applications. 
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TABLE I 
RESULTS OF ANOVA 

Factors Err0 Err1 

NODES 315* 278.4* 

LENGTH 2072* 395.8* 

ALGORYTHM 1315* 650.9* 

LENGTH x ALGORYTHM 1146* 526.4* 

LENGTH x NODES  365* 254.4* 

NODES x ALGORYTHM 768* 381,8* 

LENGTH x ALGORYTHM x NODES 680* 342,3* 

 *p<0.01 
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Fig.1 - Results of ANOVA on 𝐸𝐸𝐸𝐸𝑟𝑟! (a) and 𝐸𝐸𝐸𝐸𝑟𝑟! (b) achieved in PDC estimation process across different conditions of data lengths (factor LENGTH: 100 
samples in panels a and b, 200-300-500 samples in panels c and d) and number of nodes (factor NODES). The trends were reported for different values of 

regularization parameter used in RR algorithm. The case λ=0 corresponds to OLS algorithm. The value of 𝐸𝐸𝐸𝐸𝑟𝑟! and 𝐸𝐸𝐸𝐸𝑟𝑟! achieved in the case of λ=0, 10 and 
15 nodes and data length of 100 was too high to prevent the detailed observation of other cases. For this reason we decided to adjust the limits of y-axis 

without taking into account such values.  
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Abstract—Continuous glucose monitoring (CGM) sensors, 
which measure glucose concentration in the subcutis almost 
continuously, can potentially improve glycemic control in type 1 
diabetes (T1D). Despite becoming more and more accurate, 
CGM is still not approved to be used for insulin dosing non-
adjunctively i.e. without requiring confirmatory measurements 
collected by fingerstick devices. Defining the minimum level of 
CGM accuracy required for its non-adjunctive use is currently 
matter of investigation in the literature. Current state-of-art 
methods present limitations that in this work we overcome by 
an approach based on the use of a recently proposed model of 
T1D patient decision-making. Some representative examples of 
results obtainable by the approach are then documented.   
Keywords—Glucose sensors, diabetes, simulation, modeling, 

measurement error. 

I. INTRODUCTION 
YPE 1 diabetes (T1D) is a chronic disease in which 
pancreas beta cells do not produce insulin, the hormone 

responsible for the control of blood glucose (BG) 
concentration. Conventional T1D therapy consists of 
exogenous insulin administrations tuned by self-monitoring 
of blood glucose (SMBG) measurements collected 3-4 times 
per day by fingerprick devices. Several clinical studies 
demonstrated that glucose control can be significantly 
improved by the use of continuous glucose monitoring 
(CGM) sensors [1], i.e. minimally-invasive sensors which 
measure interstitial glucose (IG) concentration every 1-5 
minutes for up to 7 days. Indeed, CGM sensors can provide 
the patient in real-time with information about glucose trend 
and alerts in response to dangerous hyper/hypoglycemic 
events. Nevertheless, because it has suffered from accuracy 
problems, CGM is approved in the United States only to 
support conventional SMBG. Despite the recent 
improvements achieved in CGM sensors’ performance, if 
CGM is accurate enough to be safely used non-adjunctively, 
i.e. without requiring confirmatory SMBG measurements 
before making therapeutic decision, is still an open question. 
Indeed, a minimum level of CGM sensor accuracy for non-
adjunctive use has not been already defined. 

Defining the minimum level of CGM accuracy required for 
non-adjunctive use is presently matter of investigation in the 
literature. In this contribution we demonstrate that the current 
state-of-art method to assess the minimum level of CGM 
accuracy needed for non-adjunctive use [2] has several 
critical aspects. To overcome its limits, we propose an 
alternative method based on the use of a recently proposed 
model of T1D patient decision-making [3]. The use of the 
new approach is demonstrated by some representative 
examples.  

II. STATE OF ART AND OPEN ISSUES 
The current state-of-art method to assess the minimum level 

of CGM sensor accuracy for non-adjunctive use is due to 
Kovatchev et al. [2]. Simulations were performed by a 
retrospective method based on the net effect concept [4] that 
exploits a linear and time-invariant model of T1D patient 
physiology and consists in two steps. In the first step CGM 
and insulin pump data simultaneously recorded in a T1D 
patient are used to retrospectively estimate a signature of BG 
variability, called net effect, which is supposed to reflect a 
combination of components contributing to BG variability 
like oral carbohydrate intake, variation in insulin sensitivity 
and meal and exercise behaviours. In the second step, the 
estimated net effect signal is used as a forcing input in the 
patient model to predict the effect of a modified insulin 
therapy on glucose concentration. 

Kovatchev et al. applied the simulation approach based on 
the net effect to assess the glycemic outcomes achieved by 
CGM-based therapies for different levels of CGM accuracy. 
CGM profiles were simulated randomly extracting error 
traces from a separate training set calculated as the difference 
between CGM and high-accuracy BG references. Sensor 
error traces were then modulated to simulate different levels 
of CGM accuracy that was quantified by the mean absolute 
relative difference (MARD) between CGM samples and BG 
references. Results allowed the authors to conclude that non-
adjunctive use of CGM is feasible for sensors with 
MARD≤10%.  

The method of Kovatchev et al. presents several critical 
aspects. First, it is based on a simplified model of patient 
physiology, which does not include inter- and intra-patient 
variability of physiology, since model parameters are set to 
population values constant over time. Moreover, the model is 
linearized about the basal state and thus it cannot properly 
describe the patient glucose-insulin dynamics when its state 
significantly moves from the basal, e.g. during meals.  

Another issue concerns how CGM accuracy was simulated. 
Since CGM measures glucose concentration in the interstitial 
fluid while reference samples are collected in the blood, the 
CGM error traces include an error component introduced by 
the BG-to-IG kinetic, which is dependent on the BG profile 
[5]. Nevertheless, the authors improperly use the error traces 
extracted from the training dataset to simulate CGM error in 
the test dataset i.e. on different BG profiles, thus possibly 
generating not realistic CGM recordings.  

Finally, CGM accuracy was assessed exclusively by 
MARD which is not sufficient to fully represent the sensor 
accuracy and its impact on glycemic outcomes. Indeed, 
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MARD is an index of the sensor average performance that 
results from the combination of several components 
contributing to the sensor error, described in section III. 

III. THE PROPOSED METHOD 

The T1D patient decision-making model 
An alternative strategy presently under development in our 

group is based on a T1D patient decision-making model [3], 
schematized in Fig. 1. The model includes four submodels: 
• the UVa/Padova T1D simulator [6] (A), a non-linear model 

of patient physiology that allows to simulate BG dynamics 
of 300 T1D virtual patients for several days thanks to the 
description of inter-subject variability of model parameters 
and intra-subject variability of insulin sensitivity; 

• models of SMBG [7] and CGM [8] errors (B); 
• a model of the open-loop T1D therapy (C) i.e. the patient 

behaviour in tuning insulin and carbohydrate doses 
according to SMBG or CGM measurements; 

• a model of insulin delivery via insulin pump (D).  
CGM traces are simulated by the model of Facchinetti et al. 

[7], which explicitly takes into account the three main 
components of sensor error: BG-to-IG distortion, calibration 
error and measurement noise. As a result, CGM traces can be 
simulated starting from BG in three steps. First, the IG profile 
is obtained as the response to the BG profile of a first-order 
dynamic system with impulse response ττ //1h(t) te−⋅= and 
time constant τ, equivalent to the two-compartment model 
published in [5]. Then, a first-order linear transformation 
with time-varying parameters is applied to IG to simulate the 
calibration error, thus obtaining IGs:  

 tbbIGt)a(aIG 1010s ⋅++⋅⋅+=      (1)  

where a0 and a1 represent sensor multiplicative bias and drift, 
b0 and b1 represent sensor additive bias and drift. The final 
CGM trace is obtained adding to IGs the sensor measurement 
noise which is simulated by a second-order autoregressive 
model with input noise variance λ2. To sum up, the sensor 
error is described by 6 parameters: τ, a0, a1, b0, b1 and λ2.  

Defining minimum sensor accuracy for non-adjunctive use 
The T1D patient decision-making model can be used for 

several applications involving the in silico testing of SMBG- 
and CGM-based T1D therapies. An interesting application is 
its use for the assessment of the minimum level of CGM 
sensor accuracy required for the non-adjunctive use. For such 
a purpose, a sensitivity analysis can be performed on CGM 
error parameters in order to assess how the components of the 
sensor error affect glycemic outcomes, such as the time spent 
in hyper/hypoglycemia. The final aim is to define the region 
in the space of sensor error parameters for which the non-
adjunctive use of CGM is safe i.e. the glycemic outcomes 
obtained by the non-adjunctive use of CGM are comparable 
to those produced by the conventional SMBG. Since the 
parameters of the sensor error are not independent from each 
other, the sensitivity analysis must be performed taking into 
account the correlations between the sensor error parameters. 
For simplicity, in the following section we will present an 

example in which the T1D patient decision-making model is 
used to perform a sensitivity analysis on parameter a0 
assuming it independent from other sensor error parameters. 

IV. EXAMPLE  
In the simulated example of Fig. 2, a sensitivity analysis is 

performed on multiplicative bias a0. The red dash-dot line 
represents the BG profile obtained by the decision-making 
model when dinner insulin bolus is calculated by the true BG 
value, i.e. no error is simulated on glucose measurements. 
The black dash-dot line is the BG profile obtained when 
dinner bolus is calculated by the simulated CGM profile 
depicted in grey. In panels A, B, C and D, results are shown 
for different values of a0 i.e. 1.100, 1.050, 1.025 and 1.000 
respectively. While for a0=1.100, 1.050, and 1.025, an 
overestimation of the insulin dose results in a nocturnal 
hypoglycemia with time spent below 70 mg/dl equal to 112, 
72 and 40 min respectively, when a0=1.000 hypoglycemia is 
prevented. Therefore, in this representative example the non-
adjunct use of CGM is safe only for a0≤1. Importantly, this 
example points out how MARD is not appropriate to evaluate 
the impact of CGM accuracy on glycemic outcomes. Indeed, 
for all the tested values of a0, CGM presents an MARD≤10% 
compared to BG (black dash-dot line), and thus it would be 
considered appropriate for non-adjunctive use according to 
the results of Kovatchev at al. [2].   

V. CONCLUSION  
A simulation approach to assess the minimum level of 

CGM sensor accuracy for non-adjunctive use was proposed 
based on a T1D patient decision-making model. Future works 
concern the extension of the sensitivity analysis to all the 
sensor error components, properly taking into account their 
correlation, and to the whole population of virtual subjects. 
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Fig. 1. Schematic representation of the T1D patient decision-making model. The model input are a sequence of meals and patient’s therapy and 
physiological parameters, the model output is the resulting BG profile. The model is composed by four interconnected submodels: a model of the 
T1D patient physiology (A), models of SMBG or CGM device for glucose monitoring (B), a model of T1D therapy (C) and a model of insulin 
delivery via insulin pump (D).  

 
Fig. 2. Use of the T1D patient decision-making model to perform a sensitivity analysis on multiplicative bias a0 in a representative subject. Panels A 
to D reports: the BG profile obtained when dinner insulin bolus is calculated by the true BG value (red dash-dot line); CGM profiles (grey line) 
simulated for different values of a0, i.e. 1.100, 1.050, 1.025 and 1.000 respectively in panels A, B, C and D; the BG profile obtained when dinner 
bolus is calculated by the simulated CGM profile (black dash-dot line). 
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Abstract— We assessed the feasibility of using MetaMap to 
extract disorders, symptoms and findings from Italian clinical 
notes. We performed two experiments: in “Exp A” we used 
MetaMap and a knowledge source consisting of Italian UMLS 
sources to annotate Italian clinical notes, in “Exp B” we used 
MetaMap to analyze an English unsupervised translated version 
of the original Italian texts. Average recall, precision and F-
measure were equal to 0.53, 0.98 and 0.69, in “Exp A”, and to 
0.75, 0.95 and 0.83, in “Exp B”. For both experiments, MetaMap 
showed better performances for “Disorders” than for 
“Findings” and “Symptoms”. In conclusion, MetaMap’s 
performances with unstructured clinical notes written in Italian 
could be improved modifying MetaMap to allow generating 
Italian variants. MetaMap’s performances with English 
translation the original Italian texts, performances were good 
enough to allow using MetaMap in clinical practice. Further 
improvements could be obtained using a supervised translation 
of medical terms.  
Keywords— Clinical information extraction, Unstructured 

clinical notes, Italian language, EHR data reuse. 

I. INTRODUCTION 
ATURAL Language Processing (NLP) tools were 

developed to extract information from unstructured text 
and convert it to a structured form. NLP tools were adapted 
to analyze a wide range of texts, including clinical notes [1]. 
Clinical notes are widely used in clinical practice to report 
various types of information about patients. Information 
extraction from clinical notes has the potential to make a 
significant impact in many aspects of healthcare and 
biomedical research [1]. Nevertheless, it could be difficult, as 
clinical notes contain abbreviations, acronyms, misspellings, 
terms specific to the peculiar medical context, and are written 
by clinicians in their own languages [1]. Some efforts were 
recently done to develop new NLP tools for the extraction of 
medical concepts in texts written in languages different from 
English, e.g. for Spanish [2], French [3], and Swedish [4]. To 
the best of our knowledge, no previous study focused on the 
extraction of medical concepts from clinical notes written in 
Italian. 

The goal of this study was to understand if it could be 
feasible to use a NLP tool developed to process English text 
to extract medical concepts from clinical notes written in 
Italian. Among all the well-established NLP tools, we chose 
to use MetaMap, a tool developed by the National Library of 
Medicine (NLM) [5]. MetaMap uses computational linguistic 
techniques to identify concept in free texts written in English 
and map them to the Unified Medical Language System 
(UMLS) [6]. Our need was to adapt the existing NLP tool to 
annotate Italian clinical notes and not to develop a new 
“Italian MetaMap”. We performed two experiments: in “Exp 

A”, we used MetaMap to annotate Italian clinical notes using 
a knowledge source consisting of Italian UMLS sources; in 
“Exp B”, we translated clinical notes from Italian to English 
using Google Translator, and then we used MetaMap to 
annotate the translated texts. 

II. MATERIALS AND METHODS 

A. Experimental Setup 
Fig. 1 shows the workflow of the two experimental lines. 

We performed manual and MetaMap annotations on clinical 
notes written in Italian (“ITA-dataset”) and on their 
unsupervised translation from Italian to English (“ENG-
dataset”), using two knowledge sources, “ITA-
Metathesaurus” containing Italian UMLS sources, and 
“ENG-Metathesaurus”, containing English UMLS sources. 

We computed recall, precision and F-measure by comparing 

MetaMap’s and manual annotations.  
B. Dataset: normalization and ITA to ENG translation 

Our dataset consists of 3462 unstructured sentences from 
clinical notes written in Italian, collected at the “Policlinico” 
hospital in Milan (Italy). We performed ‘normalization’, a 
text-preprocessing task aimed at removing acronyms, 
abbreviation and spelling errors. The normalized dataset was 
called “ITA-dataset”. Clinical notes were then translated in 
English using Google Translator, obtaining “ENG-dataset”. 
C. Manual annotation 

Two expert annotators manually identified medical conceps 
in “ITA-dataset” and “ENG-dataset”, and assigned the 
corresponding Concept Unique Identifier (CUI) found in 
“ITA-Metathesaurus” and “ENG-Metathesaurus”. The inter-
annotator agreement was equal to 0.75. We extracted medical 
terms belonging to the semantic categories of “Disorders”, 
“Findings”, and “Symptoms”.  
D. MetaMap annotation 

In addition to default processing options [6], we used the 
option “ignore_word_order” to allow MetaMap identifying 
those concepts in which words were not reported in the 
standard order. 
E. Data analysis 

Only cases in which manual and MetaMap annotations 
gave the same CUI were considered as exact matches. All the 
other cases, i.e. partial mapping, mapping to a CUI different 
from the one identified during the manual annotation, or 
missing identification of the noun phrase, were considered as 
failures. We computed recall, precision, and F-measures. As 
defined by [7], recall is the proportion of the target concepts 
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that MetaMap identified correctly, precision is the proportion 
of medical concepts mapped by MetaMap identified correctly 
and F-measure is the harmonic mean of precision and recall.    

III. RESULTS 
Manual annotation of “ITA-dataset” and “ENG-dataset” 

led to a total number of 2077 medical concepts: for 99% of 
them (2056 concepts) we found a proper mapping in UMLS. 
More specifically, 77% of concepts were mapped as 
“Disorders”, 11% as “Findings” and 12% as “Symptoms”.  

Fig. 2 shows MetaMap’s performances. In “Exp A”, on 
average, recall, precision and F-measure across the three 
semantic categories were equal to 0.53, 0.98 and 0.69. In 
“Exp B”, on average, recall, precision and F-measure across 
the three semantic categories were equal to 0.75, 0.93 and 
0.84. In both “Exp A” and “Exp B” “Disorders” had the 
highest recall among the three semantic categories, while 
“Findings” showed the lowest one. Precision had similar 
values for the three semantic categories, ranging from 0.98 to 
1 (“Exp A”) and from 0.90 to 0.94 (“Exp B”). 

IV. DISCUSSION 

A. Concepts coverage 
In this study, we found that 99% of the concepts identified 

in the Italian clinical notes had a proper mapping in the 
Metathesaurus. Our findings are well in line with results 
found for texts originally written in English (see, e.g., [8]). 
Most of concepts were mapped as “Disorders”: this is in line 
with previous findings that revealed that most medical terms 
in clinical notes belonged to the category of “Disorders” [9].  
B. Recall and precision 

In “Exp A”, recall and precision were equal to 0.53 and 
0.98. This means that, although MetaMap was developed to 
deal with texts written in English [6], it allowed identifying 
about half of the concepts in the originally written Italian 
texts. In “Exp B”, recall and precision were equal to 0.75 and 
0.95. Our results are in line with those obtained in previous 
studies, which applied MetaMap to medical texts originally 
written in English (see, e.g. [10]). In “Exp A”, we obtained 
lower recall and higher precision than in “Exp B”. This result 
was not surprising, as MetaMap processing was optimized 
for texts written in English, thus some of its processing steps 
do not work properly with texts written in Italian. In both 
experiments, we obtained better performances for the 
“Disorders” semantic category than for “Findings” and 
“Symptoms”. This is in line with results described in [11], in 
which MetaMap was used with clinical discharge summaries 
originally written in English, achieving better performances 
for “Diseases” than for “Findings” and “Symptoms”. 
C. Variants, translations and slangs 

We observed that MetaMap’s failures occurred in “Exp A” 
were mainly due to the impossibility for MetaMap to 
generate variants for Italian noun phrases. As a matter of fact 
MetaMap’s “variant generation” processing step is based on 
English linguistic sources [6] that do not apply with 
languages different from English. MetaMap’s failures 
occurred in “Exp B” were mainly due to a bad ITA to ENG 
translation of medical terms and to the use of specific 
medical slang, a well-known feature of clinical notes [1].  

D. Italian versus Spanish 
The approach we used of combining unsupervised English 

translation and MetaMap is similar to the one described in 
[2], which assessed the feasibility of using MetaMap to 
extract concepts from unstructured texts written in Spanish. 
However, there were two main differences between our study 
and [2]: we used a different language (Italian vs Spanish in 
[2]) and we analyzed different types of texts (clinical notes vs 
articles from literature in [2]). Using a different language 
might affect both the accuracy of Google translation and the 
coverage of UMLS, while using clinical notes instead of 
biomedical literature could affect both the quality of Google 
translation and MetaMap’s performance. It is interesting to 
compare our results and those reported by [2]: in “Exp B”, 
we obtained an average recall equal to 0.75, which is slightly 
higher than mean similarity (a performance measure similar 
to recall) equal to 0.71 calculated across the experiments [2]. 

V. CONCLUSION 
MetaMap’s performances with English translation of 

Italian texts were good enough to allow using MetaMap in a 
wider investigation in clinical practice. Further improvements 
could be obtained using an affordable supervised translation 
of medical terms. 

ACKNOWLEDGEMENT  
The activities come within the Scientific Agreement on 

“Progress in Clinical Informatics” [Polytechnic of Milan, 
Fondazione Ca’ Granda Ospedale Maggiore Policlinico, and  
IEIIT CNR 2015-17].The authors gratefully acknowledge A. 
Bonalumi and A. Caroli from Osp Maggiore Policlinico, 
Milano, for their useful help in data collecting and 

management. 

REFERENCES 
[1] S.M. Meystre, et al. “Extracting information from textual documents in 

the electronic health record: a review of recent research,” Yearb Med 
Inf, vol. 35, pp. 128-144, 2008. 

[2] F. Carrero, J.C. Cortizo, J.M. Gómez, “Building a Spanish MMTx by 
Using Automatic Translation and Biomedical Ontologies,”, Intelligent 
Data Engineering and Automated Learning, pp. 346-353, 2008.  

[3] L. Deléger, et al. “Extracting Medication Information from French 
Clinical Texts,” Stud Health Technol Inf, vol. 160, pp. 949-53, 2010. 

[4] M. Skeppstedt, et al, “Automatic recognition of disorders, findings, 
pharmaceuticals and body structures from clinical text: an annotation 
and machine learning study,” J. Biomed. Inf, vol. 49, pp. 148-58, 2014. 

[5] A.R. Aronson, “Effective mapping of biomedical text to the UMLS 
Metathesaurus: the MetaMap program”, Proceedings of the AMIA 
Symposium. AMIA, 2001. 

[6] O. Bodenreider, “The unified medical language system (UMLS): 
integrating biomedical terminology”, Nucleic acids research, vol. 
32(1), pp. 267-70, 2004.  

[7] C.D. Manning, H. Schütze. Foundations of statistical natural language 
processing. MIT press, Cambridge, 1999. 

[8] G. Divita, T. Tse, L. Roth, “Failure analysis of MetaMap transfer 
(MMTx),” Stud. Health Technol. Inform, vol. 107, pp. 763–67, 2004. 

[9] S.T. Wu, et al, “Unified Medical Language System term occurrences in 
clinical notes: a large-scale corpus analysis,” JAMIA, vol. 19, pp 149-
56, 2012. 

[10] S. Meystre, P.J. Haug, “Natural language processing to extract medical 
problems from electronic clinical documents: Performance evaluation,” 
J. Biomed. Inform, vol. 39, pp. 589–599, 2006. 

[11] T. Sibanda, T. He, P. Szolovits, and O. Uzuner “Syntactically-informed 
semantic category recognizer for discharge summaries." AMIA annual 
symposium proceedings, pp.  714–718, 2006. 



528

INFORMATICA MEDICA
GNB2016, June 20th-22nd 2016, Naples, Italy 3 

 
 

 
Fig. 1.  Flowchart of “Exp A” and “Exp B”. 

Fig. 2.  Recall, precision, F-measure for (a) “ITA-dataset” (“Exp A”) and (b) “ENG-dataset” (“Exp B”) 
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Abstract— In shared decision making, the utility elicitation 
process involves the choice of one or more elicitation methods. 
This choice is not straightforward, especially for users who are 
not familiar with the theoretical framework, and decision 
support for this task is lacking. This paper presents the 
formalization and implementation of an evidence-based system 
meant to guide users in the choice and administration of a utility 
coefficients elicitation method. 
Keywords—shared-decision making, patient preferences, 

utility coefficients. 

I. INTRODUCTION 
N  a patient-centred care context, medical decisions are 
based both on clinical evidence and on patients’ personal 

preferences. From the physician’s perspective, involving 
patients in medical choices where a clinically superior 
alternative has not been proved means discussing with them 
all the available options and assessing their preferences 
discussing about possible outcomes, in a process known as 
shared decision making (SDM). 

Decision trees (DT) [1] may be used to formally represent 
specific clinical decision problems. A DT is a graph 
representing the different options (e.g., two or more 
alternative drugs) and all their consequences in probabilistic 
terms. In those models, patients’ preferences may be included 
as utility coefficients (UC), i.e. values that patients associate 
to the different health states they could experience after a 
therapeutic choice. The DT solution consists in finding the 
option that maximizes the expected utility. In order to elicit 
UCs, we developed UceWeb, a system that implements three 
well-known elicitation methods, namely time trade-off  
(TTO), standard gamble (SG), and rating scale (RS) [2]. 
UceWeb has already been tested on two sets of patients, 
affected by atrial fibrillation [2] and spinal cord injury [3] 
respectively, and during those experiences we detected some 
criticalities in the elicitation process, which will be illustrated 
in the next sections. 

II. ANALYSIS OF THE  PROBLEM  
In a SDM scenario, given a decision problem modelled using 
a DT, the physician needs to elicit from the patient a utility 
coefficient for each health state included in the model. A 
physician who is not familiar with the underlying theoretical 
framework could assume that the different elicitation 
methods are equally applicable to every patient. On the 
contrary, elicited values may be biased due to specific 
characteristics of both patients and health states. For 
example, the standard TTO may be inappropriate when the 
elicitation concerns temporary health states, defined as non-
chronic health states lasting less than one year [4]-[6]. In 

addition, it may not be suitable for patients whose life 
expectancy is lower than 5 years [7]-[8]. To our knowledge, 
no tools have been yet developed to guide the choice of the 
elicitation method, and this is detrimental for two main 
reasons. First, lack of support can impact on the physician’s 
motivation to engage in SDM, because of the negative 
patients’ feedback when unsuitable methods are used. 
Second, and more important, biased utility coefficients may 
lead to misjudging patients’ preferences in the decision 
making process, ultimately leading to sub-optimal decisions.  
To bridge this gap, we propose a tool able to guide physicians 
in the choice of the utility elicitation method, which should 
be tailored both to the patient and to the actual health state. 
We embedded this tool in the UceWeb system. 

III. PROPOSED SOLUTION 
To properly implement the decision support tool, we first 

enhanced UceWeb by introducing two additional elicitation 
methods: 
§ a variant of  the time trade-off  method known as  “daily 

time trade-off” (DTTO), which is characterized by a 
shorter time horizon than the original version [5],[9] . 

§ the “willingness to pay” method (WTP), which casts to a 
utility coefficient the patient’s willingness to 
hypothetically trade an amount of resources in exchange 
for perfect health. 

Moreover, we formalized twelve rules on the basis of the 
collected literature evidence (Table I). Each rule is made up 
of four components: 
§ condition: the patient’s or the health state characteristic 

that triggers the rule  
§ target: the elicitation method the rule is referred to 
§ action: the type of recommendation the rule indicates 

about the target. Available actions are “suggest” (S), 
“advise against” (A)  and “exclude” (E) 

§ reliability score: an integer value ranging from 1 to 5, 
assigned according to the significance of the supporting 
evidence (1 represents maximum reliability).  

For example, the first rule in Table I means that in the 
literature there is highly reliable evidence that advises against 
the use of the TTO method when the elicitation concerns a 
temporary health state.  
   We implemented an engine that triggers rules by matching 
rule conditions with actual patient’s and health state data, 
providing an overall recommendation for each elicitation 
method. That recommendation is presented as a traffic light, 
as shown in Figure 1. The traffic light colour represents the 
suggested action for the considered method. In case of no 
evidence, the colour is white. This information is 
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complemented with a legend showing the meaning of the 
colours, and with the detailed list of all the triggered rules, 
provided with the corresponding supporting evidence (Figure 
2). It is also possible to retrieve the average rating scores 
assigned by the same patient and by the same physician in 
previous elicitations.  

The complete UceWeb elicitation flow is summarized in 
Figure 3. As the decision support tool is activated, some 
recommendations are provided to the physician on the basis 
of patient’s data and of the considered health state.  
The physician can select the desired elicitation method 
according to the proposed recommendations. After this 
choice, the system might deliver further advices, which 
depend on the selected method and on the patient’s attitude. 
For example, at the beginning of a standard TTO elicitation, 
the patient is presented with an estimate of his life 
expectancy. This value may differ from the patient’s 
subjective expectation, and this difference may bias the 
resulting utility coefficient [10]-[11]. If such a divergence is 
detected, the physician receives a warning message in form 

of a yellow traffic light and can decide, after evaluating the 
available evidence, whether to proceed with the TTO 
elicitation. Testing the zero-trading condition is another key 
step in the flow. The majority of the elicitation tasks consist 
either in hypothetically trading time (TTO and DTTO) or 
resources (WTP) in exchange for perfect health, or in 
accepting a death risk in a hypothetical gamble for complete 
recovery (SG). In utility theory, patients are expected to be 
unwilling to trade/gamble only in case of perfect health. 
However, it has been shown that patients may behave as 
zero-traders due to factors that are independent from their 
perception of the examined health state [4],[12]. In case a 
patient is not willing to trade even if not judging a specific 
health state as perfect, the performed elicitation is not valid 
and the physician is asked to proceed with another method. 

IV. CONCLUSION 
The described decision support tool has currently been 
implemented and added to the Uceweb system. Future work 
will be focused on the validation of the tool during a real-
world pilot study. The aim of the evaluation is to demonstrate 
that this system could help the physician to better understand 
the elicitation methods and promote shared decision making 
in clinical practice. 
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TABLE I 
FORMALIZED RULES 

Condition Action 
 

Target 
 

Reliability 
score 

 
Temporary 
health state 

(Non-chronic health state,  
lasting less than one year) 

A TTO 1 

S DTTO 2 

A SG 3 

Patient unemployed  
(Patient who is not officially 

employed) 
A DTTO 4 

Mild health state  
(Health state that is not 

highly  impairing, whose 
utility coefficient is 

expected to be close to 1) 

A TTO 1 

S DTTO 3 

Short patient’s life 
expectancy  

(Patient with life  
expectancy <5 years) 

A TTO 2 

Patient is also a caregiver 
(Patient who feels 

responsible for  young 
children or non autonomous  

adult family members) 

A TTO 3 

A SG 4 

Health state involving 
 real-life risky decision  
(Impairing health state 
potentially curable with 

high-risk surgery) 

S SG 4 

Zero-trader patient 
(Patient who refuses to 

trade/gamble in elicitation 
tasks independently from 
his/her perception of the 
examined health state) 

E Any 
 method 1 

Patient’s life length 
 expectation differs 

 from the presented values 
(Patient who thinks his life  

expectancy is different  
from that presented during a 

TTO task) 

A TTO 3 

Table I . The rules formalized in the decision support tool (A=advise 
against, S=suggest, E=exclude) 
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Fig. 1. Example of recommendation for the DTTO  method. 
The “Help” link shows the colour legend, “View details” shows 
the triggered rules summary, and “View rating” shows the 
rating scores obtained in previous elicitations. 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3.  Complete UceWeb elicitation flow (TTO = time trade-off, SG = standard gamble, WTP = willingness to pay,  DTTO = daily time trade-off, RS = 
rating scale, U = utility coefficient).

.  
 

Fig. 2.  Traffic light colors legend, available through the “Help” link,  and summary of the 
triggered rules and related evidence, available through the “View details” link. 
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Abstract—Clinical reports include valuable information in the 
form of unstructured text. In this work we present a rule-based, 
ontology-driven approach to mine clinical data from Italian 
reports belonging to patients with inherited or acquired heart 
diseases. The proposed approach is part of a Natural Language 
Processing pipeline that extracts both clinical and temporal 
information from free-form texts. Part of our pipeline has been 
validated on a set of medical reports provided by the Molecular 
Cardiology Laboratories of the Fondazione S. Maugeri hospital 
in Pavia, Italy. 
Keywords—natural language processing, text mining, 

knowledge representation, information extraction. 

I. INTRODUCTION 
LINICAL reports include a great amount of valuable 
information in the form of unstructured text. The need to 

extract such information to improve medical decisions on 
diagnosis, treatment and prognosis is well-known [1]. Given 
that many diseases require continuous monitoring over time, 
identifying clinically relevant events and eliciting temporal 
relations among them is crucial [2]. 

In the field of clinical Information Extraction (IE), many 
works have been published dealing with unstructured English 
texts [3]. However, the extent of the related research for other 
languages is considerably smaller. In the case of Italian, the 
essential lack of freely available annotated medical corpora 
makes it hard to develop supervised techniques to analyze 
unstructured texts. To overcome this problem, several 
strategies have been proposed, such as the annotation of 
Italian clinical texts and the adaptation of existing linguistic 
tools to the medical domain [4]. Unsupervised techniques for 
entity and relation extraction have been addressed, too [5]. A 
considerable amount of work for the automatic analysis of 
both English and non-English texts has involved 
unsupervised approaches. Among these, rule-based 
approaches play an important role. In the field of clinical IE, 
the development of rules has been also enhanced by using 
proper domain ontologies, containing information on the 
main clinical events and their attributes [6]. 

 In this work we present a rule-based, ontology-driven 
approach to mine clinical data from unstructured Italian texts. 
The proposed approach is part of a NLP pipeline to extract 
both clinical and temporal information from a set of medical 
reports, with the final aim to automatically build a clinical 
timeline of the main events for each patient. 

Part of our NLP pipeline has been validated on a set of 
medical reports provided by the Molecular Cardiology 

Laboratories of the Fondazione S. Maugeri hospital in Pavia, 
Italy. Medical reports belong to patients with inherited or 
acquired heart diseases (e.g. long QT and Brugada 
syndrome), and cover a time span of 5 years. Many of the 
relevant data included in the reports are currently manually 
stored in the TRIAD repository (http://triad.fsm.it/triadweb), 
a database for clinical and genetic variations in the field of 
inherited arrhythmogenic diseases. 

II. METHODS 
In clinical reports, it is frequent to find occurrences of 

clinical events (e.g. instrumental tests, medications 
prescriptions, etc.) that are related to a set of attributes, which 
characterize the event itself. To explicitly represent this 
feature, we have defined an ontology, structured into Event 
and Attribute classes. Each Event is related to one or more 
Attributes, and the same attribute can be linked to more than 
one event. In the field of Cardiology, for example, an ECG 
test represents an event, while heart rate, rhythm and QT 
length represent some of its related attributes. All the 
concepts in the ontology are associated to a specific regular 
expression, which allows searching for their occurrence in 
free-form texts.  

The IE pipeline that we implemented is based on Apache 
UIMA [7] and includes standard pre-processing steps, like 
sentence splitting, tokenization and part-of-speech tagging. 
To improve performances for those reports that are structured 
into specific sections, we included an optional configuration 
file where it is possible to specify this additional information, 
which will then be processed in the pipeline. 

In our pipeline, clinical IE is performed in two steps. First, 
following the classification of medical concepts used in the 
2010 i2b2 challenge on relation extraction [8], we identify 
mentions of medical problems, tests and treatments (the 
Events of the ontology). These events are extracted by relying 
on two external dictionaries: the Italian ICD9-CM dictionary, 
and the FederFarma Italian dictionary for drugs. For each 
identified event, we then look for its attributes using the 
developed ontology. Specifically, once the ontology is 
defined in Protegé-OWL, it is automatically translated into a 
configuration file used by an “Attribute-Value” UIMA 
Annotator. Negation detection is performed by relying on a 
basic implementation of the NegEx algorithm [9]. 

There are three main reasons why we opted for an 
ontology-driven approach. First, every time a concept has to 
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be added or modified, a simple ontology update is needed. 
Moreover, if the analysis of a new set of documents was 
needed, it would be only necessary to enrich the ontology 
with new domain-related information. Finally, to analyze a 
set of documents written in another language, it would be 
sufficient to modify the regular expressions associated to the 
concepts. 

Given the lack of annotations in the analyzed corpus, to 
perform the evaluation of the proposed approach, we have 
considered the data stored in the TRIAD database. For a 
preliminary evaluation, we considered a subset of 4430 
reports randomly chosen among the entire corpus (11000 
reports). 

III. RESULTS 
To evaluate our annotations, TEST, PROBLEM and 

TREATMENT events were considered. For events with class 
TEST, we selected those that are frequently performed in the 
Cardiology Unit: ECG, Holter ECG and Effort Stress tests. 
The identified attributes were mapped to the corresponding 
fields in the TRIAD system. For each identified event in the 
reports, only those attributes for which an entry was detected 
in the TRIAD system were considered, and annotations were 
marked as correct if both the attribute name and its value 
matched those included in the database. If the identified 
attribute was reported with a different value, the annotation 
was considered not correct.  

The results obtained in this preliminary evaluation are 
displayed in Table 1. Dealing with TREATMENT events was 
not trivial: while reports often contain separate information 
on drug names, forms, and unit dosages, the TRIAD 
repository only stores drug names and daily doses. For this 
reason, the evaluation of TREATMENT annotations was 
performed both on drug names only, and on drug names with 
associated dosages (results marked with * in Table 1). 

 
 

 

 

IV. DISCUSSION 
Diagnoses are identified with an accuracy of 88.5%, which 

indicates that, although many diagnoses are correctly 
identified, improvements are still possible. As regards TEST 
Events, while the annotation of ECG and Holter tests shows 
good performances (94.7% and 88.5%, respectively), 
accuracy drops when considering Effort Stress tests, probably 
because the results of such tests are described by physicians 
with sentences far more articulated than those used for 
electrocardiograms. As expected, the evaluation performed 
only on drug names led to a higher accuracy than the one 
obtained when considering both names and dosages. 

Evaluating annotations against structured databases like 
TRIAD needs some caveats. First, the matching of the 
information written in the letter to the fields available in the 
database is a critical point. Moreover, it is not straightforward 
to recognize true annotation errors from database insertion 
mistakes. Finally, not all the data stored in the repository are 
reported in the medical text, which makes it hard to analyze 
missing data. To address these issues, efforts will be put into 
designing a more robust evaluation of automatic annotations. 

V. CONCLUSION 
The annotation procedure that we developed shows 

promising results. That said, improvements are still needed. 
As a first step, look-up dictionaries could be extended to 
include additional expressions used in reports. To this end, 
we plan to look for frequently used expressions denoting the 
occurrence of an event by studying text n-grams. Moreover, 
errors analysis on the results has shown that improvements of 
negation detection and misspelled words are needed. 

By improving the pipeline steps, it would ultimately be 
possible to build a well performing system that automatically 
inserts data into the TRIAD system, saving a lot of manual 
work and improving data quality. 
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TABLE I 
EVALUATION RESULTS 

Event 
Name 

Attributes 
Annotated 

Attributes 
in TRIAD 

Correct 
Matches Accuracy 

ECG 
26669 22546 21352 94.7% 

Holter 
26767 21538 19058 88.5% 

Effort 
Stress 

9683 3978 2367 59.5% 

Diagnosis 
4202 4077 3607 88.5% 

Prescribed 
Drug 

8720 
(8270*) 

2436 
(4584*) 

2186 
(2860*) 

89.7% 
(62.4%*) 

Evaluation results for TEST, PROBLEM and TREATMENT events. 
Evaluation of TREATMENT annotations was performed both on drug 
names only, and on drug names with associated dosages (*).  
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be added or modified, a simple ontology update is needed. 
Moreover, if the analysis of a new set of documents was 
needed, it would be only necessary to enrich the ontology 
with new domain-related information. Finally, to analyze a 
set of documents written in another language, it would be 
sufficient to modify the regular expressions associated to the 
concepts. 

Given the lack of annotations in the analyzed corpus, to 
perform the evaluation of the proposed approach, we have 
considered the data stored in the TRIAD database. For a 
preliminary evaluation, we considered a subset of 4430 
reports randomly chosen among the entire corpus (11000 
reports). 

III. RESULTS 
To evaluate our annotations, TEST, PROBLEM and 

TREATMENT events were considered. For events with class 
TEST, we selected those that are frequently performed in the 
Cardiology Unit: ECG, Holter ECG and Effort Stress tests. 
The identified attributes were mapped to the corresponding 
fields in the TRIAD system. For each identified event in the 
reports, only those attributes for which an entry was detected 
in the TRIAD system were considered, and annotations were 
marked as correct if both the attribute name and its value 
matched those included in the database. If the identified 
attribute was reported with a different value, the annotation 
was considered not correct.  

The results obtained in this preliminary evaluation are 
displayed in Table 1. Dealing with TREATMENT events was 
not trivial: while reports often contain separate information 
on drug names, forms, and unit dosages, the TRIAD 
repository only stores drug names and daily doses. For this 
reason, the evaluation of TREATMENT annotations was 
performed both on drug names only, and on drug names with 
associated dosages (results marked with * in Table 1). 
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Abstract—Concurrent chemo-radiotherapy (CCRT) is a very 
efficient treatment for head and neck cancer but it can cause 
severe acute toxicity; therefore, home patients undergoing 
CCRT have to be tightly monitored. To this purpose, we already 
developed an app, addressed to patients or their home 
caregivers, whose configuration can be decided from time to 
time by the oncologists in order to meet specific patients’ needs. 
The app regularly sends data to the hospital server for 
monitoring purposes. In this paper, we propose to improve this 
monitoring system with a guideline-based decision support 
system able to help doctors with the app configuration and, 
more in general, with prevention, diagnosis and treatment of 
CCRT side effects. 
Keywords—Telemedicine, m-health, decision support, 

patients’ monitoring. 

I. INTRODUCTION 
ONCURRENT chemo-radiotherapy (CCRT) is proved to be 
one of the most effective treatments for unresectable 
head and neck cancers (HNCs) in high risk patients [1]. 

Cetuximab added to radiotherapy is another effective option 
for locally advanced HNCs [2]. However, the benefits of 
these treatments may be compromised by their associated 
toxicity, which may lead to a severe impairment of the 
patient’s quality of life or even to death. The occurrence of 
toxicity may require reducing the dose and treatment 
intensity, thus increasing the treatment duration and 
compromising the survival benefits of the integrated 
approach. In order to avoid an excessive worsening of the 
patients’ quality of life, prevention and treatment of these 
toxicities become essential. To standardize the process of 
optimally adjusting the treatment for those patients, 
controlling the complications and reducing their management 
costs, the Italian Association of Medical Oncology (AIOM), 
the Italian Association of Oncologic Radiotherapy (AIRO) 
and the Italian Head and Neck Oncologic Society (IHNS) 
joined efforts to implement a comprehensive clinical practice 
guideline. 

Within a collaboration with the IRCCS Foundation 
National Cancer Institute in Milan, the Laboratory for 
Biomedical Informatics “Mario Stefanelli” of the University 
of Pavia developed a mobile application called HeNeA (Head 
and Neck Application), to help the collection of patient-
reported outcomes (PROs) [3]. Our organizational model 
envisages that HeNeA is configured by the physician when it 
is provided to the patient (e.g., at discharge or at a control 
visit). According to the guideline and depending on the 
therapy (radiotherapy alone or combined with systemic 

therapy), the oncologist defines which clinical parameters 
have to be collected (e.g., weight, temperature, blood 
pressure) and which questionnaires have to be filled in by the 
patient (e.g., MDADI for dysphagia, EuroQol for quality of 
life); the doctor also indicates the data collection frequency.  

Data are automatically sent to the hospital server, through 
which the oncologists may oversee the patients’ disease 
evolution in terms of temporal plots and aggregation charts 
(e.g., bar and pie charts). Moreover, HeNeA offers the 
possibility of keeping in touch with the health care staff or 
with “peer” patients. It supplies some educational material, to 
provide patients with all the information they might need 
about their disease and the possible side effects of the 
treatment. 

Presently HeNeA is structured as a standalone monitoring 
system, implemented as a mobile application for the patient 
and a web application for the doctor, and lacks the dynamic 
integration of the guideline recommendations. In this work, 
we propose an extension to HeNeA, integrating two separate 
decision support systems (DSSs) within its workflow to 
simplify its adoption and make its use more straightforward 
for the physicians. The first DSS should help the doctors in 
properly configuring HeNeA with the most appropriate 
parameters and questionnaires for the actual patient, while 
the second one should support the doctor in optimizing the 
prevention, diagnosis and treatment of the CCRT side effects. 
This is accomplished by regularly inspecting risk factors and 
analyzing the PROs, in order to early identify the patients 
that require an intervention. We believe that integrating 
HeNeA with the guideline will improve both data collection, 
by a more correct personalization of the data input process, 
and PROs exploitation, by their timely integration with 
hospital data, which possibly will trigger new and more 
appropriate recommendations.  

II. METHODS 
The clinical practice guideline is presently available in 

paper format, so it should be formalized and rendered into a 
computer-interpretable format to be integrated into HeNeA. 
An authoring tool would help in speeding up and simplifying 
this task. To this purpose, we chose Alium, by Deontics Ltd, 
which allows creating a care pathway using PROforma to 
define processes, data, clinical logic and decisions. 

PROforma is a language representing clinical protocols and 
guidelines in a machine-executable format; it defines 

A decision support system for managing chemo-
radiotherapy side effects in patients with head 

and neck cancer 
E.M. Zini1, G. Lanzola1, P. Bossi2, L. Licitra2 and S. Quaglini1 

1 Department of Electrical, Computer and Biomedical Engineering, University of Pavia, Italy 
2 Head and Neck Medical Oncology Department, IRCCS Foundation National Cancer Institute, Milan, Italy 

 

C 



536

INFORMATICA MEDICA
GNB2016, June 20th-22nd 2016, Naples, Italy 2 

processes as a set of PROforma components [4]. The most 
frequently used components are tasks and data items. There 
are four classes of tasks: Action, which represents a 
procedure that needs to be executed in the external 
environment (e.g. a surgical procedure); Enquiry, which 
represents a point of information acquisition from an external 
person or system; Decision, which represents a point at which 
a choice has to be made; Plan, which is a collection of tasks 
grouped together [5].  

An analysis of the guideline has shown that it can be 
subdivided into 7 areas: Skin Care, Oral Cavity Care, 
Swallowing Care, Nutrition-Hydration, Septic Syndrome, 
Haematologic Toxicity Care and Pain; each area includes 
different CCRT side effects. For each side effect, the 
guideline involves (i) risk factors assessment, (ii) evaluation 
of the patient’s answers to a specific questionnaire and (iii) 
clinical evaluation.  After this diagnostic assessment of the 
side effect, a set of actions for its prevention and/or treatment 
is suggested. The guideline provides separate 
recommendations concerning which data to collect 
(depending on the initial patient status) and how to interpret 
them. This translates into our proposal of two different 
decision support systems for the physician, one to customize 
HeNeA, that in turn will generate better recommendations 
and enquiries for the patient, and another one to obtain 
recommendations for the side effect management. 

III. RESULTS 
The guideline workflow for HeNeA customization is 

shown in Figure 1: after a step of demographic data 
collection and assessment, general recommendations (i.e. 
valid for any patient) are chosen to be included in the app, in 
order to provide the patient with tips about the side effects 
prevention. Additional recommendations are then set based 
on the specific patient’s data (e.g. recommendations for 
smokers). Finally, an evaluation for each side effect suggests 
which questionnaire the patient should fill-in and with which 
frequency. 

Figure 2 shows the workflow for prevention, diagnosis and 
treatment of a generic side effect considered in the guideline 
(its PROforma representation is shown in Figure 3). The first 
step is, again, the risk factors assessment, followed by a 
check of the presence of the side effect in the Electronic 
Health Record (EHR). If the side effect is already present, 
then it must be treated, otherwise it must be prevented. Since 
patients, while not hospitalized, access the radiotherapy 
service almost every day, the guideline is intended for them 
as well as for the healthcare personnel. Patients already 
receive recommendations, mostly related to prevention, 
through the app; the computerized guideline should provide 
doctors and nurses with recommendations about prevention 
and treatment of the side effects through the website 
interface. Figure 2 shows a general workflow that must be 
instantiated for every side effect, as each of them has specific 
recommendations for prevention and treatment.  

Once a care pathway has been authored in Alium, an 
engine can execute the process description and show to the 
doctor decisions to be taken and actions to be performed 

(Figure 4). At the moment, data are entered by the doctor 
through an Alium-generated form, but the plan is to use in the 
future also data coming from an EHR. That being the case, 
we have defined an architecture to identify the points of 
integration of the proposed DSSs within HeNeA, as shown in 
Figure 5. The newly introduced elements in the HeNeA 
infrastructure are the two DSSs and the library of computer-
interpretable guidelines, which are executed by the Alium 
engine upon doctor’s request, providing support for the 
oncologist’s decisions according to the patient’s data 
extracted from the EHR and integrated with PROs coming 
from HeNeA. 

IV. CONCLUSION 
A decision support system could simplify the oncologist’s 

work, supporting the doctor in decisions about the patient’s 
monitoring and in the diagnosis or treatment of side effects. 
Moreover, collecting the patient’s clinical data and answers 
to specific questionnaires through the mobile application 
could considerably reduce the overall time to prepare the 
visit, granting more time for the visit itself. 

Finally, studies have proved that symptom monitoring 
during routine cancer care using PROs can enhance clinician 
awareness and improve symptom management. That being 
the case, tailoring the app setting for a specific patient could 
significantly improve the symptom monitoring. Conversely, 
when undetected in the absence of patient self-reporting, 
symptoms may continue to worsen and cause serious 
complications, lead to hospital visits, limit the ability to 
safely deliver chemotherapy and diminish outcomes [6]. 

Presently we are in the process of formalizing the guideline 
using Alium. The next step will consist in integrating the 
guideline into the HeNeA system: the PROforma Enquiries 
should link directly to the EHR to fetch the data acquired 
through the mobile application. At the same time, the 
suggested recommendations should reach the oncologist 
through the same web application that presently shows the 
patients’ data summaries by synchronising with HeNeA. 
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  Fig. 1.  A scratch of the workflow of decision support system for HeNeA                        Fig. 2.  The workflow of the DSS for side effect management. 
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    Fig. 3.  PROforma rendering of the workflow for side                                                           Fig. 4. Alium rendering of a recommendation. 
       effect management shown in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5.  The system architecture, showing in particular the two DSSs for HeNeA configuration and for side effect management. 
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Abstract— E-learning is electronic learning, and typically, 
this means using a computer to deliver part, or all of a course 
whether it's in a school, part of your mandatory business 
training or a full distance learning course. Today Moodle has 
become a consolidated standard for the e-learning in many 
scenarios of e-learning in Italy focuses on Health Sciences. An 
example of this is the wide use of Moodle in Sapienza University 
(the largest university in Europe) and ISS (The Italian National 
Institute of Health). Facing Moodle for who has the ambition 
and general idea to rapidly design 
interfaces/modules/procedures could means: 

a) Facing the complexity of a standard system with both 
defined rules and defined steps.  

b) To delay thus the design itself.  
The purpose of the study, in order to overcome the two above 

listed problems, was to investigate the use of novel ICT 
technologies to construct new easy-to-design models of e-
learning without recurring to adhere to the standard Moodle 
and compatible with the APP smartphone technology. We have 
proposed a new methodology of e-learning based both on the 
Google drive technology for the folder sharing and online 
surveys/online-modules easily designed using OneDrive and 
Excel Online. In particular three different modules for three 
different modalities of exams have been designed and tested at 
the minimal GSM supply.  

 
Keywords— E-learning, Moodle, Digitalization, Smartphones, 

App, Survey 
 

I. INTRODUCTION 
UIte simply, e-learning is electronic learning, and 
typically this means using a computer to deliver part, or 
all of a course whether it's in a school, part of your 

mandatory business training or a full distance learning 
course. 
In the early days it received a bad press, as many people 
thought bringing computers into the classroom would remove 
that human element that some learners need, but as time has 
progressed technology has developed, and now we embrace 
smartphones and tablets in the classroom and office, as well 
as using a wealth of interactive designs that makes distance 
learning not only engaging for the users, but valuable as a 
lesson delivery medium. 
Building partnerships with quality training providers, and 
combining this with a dedicated experienced technical team 
and support staff. There are several benefits to e-learning 
whether you choose to use it on its own, or to enhance the 
existing in house training. It's cost effective and saves time is 
for example one of these. 
By reducing the time taken away from the office, removing 
travel costs and doing away with printed materials, online 
learning helps you to save money and increase workplace 

productivity. It also means  staff  will be happier and focused. 
Many face to face courses only operate within normal office 
hours. By allowing staff to complete the course when and 
where they like you can make sure disruptions to your busy 
working schedule are minimized. This also means that staff 
will be happier because they don't need to travel to specific 
training centers, and if they have important work to catch up 
on mandatory training can be done outside of office hours in 
exchange for lieu time. Most of courses have an average 
learning time. E-learning is discreet, in fact not everybody 
feels comfortable learning in a large group, especially if they 
find something hard to understand that co-workers have no 
problem with. E-learning allows each individual to tackle the 
subject at their own pace, with interactive tasks being set in 
place to ensure a thorough understanding throughout each 
module.  
 
B. Moodle in the  field of Health Sciences Courses in Italy 
 
In a study conducted during a Thesis focused in didactics 
furnished in Health Sciences in Italy we enlightened that 
Moodle [1-3] has  becoming  a “standard de-facto” both in: 
 

1) University courses. The University “Sapienza”, for 
example,  the largest University in Europe, gives the 
chance to follow many course in e-learning 
modalities based in Moodle [4]. 
 

2) Institutional public entities. The Istituto Superiore di 
Sanità, the Italian Institute of Health *”The Institute 
conducts scientific research in a wide variety of 
fields, from cutting-edge molecular and genetic 
research to population-based studies of risk factors 
for disease and disability. Research priorities are 
based on those set forth in the National Health Plan. 
The Institute is also involved in several major 
clinical trials, which are frequently conducted in 
cooperation with the Scientific Institutes for 
Research and Care “IRCCS” network and Hospitals 
and mostly important formation in Health Sciences” 
plans e-learning courses in Moodle [5]. 

 
C. Vantages and disadvantages of using Moodle 
 
As  amply enlightened above, Moodle is in its different forms 
a standard. This means that for everyone which is going to 
face e-learning with the general idea and ambition to rapidly 
design interfaces/modules/procedures this could means: 

a) To face the complexity of a standard system with 
both defined rules an defined steps  

b) To delay the design itself 
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E. Purpose of the Study 
The purpose of the study, in order to overcome the above 
listed problems, was to investigate the use of novel ICT 
technologies to design-and-test new easy to design models of 
e-learning without recurring to adhere to the standard Moodle 
and, very important, compatible with the APP in the 
smartphone technology. 

II. METHODS 
The methodological flow involved  
 

•      The investigation on a   network drive 
methodology suitable to share “contents”. 
 

•     The investigation of   automatic tools suitable to 
design online forms capable to replace the most 
commonly furnished tests during the exams at 
University. 

 
Both the two points should be smartphone-compliant. 
 
 
A. Network drive technology 
 
Sharing folders in Google Drive allows you to easily share 
multiple files also giving the possibility to decide the rights 
of modifying (or not) the files recalling the role of a system 
administrator, without charge. This is quite useful for the 
organization. In fact the Director of a Course and teacher 
could design a secure methodology to share-without 
“contents” relevant to the single courses. 
 
B. The design of online forms. 
  
Microsoft allows you to create online surveys (or modules) 
easily using OneDrive and Excel Online. The best part is that 
the participants are not required to sign in to OneDrive [6]. 
You can just generate a unique URL for the survey and 
distribute it. 
Only the manager of the survey needs to have an account. To 
create your survey, open up your OneDrive account and from 
the Create menu dropdown, select the Excel Survey option.  
We imagined there different scenarios for the design of these 
modules (Figure 1). The surveys in onedrive allows the 
design of questions with the following chances: 
 

a) Text     b) Paragraph Text   c) Date d) Numerical 
e) Time    f) Yes or NO 

Figure 2 Enlightens   this in an “Italian menu” 
The data captured by the survey or module are stored in a file 
based on Exel online. 
 

III. RESULTS 
We have designed the three different modules. One has 

been proposed for the course of Bioengineering at the Ital-ian 
Course at Sapienza University“Laurea Magistrale in Scienze 
delle Professioni Sanitarie Tecniche Diagnostiche. In this 
course the exam is based on: 

• A monographic research (2/3 of the exam) 
• A dissertation with the choice of one argument among 

three proposed.  
The second module has been based on the exam of “in-

formatics” in the same Course. This exam is based on sev-
eral questions. Each questions has four possible chances; 
only one chance is correct. Figure 2 shows the configuration 
of  questions. Figure 3 shows the module for exam in 
informatics. The third module is based on a general exam of 
Statistics as for example in Courses of the so called “Laurea 
Triennale”. This module considers also numerical answers. 
The numerical answers from the sur-vey/module compiled by 
the student are as the other auto-matically stored in the Excel 
file also   for automatically assign the assessment of the 
exam, as many teacher do. The module have been sent using 
the URL to destination. We have never assisted to failures in 
the delivery or in the compilation/submission. We have tested 
the methodology in critical conditions such as minimal GSM 
supply, during a trail with low GSM field of a train without 
WI-FI or in an uncomfortable territory (mounatins). We have 
never assisted to failures in the delivery or in the compila-
tion/submission at the minimal GSM supply.        

IV. CONCLUSION 
A novel methodology for the e-learning has been investi-
gated. The methodology was based both on the Google drive 
technology for the folder sharing and online surveys easily 
designed using OneDrive and Excel Online. Three different 
survey modules have been successfully designed for three 
different methodology of exams in e-learning modalities and 
successfully tested at the minimal GSM supply. Future 
activity will consider  the inclusion of the methodology in the 
routine procedures in the Course at Sapienza University“ 
Laurea Magistrale in Scienze delle Professioni Sanitarie 
Tecniche Diagnostiche, in particular will be focused to the 
twi following issues: 
• The design modules for exams. 
• The design of modules to  collect the feedback of the 
students about considerations and problematics relevant to 
the didactics. 
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Fig. 1.  The Requirements of the Environment for the design of the modules for the exam 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

 
 
 

Fig. 2.  Configuration of the Questions 
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GNB 2016

543

GNB2016, June 20th-22nd 2016, Naples, Italy 1 

Abstract— WhatsApp Messenger is a proprietary cross-
platform instant messaging client for smartphones. It uses the 
Internet to send text messages, multimedia files (images, video, 
audio), position to other users using standard cellular mobile 
numbers. Today, WhatsApp had a user base of up to one billion, 
making it the most globally popular messaging application.  

The image exchanging is a basic issue in digital-cytology in 
order to reach a correct diagnosis by means of the tele-
consulting. 

A study for the investigation of the use of Whatsapp in 
digital-cytology was designed. 

Preliminary results are showing the usefulness of the 
methodology based on Whatsapp. 

 
Keywords—Digital Cytology, Tele-consulting, Tele-pathology, 

Whatsapp messanger. 

I. INTRODUCTION 
IGItal cytology is a field of digital pathology that 

integrates medical knowledge and properly designed 
information and communication technologies to investigate 
the morphological alterations in different degrees of 
morbidity directly on a digital image called virtual glass (or 
e-slide)[1-3]. E-slides are the product of a digitalization 
workflow by means of a heterogeneous process that starts 
from the microscope slide. The core element of the 
digitalization process is the digital scanner whose degree of 
magnification depends on its scanning resolution. Until 
recently, e-slides were mainly exchanged using personal 
computers as clients, which rendered it possible to 
successfully set up effective networks for teleconsulting and 
e-learning[1,4,5]. In previous studies [6,7] we showed the 
importance of using health technology assessment (HTA) 
tools in telemedicine and e-health for the assessment of both 
the acceptance and performance of a telemedicine solution. In 
2008, we successfully investigated the acceptance and 
performance of virtual microscopy using PC platforms with a 
dedicated HTA tool[8]. In recent years, further technological 
advances have opened up new directions of research for 
digital cytology, including integration with DICOM 
(www.dicom.com), integration with three-dimensional 
technologies  and utilization of tablet technologies [9-14]. 
Today, tablets are replacing personal computers, especially in 
multimedia operations of medical images in telemedicine and 
e-health. Nevertheless, no one has so far investigated the 
implications of the introduction of tablets in the e-laboratory 
of cytology. The implications of the changes that tablets 
could introduce in the  [15-16] e-laboratory are wide, which 
should be addressed by means of a proper HTA study. 
In [22] we have investigated the introduction of the Tablet 

technologies in digital-cytology by means of a specific study 
of HTA. 
The Tablets can be divided into three groups: 
-Wearable Tablets (such as the smartphones). 
-Portable Tablets (the ones large as an A4 or A4/2 foil). 
-Not Portable (such as the Epson Xdesk). 
 
New frontiers are today offered by the APPs for the 
smartphones for the exchange of the multimedia-files 
(images, video, audio) as for example in the case of the so 
called messengers. These APP are useful to send text 
messages, multimedia files (images, video, audio), position to 
other users using standard cellular mobile numbers. The 
investigation in telemedicine teleconsulting of new solutions 
based on these new APPs could introduce new opportunities 
for the remote diagnosis. 
 

II. THE DESIGN OF THE SYSTEM FOR TELE-CONSULTING 
 
The methodological flow involved the following steps: 
 
1. Identification of the messenger 
2. The choice of the medical images 
3. Set up of the Work-group 
4  Set up of an environment for the investigation of the 
    Acceptance of the methodology 
 
 

A. Identification of the messenger 
WhatsApp Messenger is the most diffused and most 
convenient way of quickly sending messages on your mobile 
phone to any contact on your contacts list in the phone. 
Obviously the only requirement is that people involved in the 
Network must have the app installed on their own device. 
Currently, WhatsApp is compatible with just about all mobile 
operating systems on the market: Android, iOS, Symbian and 
Windows Phone.  So this basically means you’ll be able to 
use WhatsApp to communicate with any friend, regardless of 
what model of device they have. WhatsApp users can send 
text messages, voice messages, links and images to any other 
user. Automatic image compression makes transferring files 
very easy (although there is obviously some quality loss). 
This first characteristics makes Whatsapp useful for the 
remote-image exchanging 
One of the most interesting and most used tools on 
WhatsApp is the one that lets you easily create and manage 
groups. Any user can enter any group, as long as they’ ve 
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been invited by the group’s creator, and they can leave it 
whenever they want. 
This second characteristics makes Whatsapp useful for the 
creation of groups for tele-consulting in  medical imaging 
such as in digital-cytology.   

B. The set-up of a Work-group 
A group has been settled up using the specific  

functionalities of Whatsapp. 
A first LOGO has been defined. 
At the moment a group of experts is under recruitment 

including subjects having worked in the previous 
investigations [1-15] and specialists in digital cytology. 

Figure 1 enlightens the group of “Digital Cytology & 
Wapp” 

C. The choice of the medical images 

 The e-slides scanned by means of the Aperio (Leica 
Microsystems, Inc., Buffalo Grove, IL, USA) scanner have 
been positioned in a server at http://www.diditalslide.it.  All 
the e-slides have been investigated at Zoom level 1⁄4 40X. 
We used Image-scope which is compatible with the Windows 
OS platforms for the connection and extraction of the 
information. A total of 38 snapshots have been extracted 
from six e-slides relevant to cervico-vaginal [15]. For each 
one of them, three basic information have  been furnished.  
Figure 2 shows the image-exchanging in the environment of 
the WhatsApp. Figure 3 shows an image exchanged with the 
relevant magnification. 
 

D. The set-up of  an environment for the investigation of       
Acceptance the methodology 

 At the moment we are designing a specific environment for 
the assessment of the methodology based on the HTA 
methodology using the previous successful approach 
designed for the Digital Cytology. In order to speed the 
assessment we have planned to design the questionnaires for 
the data-collection in the HTA using the online-surveys based 
on “onedrive methodologies”. This allows an easy collection 
of the feedback directly in online excel ready for the post 
processing elaboration and analysis (www.microsoft.com) . 

III. CONCLUSION 
This work from a global point of view shows how the so 

called multimedia-messangers mostly used for social 
networks  could contribute in telemedicine-medical imaging. 
In particular the paper demonstrates that the use of Whatsapp 
for the tele-consulting is feasible. Even if the study is at an 
initial stage, preliminary results are indicating that the 
methodology could give a great contribution in the field of 
Telemedicine. The Output from the HTA study in fact is 
expected to give indications to stabilize and spread the 
methodology 
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Fig. 1.  The creation of the WorkGroup in the Environment of Whatsapp 
 
 

 
 

Fig. 2.  The exchange of the images of digital Cytology in the Environment of Whatsapp 
  

 
 

Fig. 3.  A single image of digital-cytology in Whatsapp . 
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Abstract—The ASL CN1 with The Saint Anna and San 
Sebastiano of Caserta AORN, thanks to two groups of 
multidisciplinary professionals, supported by Partner 
companies that provide ICT services, have created two different 
projects, in two realities so culturally and geographically very 
different, in order to evaluate the effectiveness of telemedicine 
services in cancer prevention and monitoring of patients with 
chronic diseases, such as heart failure. The ultimate goal was to 
analyse the experimental data and evaluate using the MAST 
model (Model for the Assessment of Telemedicine) the impact of 
telemedicine on patients management as well as the effects in 
terms of re-engineering of processes and organizations. 
Keywords— Telemedicine, ICT technologies, networks, 

healthcare, MAST model, patients. 

I. INTRODUCTION 
We live in an age in which the overall spending on the 

health sector is, on average, 9% of the gross domestic product 
of the European countries and chronic diseases affect only for 
75% on the total health budgets. The number of  European 
senior citizens and the incidence of chronic diseases are 
increasing.  

While healthcare needs increase, the economic resources 
available diminish. This situation confers priority to an 
intervention of political rescheduling of the welfare planning, 
identifying and adopting new healthcare dispensing models. 
Now it is possible to encourage a healthy aging thanks to 
effective prevention from an early age and to the remarkable 
evolution of ICT technologies which are revolutionizing the 
prediction mode and disease treatment. The Observatory 
Netics, in its Telemedicine Market Overview 2015, has 
defined the year 2016 "that of telemedicine", the year that 
will see the take off telemedicine services, starting from those 
for home tele-assistance and tele-consultation that are 
constantly growing. 
The Working Group that produced the projects presented 
below, believed in it since 2007, and the strategic guidelines 
of the National Health Service, as well as the penalty 
measures foreseen for inappropriate hospital admissions and 
delayed hospital discharges, predict that the year 2016 is "the 
turning point." 

II. MATERIALS AND METHODS 
The methodology chosen for the evaluation of the projects 
has been the MAST model (Model for the Assessment of  

Telemedicine) which is the gold standard in the HTA 
analysis indicating seven domains for accurate and cross-
evaluation of telemedicine services. 

The first experience concerned the prevention of breast 
cancer for women in Caserta. The service, originally 
designed and funded in 2007 as part of the POR Campania 
2000-2006 Measure 4.11 was revised in 2013, with the 
adoption of cellular technologies that have enabled the 
transmission in mobility of medical images with a 
simultaneous reduction of the costs of connection. The 
prevention project, wanted by the hospital "Sant'Anna and 
“San Sebastiano”, assisted by the Red Cross volunteers of the 
Caserta Provincial Committee, has allowed women living in 
rural areas of the province to undergo screening 
mammography free of charge and without having to go to the 
hospital of Caserta. Images sent with smartphone, through a 
secure network, arrived at the Operations Centre, located in 
the Hospital of Caserta, and there were consulted from the 
medical specialist for reporting. The second project involved 
the management of patients with chronic heart failure and 
residents in the te territories of competence of the ASL CN1. 
In this experience, unlike the usual care management, the 
project provided that the medical staff would go to the 
patient's home, detect the main clinical parameters using the 
"telemedicine kit", and then send the data to the Central, 
where the medical specialist takes care of reporting. 

III. RESULTS 
From the analysis of the experimental data has been clearly 
demonstrated that the approach to care by telemedicine has a 
profound social impact, it improves quality of life and it’s not 
only economically sustainable but mostly capable of 
producing significant savings. Then in view of indentation of 
spending and improving the quality of life, information and 
communication technologies, and in particular the two 
telemedicine projects implemented, represented for the 
two regions a possible path to follow, able to 
offer delivery and management 
models of alternative and more effective care, by transferring 
to the two territories, methods and skills currently available 
only in the hospitals. 

Telemedicine: from technological experiment 
to a new cultural model and for the  

Welfare State 
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IV. CONCLUSION AND FUTURE DEVELOPMENTS 
In conclusion, telemedicine can be a valuable and real tool to 
improve the Italian healthcare. Its affirmation, however, is 
limited by the absence of a legal regime governing the 
recognition by the National Health Service of the relative 
performance. Without an appropriate political, legislative and 
economic support, the modernization of our health care 
system it’s impossible. 
It is hoped, therefore, that in the near future, we can really 
talk about sustainable healthcare offer and in line with the 
needs of patients. 
 

BIBLIOGRAPHY 
- Ministero della Salute, “Telemedicina: Linee di indirizzo 
nazionali”  
- Commissione permanente sull’Innovazione Tecnologica 
nelle Regioni e negli Enti Locali, “Tavolo di lavoro: 
Telemedicina” Giampiero Papi, Fabrizio L.Ricci, “La 
telemedicina”  
-  Giampiero Papi, Fabrizio L.Ricci, “La telemedicina”  
- Giampiero Papi, Fabrizio L.Ricci, “La telemedicina”  
- Ministero della Salute, “La telemedicina: linee di indirizzo 
nazionali”  
- Abet F., Ricci F.L. , “La re-integrazione dei processi di 
cura” 
- Ministero della Salute, “La telemedicina: linee di indirizzo 
nazionali”  
- Ministero della Salute, “La telemedicina: linee di indirizzo 
nazionali”  
- Corrado Jaccarino, Franco Servadei, Domenico Rossi, 
“L’emergenza neurochirurgica e la gestione delle immagini 
in rete” 
 - Ministero della Salute, “La telemedicina: linee di indirizzo 
nazionali”  
- Ministero della Salute, “La telemedicina: linee di indirizzo 
nazionali” 
- Giampiero Papi, Fabrizio L.Ricci, “La telemedicina” 
- Ministero della Salute, “La telemedicina: linee di indirizzo 
nazionali” 
- Giampiero Papi, Fabrizio L.Ricci, “La telemedicina”  
- Giampiero Papi, Fabrizio L.Ricci, “La telemedicina”  
- Garagnani, Arcuri “La telemedicina è uno strumento 
economicamente sostenibile nella collaborazione Ospedale-
Territorio?”  
- Corrado Jaccarino Franco Servadei, Domenico Rossi 
“L’emergenanza neurochirurgica e la gestione delle immagini 
in rete” 
- Paolo Pari, Giampiero Vaschetto “Teleradiologia:rete 
metropolitana dei servizi radiodiagnostici di Pronto 
Soccorso”  
- Marco Campari “L’impatto della e-health sulla telemedicina 
e sull’innovazione gestionale” 
- Giovanni Mensa, Domenico Tangolo, Lorenzo Capussotti, 
Daniele Rege, Antonio Castellani “Progetto 
Ermes:discussione di casi clinici in teleconsulto”  Cinzia 
Iannaccio, “Un dispositivo salvavita in caso di caduta degli 
anziani”  
 - Anna Rota, Francesca Santafede “La telemedicina Per 
pazienti BPCO e comorbilità”  
- F.Fedele, S.Scalvini“modelli di telecardiologia attualmente 
in uso” 

- Patrizio Bianchi,Laura Ramaciotti, “Pubblico e Privato per 
l’information communication technology della Sanità”  
- Presidenza del consiglio dei Ministri, “Tavolo di 
lavoro:telemedicina”  
- Antonio Leo Tarasco “La Telemedicina per lo sviluppo 
della sanità del Mezzogiorno:una introduzione giuridica” 
 - “Sanità ed E-Government:utilizzo dei sistemi informativi 
per una gestione della sanità più efficiente e trasparente” 
 - Presidenza del consiglio dei Ministri, “Tavolo di 
lavoro:telemedicina”  
- Elio Borgonovi, “Conoscenze,tecnologie,politiche della 
salute” 
- Mario Vannini “Introduzione:Lo sviluppo della 
telemedicina e telecardiologia:aspetti di politica sanitaria e 
strategie delle aziende territoriali e ospedaliere” 
- Patrizio Bianchi,Laura Ramaciotti “Pubblico e Privato per 
l’information communication technology della sanità” 
- Patrizio Bianche, Laura Ramaciotti “Pubblico e privato per 
l’information communication technology della sanità”  
- Ministero della Salute, “Telemedicina, linee di indirizzo 
nazionali” 
- Ministero della Salute, “Telemedicina, linee di indirizzo 
nazionali”  
- Carla Collicelli “Innovazioni tecnologiche in sanità e 
contesto socio-politico” 
- Ministero della Salute “Telemedicina, Linee di indirizzo 
nazionali” 
- Carla Collicelli “Innovazioni tecnologiche in sanità e 
contesto socio-politico” 
- Ministero della Salute “Telemedicina, Linee di indirizzo 
nazionali”  
- Elio Borgonovi, “Conoscenze, tecnologie, politiche della 
salute” 
- Ministero della Salute “Telemedicina, Linee di indirizzo 
nazionali” 
- Ministero della Salute “Telemedicina, Linee di indirizzo 
nazionali”  
- Antonio Leo Tarasco, “La telemedicina per lo sviluppo 
della sanità del Mezzogiorno:una introduzione giuridica” 
 - G.Cangelosi, “I servizi pubblici sanitari” 
- Antonio Leo Tarasco, “La telemedicina per lo sviluppo 
della sanità del Mezzogiorno:una introduzione giuridica” 103  
- Commissione Europea “Comunicazione al Parlamento 
Europeo, al Consiglio, al Comitato economico e sociale 
europeo e al Comitato delle regioni sulla telemedicina a 
beneficio dei pazienti, dei sistemi sanitari e della società”  
- Cosiglio Europeo, “Sicurezza ed efficienza dell’assistenza 
sanitaria mediante sanità elettronica”  
- Commissione europea, “Comunicazione al Parlamento 
Europeo, al Consiglio, al Comitato economico e sociale 
europeo e al Comitato delle regioni sulla telemedicina a 
beneficio dei pazienti, dei sistemi sanitari e della società”  
- Comitato economico e sociale europeo(CESE) (51) 
Direttiva 2000/31/CE (52) Proposta di direttiva COM, 2008  
- Tavolo permanente Sanità Elettronica delle Regioni e delle 
Province autonome, “Una politica per la sanità elettronica. 
Per un migliore e più efficiente sistema sanitario Nazionale 
attraverso l’innovazione digitale  



GNB 2016

549

GNB2016, June 20th-22nd 2016, Naples, Italy 1 

Abstract— The purpose of the standard IEC 80001-1 OF 2010 
is to define roles and responsibilities for the management of the 
medical IT networks. At the University Hospital Federico II, we 
used the aforementioned standards to improve the planning and 
design of the incorporation in the IT network of the innovative 
LINAC TrueBeam. 
Keywords— Medical Device, network, data and system security, 
manufacturers, healthcare company, IT technologies. 

I. INTRODUCTION 
The massive spread of Medical Devices (MD) equipped with 
a network interface (or capable of interacting with the 
computer infrastructure) has profoundly changed the scenario 
concerning not only the functions of the devices themselves, 
but even more their management, the interaction and 
interoperability with other elements making up the 
technological and information resources within healthcare 
companies. Since the manufacturer of the MD cannot decide 
the planning of the network or its operations, it is the 
healthcare company that must become the entity in charge of 
the risk management and hence the term of responsible 
organization . 
The IT infrastructure of a healthcare company has at least 
two significant features: 
 
1. Presence in the Network of MD that can also be electro-
medical apparatus or MD software 
2. Processing of sensitive data 
 
These features imply a level of criticality in the MD 
management and IT infrastructure. These MD connected on 
the network, require not only the management of physical 
security (person, operator, environment), but also the data 
and system security. In addition you must also consider the 
privacy, since they handle sensitive data. 
The standard IEC 80001-1 of 2010 specify on international 
level what has been said above. 
The purpose of this standard is to define roles and 
responsibilities for the management of the medical IT 
networks (a data network that incorporates at least one 
medical device, in addition to all other hosts) to implement 3 
key properties on which is based the measurement parameter 
of this standard that is: physical security, the effectiveness of 
networking, data security and systems. 
This standard is directed to: 
• Responsible Organisations; 
• manufacturers of MD; 
• to all providers of other IT technologies. 

At the University Hospital Federico II, we used the 
aforementioned standards to improve the planning and design 
of the incorporation in the IT network of the innovative 
LINAC TrueBeam, for the technique IMRT, IGRT, VMAT; 
installed last December into the bunker of the department of 
integrated activities (DAI) of Morphological and Functional 
Diagnostics, Radiotherapy, Forensic Medicine of the 
university hospital. 

II. MATERIALS AND METHODS 
It was applied the principle of risk management before the 
LINAC was physically connected in the data network; this 
principle will be applied throughout the life cycle of medical 
device, in order to continuously assess the security of the 
whole MD and data network; 
The Corporate Risk Manager has updated the virtual Medical 
IT Network Management files.  
The action of risk management was made to grant:  

• The physical safety of patients, operators, third 
parties, environment and property; 

• the effectiveness or the ability to produce the 
expected outcome, determined by the connection  of 
the new LINAC to the IT network; 

• the data security, which as such are not yet 
information, and of systems, that is all that at the 
network level is able to make the data flow. 

 
Safety:  
• risks related to electrical safety. In the specific case, the 
manufacturer of the MD has predicted, in the documentation 
enclosed into the electromedical system, that the system 
could be put online during the use on the patient. The 
manufacturer then has already done its risk analysis via 
separation devices; 
 
• risks arising from the malfunction of the MD:  
- For failures or misconfigurations of interfaces; 
- For unwanted interactions between the MD and the external   
IT world. 
 
Efficacy: 
They were assessed the aspects in terms of 
integration, interfacing and interoperability with the IT 
infrastructure (both systems engineering and above 
all operational) in order to implement, in an effective 
and safe way, the computerized data flow from MD 
(hardware and software) in the network. 

Medical – IT Network: The design of 
incorporation of an innovative apparatus for 

Oncological Radiotherapy 
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This also contributes to the continuity of service and security 
of the data. 
In regard to this it has been decided for the adoption of 
standards of communication (DICOM, HL7) and best 
practices. 
 
Other tools used to guarantee the quality of information / data 
for clinical evaluation, were: 
• Computer tools such as: 1) the digital signature 2) 
substitutive storage; 
• Regulatory instruments such as the CE mark. 
 
Data and system security: 
Data and systems security has been ensured through the 
measures of confidentiality, integrity and availability of 
information. 
Privacy (also called confidentiality) is the set of rules that 
restrict access to IT resources and information to authorized 
persons only. Confidentiality, complex to be pursued, it is not 
only applicative, but also of the network and of the system; 
• integrity requires that the data is not modified or deleted, 
except through established procedures. In this regard it is 
important to use the electronic signature and the traceability 
of the action; 
• availability or specific IT resources and information 
accessible with right modes and appropriate tools and 
therefore relevant to the purposes and not excessive. 
 
Its 'clear that absolute security does not exist, unless infinite 
resources. 
Ensuring availability, integrity, confidenziality of the data 
and of the systems (namely of information), we obtain safety 
and efficacy and therefore also physical security (not as 
regards the electrical safety, concept in itself, but for the 
physical safety related to possible erroneous interfacing and 
malfunction of the LINAC). 

III. RESULTS 
The design of the incorporation of the innovative LINAC 
TrueBeam into IT network has been performed: 
a) complying with legal obligations; 
b) in compliance with the principles of redundancy, 
resiliency, business continuity; 
c) according to the centralization of services; 
d) ensuring the training and continuous information of the 
operators on best and bad practices; 
 
Finally, since a new medical device on the network may be 
the object of cyber attacks, but it can represent also the 
starting point, the MD manufacturers often represent an 
obstacle and often impose a number of limitations. Precisely 
for this reason, the IEC 80001 is addressed also to 
manufacturers of the MD. 

IV. CONCLUSION AND FUTURE DEVELOPMENTS 
In conclusion, the IEC 80001-1 standard does not define the 
acceptable level of risk that is up to the organizations in 
charge, according to its own characteristics, context and 
mission. 
It’s clear that, given the increasing convergence of medical 
devices and IT networks, it is essential to take an ever more 

active cooperation among professionals of the company 
management, the IT and Clinical Engineering Department.  
The IT Department, which was worried only about the data 
and system security, and the clinical engineering 
departement, will need to work together in a unanimous 
manner, right from the planning stage of the IT medical 
network throughout the lifecycle of medical IT networks. 
Technological advances have led to a vital interaction 
between the skills and professional process that until a few 
years ago were completely autonomous from different 
cultural skills, with obvious difficulties in integrating roles 
and responsibilities traditionally focused on issues and 
distinct approaches. That time is now essential. 
Therefore we want to reiterate that the success of this 
scenario will depend not only on technology and skills but 
also and especially on the mutual cooperation and the 
mentoring of these two worlds who will converge in a new 
profession such as the “networks engineer”. 
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Keywords— DAP, DICOM, PACS, Medical Record, Euratom 
directive 59/2013  

I. INTRODUCTION 
 n this paper we dealt with difficulties related to the 
radiation protection and to the informatization of the 
medical record, of the information related to the radio 

protection, regarding the health and the protection of patients 
that undergo to medical diagnosis through medical equipment 
which release ionizing radiations.  
 

The goal of such a work is centered on the engineerization 
of the certification procedure of the DAP (Dose Area 
Product) information in favor of the AziendaOspedaliera di 
RilievoNazionale “San Giuseppe Moscati” in Avellino 
(Avellino Hospital).  

 
The heart of this paper was the Euratom Directive 

59/2013[4], which on chapter VI, paragraph 6.5, article 58, 
item b, prescribes that the DAP information, which is related 
to a specific practice of diagnosis, will have to be included in 
the patient’s medical record.  

Such a normative must be acknowledged in the legislature 
of all the State Members within February 6th, 2018. 

II. MATERIALS 

A. PACS 
PACS (Picture Archiving and Communication System) 

consists of a hardware and software dedicated to the storage, 
transmission, display and printing of digital diagnostic 
images. 

 
Fig.1: PACS System 

 

The medical testis received and transmitted in the DICOM 
format, which also incorporate text and documents of various 
kinds.[1] 
 

B. DICOM 
The DICOM standard characterize a compression format 

for a digital image, but also describes the exchange processof 
medical data. 
 

 
Fig.2: DICOM Network 

 
DICOM structure is composed by: 

- a header: containing the patient information, the procedure, 
time and data acquisition,etc.; 
 
-an Image Data: containing the picture regarding the medical 
test.[2] 
 

C. DAP 
The DAP (Dose Area Product) is defined as the absorbed 

dose multiplied by the irradiated surface: 
 

DAP = Dose x detector surface area [ Gy cm2] 
 

The DAP is one of the best indicators of biological risk due 
to ionizing radiation. 
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It is closely related to entrance dose and the size of the 
field, which depend on the total energy imparted to the 
patient, causing the biological risk. 
 

The DAP provides a good estimate of the total energy of 
the radiation delivered to a patient during a procedure 
(diagnostic / surgical) and this is why it is the most practical 
quantities to be used for the monitoring of radiation given to 
the patient. 
 

The DAP information is more practical because: 
 
-all the examination is recorded; 
-the patient's position with respect to the radiation beam is 
less important than it would be if it were used a TLD, so the 
measurement does not interfere with the patient’s medical 
test; 
-no need to disturb the patient to make measurements 
-the DAP’s information is not dependent from the 
measurement’s point (from the x-ray source’s distance):[3] 

 

 
 

Fig.3: DAP’smeasurement 
 
 

 

 
 

 
In Table I, all the DAP reference dose (Average value of 

Dose Area Product per repeat = 2.76 Gy cm2). 

III. METHODS 
For this procedure two parallel works were used, one for 

the analogical equipment, the other for the digital equipment.  
 

The digital equipment is already provided with the PACS 
connection, by the DICOM standard.  

The DICOM standard offers various tags, which allow the 
transmission of patient’s information, of the diagnosis, and of 
the relative medical conditions.  

These tags also include the DAP tag, which allow the 
transmission related to the information of the dose given to 
the patient during the diagnosis test.  

So, it was important updating the digital equipment to 
furnish them of such a DAP tag. 
 

The analogical equipment is known to not possess the 
Integration Module DICOM, for the PACS transmission. 
Such machinery was equipped with the x-ray detector (Flat 
Panel), which is able to transmit both the diagnosis test and 
the DAP information. 
 

IV. RESULTS AND CONCLUSIONS 
 

By doing this, the information given by the analogical and 
digital equipment, were compared.  

This has contributed to adding very important information 
in the patient’s medical record.  
 

Having this extra information in the medical record 
facilitate the protection of the patient that undergoes the 
medical diagnosis through ionizing radiation.  
 

With such a product we have reached a great result. 
 
Especially we are able to meet the deadline requirements of 

the Euratom directive 59/2013, earlier then the deadline.  
Including such DAP information in the medical record is 

useful for prevention and protection of the biological risks 
due to ionizing radiation, and it will be also useful for 
researches and statistics always intended for the protection 
and health of the patient. 
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TABLE I 
DAP REFERENCE DOSE 

Medical 
Test 

Average DAP 
 per radiograph  

[Gy cm2] 

Weighted average value of 
DAP per repeat  

[Gy cm2] 

Upper limb 0.27 0.034 

Lower limb 0.68 0.098 

Skull 1.40 0.128 

Lumbar spine 2.85 0.431 

Pelvis 2.6 0.093 

Chest 0.67 0.200 

Plain 
abdomen 3.1 0.400 

Intravenous 
urography 
(IVU) 

10.51 0.234 

  
 



554



GNB 2016

555

INGEGNERIA DELLA RIABILITAZIONE



556

INGEGNERIA DELLA RIABILITAZIONEGNB2016, June 20th-22nd 2016, Naples, Italy 1 

Abstract—This work describes the development of a 
multichannel, wireless and compact EMG acquisition system 
managing up to 32 monopolar EMG signals sampled at 2 ksps 
with 16 bit resolution. The system can be connected to the 
receiver (PC, smartphone or tablet) either via a direct link 
(point-to-point connection) or through a router. The tests on the 
32 channel analog front-end showed good performance in terms 
of 50Hz interference rejection. The characterization of the 
wireless link proved that it is possible to transfer up to 170 
EMG channels sampled at 2ksps with 16 bit resolution and just 
2ms of latency.  

Keywords — Surface EMG, Multi-channel sEMG, Biomedical 
Instrumentation, Wireless, Wearable. 

I. INTRODUCTION 
n the last decade, mono- or bi-dimensional electrode arrays 
applied to the skin have remarkably improved surface 
EMG technique [1]. The use of mono or bi-dimensional 

electrode arrays for sEMG signal detection increase the 
reliability and the information content of sEMG and provide 
information not obtainable through traditional detection 
systems [2][3]. High Density EMG (HDEMG) provides 
indications of the peripheral muscle characteristics [4] as well 
as information about central control [5]. This work describes 
the development of a wearable multichannel sEMG 
acquisition system. 

II. METHODS 
The system architecture includes: (1) a transmitting unit 
managing up to 32 monopolar EMG signals sampled at 2 
ksps with 16 bit resolution; (2) a mobile device (notebook, 
tablet or smartphone) that receives wirelessly the sampled 
signals. The transmitter and the receiver can be connected 
either via a direct link (point-to-point connection) or through 
a router. The latter type of connection can be useful in 
applications which need the connection of additional wireless 
modules (e.g. auxiliary channels) to the system or more 
modules in parallel. 

A. Analog Front-end 
The Intan RHD2132 front-end was chosen in order to 

minimize the size and encumbrance of the system. The 
RHD2132 chip is a low-power and ultra-compact (size 9x9 
mm) bio-signal acquisition system, integrating 32 monopolar 
analog front-ends with fixed gain (192V/V) and 
programmable bandwidth, an analog multiplexer, a 16 bit 
resolution A/D converter and a SPI communication interface. 
Each analog front-end is AC coupled.  

Considering the relatively low input impedance of the 
amplifier’s reference pin (1.3GΩ at 10 Hz but only 13MΩ at 

1kHz), 50Hz interference rejection has been verified using 
the Intan evaluation board and different hardware 
configurations listed in the following. 

The reference electrode was connected in two different 
ways: (1) directly to the patient; (2) throw a low impedance 
virtual reference path. 

The test has been performed in a known constant 50Hz 
field. Three levels of 50Hz field have been considered: field 
generator off, 20V/m, and 80V/m. 

Each test was repeated powering the Intan Evaluation 
Board and the PC either from battery or power line.  
These tests resulted in 24 different measures (ref_el (2)  x 
50Hz_Field (3) x x pc_power (2) x intan_power (2)). For 
each configuration, 32 monopolar EMG signals have been 
acquired with an electrode matrix (1 cm i.e.d, circular 
electrodes; 4 mm in diameter) positioned on the Biceps 
Brachii muscle of one subject during rest. 

Five-second long signals have been acquired and the Root 
Mean Square value (RMS (uV)) estimated on the whole 
signal for each channel.  

B. Wireless MCU 
The maximum data throughput achieved by the Wi-Fi link 

was obtained choosing a fixed TCP packet size of 1408 
bytes, corresponding to 5.5ms of signal per channel 
(fs=2ksps) and varying the number of simultaneously 
transmitted packets (data frame length) between a TCP 
socket open/close session. The packets were transmitted has 
soon has possible without any sampling task. 

The generated Wi-Fi traffic has been analysed by means of 
a Wi-Fi packet sniffer. The throughput has been computed as 
in Eq. (1). 

 

                           
1000∗

=
Rx

Tx

N
t

Throughput                (1) 

 
The throughput is expressed in kilo bits per seconds (kbps) 

while tTx and NRx are the acquisition time (s) and the number 
of bits received. Each recording session was five minutes 
long. The time latency due to the Wi-Fi link was estimated 
measuring the transmission time of a single data frame. 

In order to achieve the high data throughput required for 
the 32 channel sEMG signal transmission (1 Mbps) and to 
connect the system to mobile devices without an ad-hoc 
receiver, the Texas Instruments CC3200 system on chip 
wireless MCU has been selected. 

A real-time operating system was used and two different 
parallel tasks (sampling and transmission) were implemented. 
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The semaphores technique has been used in order to avoid 
conflicts between the two tasks. 

C. sEMG acquisition software 
The software for the acquisition and online visualization of 

the EMG signals was developed using the multi-platform Qt 
libraries (Android, Windows, Linux and MAC). Toghether 
with the acquisition system prototype, it has been used for 
preliminary sEMG acquisition tests. sEMG signals have been 
acquired from one subject during an isometric elbow flexion 
using  a 32 electrodes linear array with 5mm inter-electrode 
distance positioned on the Biceps brachii. 

III. RESULTS 

A. Analog Front-end characterization 
Fig. 1 shows the boxplots of the RMS value of the signals 

detected with a matrix of 32 electrodes with the subject at 
rest for different 50 Hz field intensities, REF electrode 
configurations, PC power supply modalities and Intan power 
supply modalities. It is possible to observe that the best 
configurations are the one with both PC and Intan evaluation 
board powered with a battery. The use of the circuit for the 
generation of low impedance virtual reference signal has a 
limited effect on 50Hz interference and it is indicated only in 
the case of power supply feeding. 

Considering the aim of the project, it is possible to 
conclude that the relatively low input impedance of the Intan 
chip does not preclude the possibility to acquire sEMG 
signals with low 50Hz interference (RMS<10 uV) when the 
system is battery powered. 

 

B. Wireless MCU tests 
The maximum throughput reached by the CC3200 chip was 

9 Mbps, allowing the transmission of up to 282 EMG signals 
sampled at 2ksps with 16 bit resolution. This result was 
obtained sending a data frame of 10000 packets 
corresponding to a 55s signal duration. Such data frame size 
is not compatible with the real time requirements of a 
wearable acquisition system. 

Nevertheless, the resulting data throughput obtained 
sending only one fixed size data packet for each open/close 
socket session was 5.5 Mbps, allowing the transmission of up 
to 170 EMG signals sampled at 2ksps with 16 bit resolution. 
The measured latency was just 2ms. These results fit the goal 
of the project. 

In order to characterize the robustness of the wireless link, 
the performance of the selected Wi-Fi module was tested also 
in terms of TCP packet losses through a virtual sinusoidal 
signal (f=80Hz, fs=2kHz) generated into the MCU, 
transmitted to the PC and multiplexed over 32 channels. This 
setup was necessary to precisely control, off-line, the 
correspondence between the transmitted and the received 
signal and, then, check for and count the number of lost data 
packets. No significant packet loss has been observed. 

 
Fig. 2 shows EMG signals detected from the Biceps 

Brachii muscle during an isometric elbow flexion using a 32 
electrode linear array with 5mm inter-electrode distance. 

 

IV. CONCLUSION 
This work describes the development and test of a 32 

channels EMG acquisition system for wearable applications. 
The tests performed on the Intan RHD2132 single-chip 
analog front-end and the CC3200 wireless MCU satisfy the 
system requirements. 

The integration of all system components into a 
miniaturized device is under development. 
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Fig. 1.  Boxplots of the RMS value of the signals detected with a matrix of 32 electrodes with the subject at rest for different a) 50 Hz field intensities, b) 
REF electrode configurations (dir: reference electrode directly connected to the REF input of the Intan amplifier board; ina: reference electrode 
connected hrough a circuit intended to generate a low impedance virtual reference signal, c) PC power supply modalities (bat: battery; pow: power 
supply), and d) Intan power supply modalities. It is possible to observe that the best configurations are the ones with both PC and Imtan evaluation board 
powered with a battery. The higher effect in the reduction of 50Hz interference is obtained using a battery to power both the PC and the Intan amplifier 
board. The use of the circuit for the generation of low impedance virtual reference signal has a limited effect on 50Hz interference. 
 

 
Fig. 2.  Example of EMG recordings from the Biceps Brachii muscle obtained using a 32 electrodes linear array with 5mm inter-electrode distance. A) 
Monopolar and b) single differential EMG signals are shown. From the differential signals it is possible to identify the innervation zone (between channels 13 
and 14) and the propagation of single MAUPs. c) PSD from monopolar channels 2 and 20. No spikes indicating 50Hz interference can be observed. 
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Abstract— This paper introduces a novel control strategy for 
trans-humeral prostheses that, based on the coupled use of 
myoelectric and magneto-inertial sensors, allows managing 
simultaneous movements and more physiological reaching tasks 
with respect to the most adopted technique to control such 
prosthetic devices, i.e.\ conventional amplitude-based control . A 
comparative experimental analysis has been carried out on eight 
able-bodied individuals, in order to compare performance of the 
proposed control with the conventional one. The obtained 
results show that the proposed control can achieve higher 
performance than the commercially available EMG control 
strategies. 
Keywords—Upper-limb prosthesis, M-IMU, EMG electrodes. 

I. INTRODUCTION 
HE incidence of upper-limb amputation is generally high 
worldwide [1]. Consequently,	 an increasing interest in 
the upper-limb prosthetics during the recent years is 

observed. The most adopted techniques to control such 
devices are based on surface EMG recordings. 
In particular, most of the commercially available prosthetic 
systems are driven by a relatively simple control strategy, i.e. 
amplitude-based control [2], where the amplitude of  EMG 
signals recorded from two antagonist muscles are compared 
to a predetermined threshold and used to actuate one of the 
motors embedded into the prosthesis. In order to manage 
multi-DoFs devices (such as trans-humeral prostheses), 
amplitude-based control uses a cyclic selection process to 
choose the joint to be driven, thus enabling only sequential 
movements. Co-contraction of the two target antagonist 
muscles (e.g. biceps and triceps) is used as trigger signal to 
select the joint to move; on the other hand, the isometric 
contraction of the two target muscles causes the movement 
(counterclockwise and clockwise, respectively) of the 
selected joint.  
Pattern recognition applied to ElectroMyoGraphic (EMG) 
signals	is another approach to control prosthetic devices  that 
tries to address the issue of simultaneously control  multiple 
joints [2]-[3]-[4]. It is not implemented in commercial 
devices, yet. Nevertheless machine learning methods could 
be efficiently applied to trans-humeral amputees and subjects 
with shoulder disarticulation that undergo a Targeted Muscle 
Reinnervation surgery (TMR) [5]. 
The purpose of this work is to propose a novel approach to 
EMG control of trans-humeral prostheses that allows 
simultaneously managing multiple DoFs in a more natural 
way than the commercially available amplitude based 
control, without resorting to pattern recognition.  
It relies on the coupled use of magneto-inertial sensors and 
EMG; hence, it is named combined M-IMU/EMG control. A 
comparative analysis with the amplitude based control, 
named in the following traditional control, has been 
performed on eight healthy subjects. They have been asked to 

drive a virtual prosthesis with the two control strategies in 
activities of daily living..  

II. COMBINED M-IMU/EMG CONTROL FOR TRANS-HUMERAL 
PROSTHESES 
The proposed strategy is based on the coupled use of 
Magneto-Inertial Measurement Units (M-IMUs) and two 
EMG electrodes. The EMG electrodes are placed on two 
antagonist muscles, i.e. biceps and triceps, in order to record 
the target muscles myoelectric activity; on the other hand, the 
M-IMUs are placed on the user trunk and stump, 
respectively, in order to evaluate shoulder flexion-extension 
(F-E) and ab-adduction (AB-AD) angles. Using such an 
interface to drive the prosthesis , the user can choose between 
two states, explained in the following. If  biceps and triceps 
are not co-contracted (first state), elbow and wrist joints will 
not move. In this state the user could control grasp and 
release of the hand by contracting biceps and triceps, 
respectively. On the other hand, if biceps and triceps are co-
contracted (second state) the user can control elbow and wrist 
movements by exploiting the two shoulder DoFs monitored 
by means of the M-IMUs. In other words, the F-E movement 
of the user’s shoulder causes the F-E of the prosthetic elbow. 
Instead, the AB-AD movement of the user’s shoulder causes 
the prono-supination (P-S) of the prosthetic wrist. It is 
obvious that such a strategy allows the user to manage two 
prosthesis DoFs simultaneously, i.e. elbow F-E and wrist P-S. 

III. EXPERIMENTAL VALIDATION AND RESULTS 

A. Experimental setup 
The experimental setup used to carry out the experimental 
trials includes the following components: 

- Two double-differential EMG electrodes (Otto Bock 
13E200=50 model) with an amplification gauge 
ranging in between 100 and 2000 have been used to 
acquire electromyographic activity of the target 
antagonist pair muscles.  

-  A National Instruments (NI) USB-6003 DAQ with 
a 16-bit ADC has been used for analog-to-digital 
conversion of the EMG signal. 

- Two wireless M-IMUs (XSens MTw) have been 
used to detect shoulder flexion-extension and ab-
adduction motion.  

- An Awinda Station has been used to check the 
reception at 100 Hz of synchronised wireless data 
from the two wirelessly connected M-IMUs. 

- A Virtual Reality (VR) purposely developed in 
Labview environment has been used to test the two 
control strategies on daily living tasks. The VR 
shows a virtual prosthesis closed to a table on which 
virtual objects, i.e. a bottle and a ball, are placed. 
The user can control the virtual prosthesis by means 

M-IMU and EMG signals for the control of 
trans-humeral prostheses 
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of the IMUs and EMG electrodes previously applied 
onto his/her body, using the traditional myoelectric 
control and the combined MIMU/EMG control. 

-  Finally, a workstation is used to run the VR and 
perform sensor fusion. 

B. Experimental protocol  
Eight volunteer able-bodied individuals were recruited for 
this study. Before starting the test, they were trained to drive 
the virtual prosthesis by means of the traditional and the 
combined M-IMU/EMG control strategies, for a period of 1 
second per control. After the training, they were asked to 
perform four different tasks in the VR with both controls. 
Each task was aimed to reach and grasp a virtual object 
properly placed in the VE (Fig. 1), i.e. a virtual bottle for 
tasks 1 and 3 and a virtual ball for tasks 2 and 4. Five trials 
for each task were performed, starting from the neutral 
position of the virtual prosthesis shown in Fig. 1a and 1d. 
Each task required to accomplish the following actions: 
shoulder F-E, shoulder AB-AD, elbow flexion, wrist P-S, 
hand closure . Visual feedback was provided by means of the 
VE: the virtual arm and the object turned green when the arm 
was around the target with a tolerance band of +/- 15° for 
each DoF. The task was completed when the subject held the 
virtual object with the virtual arm for 1 s.  

C. Data analysis 
The data acquired from the sensors were processed to extract 
quantitative indices capable of describing the subject’s 
performance. They are: completion time, completion rate, 
and success rate. 

- The completion time is the period of time that starts 
when the velocity grew up to the 10% of the peak 
value and ends when the velocity decrease to the 
10% of the peak value. 

- Completion rate is calculated for each joint as the 
ratio between the angle by which the joint rotates 
during the completion time, and the completion 
time. 

- Success rate refers to the number of successful trials 
performed by a subject. For each task a maximum 
completion time of  20 seconds has been set. If the 
subject accomplished the task within this time, the 
task was considered successfully completed.  

Mean value and standard deviation (STD) of completion time 
and completion rate, per task and per control strategy have 
been calculated. For each of these indices, in order to 
compare the results achieved for the two control strategies, a 
paired T-test was performed.  

D. Experimental results 
The plots of elbow F-E and wrist P-S for a representative 
subject are reported in Fig.2 for both the control strategies. 
For two tasks, mean value and standard deviation (STD) have 
been calculated on 5 trials. When the combined M-

IMU/EMG control was adopted, the subject performed the 
tasks by simultaneously moving elbow and wrist. On the 
other hand, with the traditional EMG control the tasks were 
performed with sequential movements. 
In Tab. 1 the values of the aforementioned performance 
indices, with mean and STD calculated on the eight subjects 
and p-VALUE, are reported for each control strategy. From 
these experimental results emerges that the savings in terms 
of completion time, when the novel control strategy is 
adopted, are significant: at worst, the duration of the task 
performing is reduced of 5 seconds. Likewise, it is interesting 
to note that completion rate increases, at least, of 0.09 [rad/s] 
for elbow F-E and of  0.12 [rad/s] for wrist P-S. Finally, it 
could be notice that the success rate improves of 10%, at 
worst. 

IV. CONCLUSION AND FUTURE WORKS 
In this work we have presented a novel control strategy for 
trans-humeral prostheses grounded on the combination of the 
data acquired by two M-IMUs and two EMG electrodes.  
The findings of our study is that the novel control strategy 
allows performing simultaneous movements with better 
performance indices compared to the traditional strategy. 
Future efforts are mainly addressed to the development of an 
embedded version of the combined M-IMU/EMG and 
proceed with experimental tests with real prostheses on 
amputee subjects. 
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TABLE I 

Condition Task Completion 
Time [s] 

P-VALUE Completion rate 
EF-EE [rad/s] 

P-VALUE Completion rate 
WS-WP [rad/s] 

P-VALUE Success rate 
[%] 

Traditional 1 14±4 0.009 0.13±0.03 0.008 0.11±0.04 0.008 80 
 2 14±4 0.007 0.13±0.03 0.021 0.13±0.03 0.07 72.5 

 3 15±4 0.008 0.11±0.02 0.012 0.03±0.04 0.009 70 
 4 16±4 0.007 0.09±0.04 0.022 0.03±0.03 0.006 77.5 
Novel 1 9±5 0.009 0.22±0.08 0.008 0.23±0.08 0.008 95 
 2 8±4 0.007 0.3±0.1 0.021 0.26±0.09 0.07 90 

 3 9±4 0.008 0.2±0.1 0.012 0.21±0.05 0.009 97.5 
 4 8±3 0.007 0.19±0.07 0.022 0.22±0.07 0.006 87.5 

Values of performance indices for traditional EMG control and combined M-IMU/EMG  
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a) Task 1: Starting position.                                       b) Task 1: Reaching the virtual object.                      c) Task 1: Ending position. 

 

           
d) Task 2: Starting position.                                       e) Task 2: Reaching the virtual object.                       f) Task 2: Ending position. 
 
Fig. 1.  Virtual Reality developed in Labview environment 

 

 
								a) Traditional control: elbow F-E and wrist P-S (task 1).                             b) Combined M-IMU/EMG control: elbow F-E and wrist P-S (task 1) 
						 

 
           a) Traditional control: elbow F-E and wrist P-S (task 2).                            b) Combined M-IMU/EMG control: elbow F-E and wrist P-S (task 2) 
 
 
Fig. 2.  Experimental results for Elbow and Wrist angle achieved by a representative subject during tasks 1 and 2 
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Abstract—This paper proposes the design and development of a 
modular architecture for upper limb robotic telerehabilitation. 
It is composed of four interacting subsystems, each with a 
specific role and its own functionalities. The architecture is 
designed to be modular and conceived to be tailored to different 
robotic devices in a realistic telerehabilitation scenario. The case 
study of a unilateral planar end-effector machine for upper-
limb rehabilitation named CBM-Motus is presented. The 
experimental validation of the modular architecture is carried 
out on seven healthy subjects and preliminary results are finally 
reported and discussed. 
Keywords—Upper limb rehabilitation robotics, Stroke, 
Telemonitoring, Telecontrol. 

I. INTRODUCTION 
HE application of early supported discharge (ESD) [1] 
from hospitals with continued rehabilitation at home has 

promoted a growing interest in new technologies for 
telerehabilitation able to provide remote delivery and 
monitoring of rehabilitation services over telecommunication 
networks and internet. The systems for robotic 
telerehabilitation can be categorized into two different 
classes: systems in unilateral configuration and systems in 
bilateral configuration [2]. 
In unilateral configuration only the patient is connected to the 
robot while the therapist can remotely communicate with the 
robot and the patient [3]. Since the communication between 
patient and therapist is not required to be real-time, after a 
predefined time-lapse data are sent to the therapist interface 
in order to assess the therapy progress and, possibly, modify 
the treatment. In the bilateral configuration both the patient 
and therapist interact with a robot and communicate over the 
Internet through a shared virtual environment (SVE), 
normally using a client/server approach. The communication 
is real-time and enables the therapist to modify the current 
exercise or apply corrective actions during the tasks [4]. 
However, independently of the configuration type, robots for 
telerehabilitation have to address specific design 
requirements, system modularity and robust, reliable and safe 
communication are required since different modules and 
signals could be employed.  
This work presents: i) the design and development of a 
modular architecture for upper limb robotic telerehabilitation, 
ii) the application of the proposed architecture to the CBM-
Motus robotic machine [5], iii) the results of the experimental 
validation of modular architecture on seven healthy subjects 
and iv) the conclusions and future perspectives. 

II. THE  MODULAR  TELEREHABILITATION ARCHITECTURE 
AND ITS APPLICATION 

A. Telerehabilitation architecture 
The proposed general architecture is aimed to provide a 

flexible model exploitable in several rehabilitation scenarios. 
Our model assumes that three actors interact in the system: 
the patient, the therapist and the system manager1. The 
architecture is shown in Fig. 1 and it is composed of four 
subsystems that interact to supply different services (Fig. 2): 
- The Patient subsystem is the component that physically 

interacts with the patient. It includes the robotic system 
and implements control and communication 
functionalities. 

- The Therapist subsystem is the component that interacts 
directly with the therapist. It enables the remote 
monitoring and control of the patient. 

- The Manager subsystem is the component that directly 
interacts with one of the system managers. It enables the 
control and the configuration of other entities, and the 
management of users. 

- The Communication HUB is a component that provides 
different services. In particular, it implements all the 
functionalities required for recognizing the users and 
allowing them to communicate. 

The architecture provides the following services: 
- the Authentication, Authorization and Accounting 

services (AAA), that controls system access; 
- the Communication service, that takes care of data 

transfer between subsystems;  
- the Exercise Execution service (EE), that allows the 

patient to perform rehabilitation tasks with (patient-
supervised) or without (patient-alone) the therapist 
supervision; 

- the Exercise Execution, Monitoring and Control service  
(EEMC),	that allows the therapist to monitor and control 
the execution of rehabilitation tasks. For instance, the 
therapist can adapt exercise execution by means of 
online parameters update. Finally,  

- the Exercise Execution, Logging and Analysis service 
(EELA) is devoted to collect data generated during 
exercises. For instance, it makes them available for 
offline patient performance evaluation.  

In our model, the A.A.A, the Communication and the EELA 
services are managed by the Communication HUB, whereas 
the EE and the EEMC are managed by the Patient and the 
Therapist subsystem, respectively. Each subsystem presented 
above has been implemented as a software component, with 
the Patient subsystem including the CBM-Motus machine as 
the robot for the upper-limb telerehabilitation. 

B. The CBM-Motus 
The CBM-Motus is a planar end-effector machine for upper-
limb rehabilitation (Fig. 3) designed to have simple 

 
1 The system manager is the actor that manages all the components 

updating, for instance, modules and general parameters of the subsystems. 
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mechanical structure, lightness and compactness to enable 
portability [5]. The robot control belongs to the assist-as-
needed paradigm thus providing the patient with the 
minimum level of assistance needed to execute the task, by 
monitoring the patient’s condition using performance 
indicators.  
An impedance control with adjustable parameters is 
implemented as follows 

 𝜏𝜏 = 𝐵𝐵 𝑞𝑞 𝑦𝑦 + 𝐹𝐹!𝑞𝑞 + 𝐹𝐹!𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑞𝑞  (1) 
with 𝑦𝑦 = 𝑀𝑀!

!! 𝑀𝑀!𝑞𝑞! + 𝐾𝐾!𝑞𝑞 + 𝐾𝐾!𝑞𝑞  (2) 
𝜏𝜏  is the torque command, B is the inertia matrix 
(independent of robot configuration), 𝐹𝐹!𝑞𝑞 and 𝐹𝐹!𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑞𝑞) are 
dynamic and static friction torques, which are not negligible 
in the CBM-Motus dynamics [5]. On the other hand, y 
represents the stabilizing action that makes the robot behave 
as a generalized mechanical impedance regulated by mass 
matrix 𝑀𝑀!, stiffness matrix 𝐾𝐾! and damping matrix 𝐾𝐾!. The 
control is tailored on the subject’s motion abilities by 
updating stiffness matrix 𝐾𝐾! and  time allotted for the task 
execution t during the therapy.  
The two control parameters (i.e. KP and t) are progressively 
updated, based on a weighted sum of following performance 
indicators: the Aiming angle (α),  the area between the 
desired and the actual trajectory performed by the subject 
(AREA), the normalized Mean Deviation from desired path 
(nMD), the proportion of time (i.e. the percentage of samples) 
that movement speed exceeds the 10 % of the peak speed 
(MAPR), the ratio between mean speed and peak speed 
(SpeedMetric) and the movement duration (MD). Finally, the 
complete architecture for telerehabilitation involving the 
CBM-Motus is presented in Fig. 4. 

III. EXPERIMENTAL VALIDATION 

A. Experimental setup 
The patient-alone configuration of the Patient subsystem has 
been evaluated on seven healthy subjects who were asked to 
perform a typical point-to-point upper limb robotic exercise 
[7]. Each session consists of 160 point-to-point movements in 
8 different directions rotated of 45°. They are grouped into 80 
trials performed without assistance (𝐾𝐾! = 1 N/m, and t = 
3000 ms), in order to measure subject performance and 
update control parameters by computing performance 
indicators on the Therapist side [6]-[8].  
They have the twofold purpose of (i) evaluating the therapy 
progress and (ii) adapting the level of assistance to the 
patient’s condition. Afterwards, control parameters 𝐾𝐾! and t 
were sent to the Patient side and the block of 80 assisted 
point-to-point movements was performed again with a level 
of assistance tailored on the patient status. The session of 160 
point-to-point movements was repeated in two different 
conditions, i.e. i) healthy behaviour and ii) simulated post-
stroke behaviour. Finally, in order to assess the limits of the 
architecture in the Internet scenario, the computational time 
required to calculate performance indicators and the time 
required for transmitting data and commands between Patient 
and Therapist have been estimated. 

B. Results 
The Cartesian position and velocity during planar tasks for 
one subject are shown in Figs. 5-6 both for unassisted and 

assisted simulated post-stroke behaviour. As expected, after 
the adaptation of control parameters, the simulated post-
stroke behaviour tends to the healthy one in terms of 
trajectories, velocity and smoothness (Fig. 6). Even though 
no clinical considerations can be extracted from these data, 
the indicators trend in Fig. 7 confirms the expected 
improvements between unassisted and assisted tasks, 
especially when the simulated post-stroke behaviour is 
observed. The performance evaluation of the Patient-
Communication HUB-Therapist control loop led to results 
reported in Table 1. It can be shown that when coupled with 
typical communication latencies, they allow for a safe and 
reliable update of parameters, enabling a fine grained control 
(single trials update) in case of local networks, and a coarse 
grained control (update between groups of movements) in 
case of ADSL/LTE interconnections. 

IV. CONCLUSION AND FUTURE WORK 
The paper has presented a novel modular architecture for 
telerehabilitation conceived to be as general as possible. The 
architecture applied to the CBM-Motus has demonstrated the 
modularity, functioning and reliability of the novel 
architecture able to be applicable to different unilateral 
robotic systems. Future studies on post-stroke subjects in-
home tele-rehabilitation programs will be taken into account 
in order to enhance patients’ independency and promote 
faster recovery from stroke.  
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Figure 1. The proposed general architecture for telerehabilitation robotic 
systems. 

 

 
Figure 2. Telerehabilitation systems main services. 

 
 

 
Figure 3. Overview of CBM-Motus with the modules composing kinematic 
structure. 

 
 

 
Figure 4. The modular architecture for telerehabilitation applied to the CBM-
Motus rehabilitation robot. The patient side includes the robot and the 
patient-robot interaction modules; the therapist side includes evaluation and 
therapy modules, allowing therapy definition based on the evaluation of the 
patient thanks to quantitative performance indicators and clinical scales. 

 
Figure 5. 80 repetitions of the clock game in unassisted simulated post-stroke 
condition: Cartesian position (upper left side), Cartesian velocity (right upper 
side), x component of hand velocity over time during NW forward/backward 
movement (lower left side), y component of hand velocity over time during 
NW forward/backward movement (lower right side). 

 

 
Figure 6. 80 repetitions of the clock game in assisted simulated post-stroke 
condition: Cartesian position (upper left side), Cartesian velocity (right upper 
side), x component of hand velocity over time during NW forward/backward 
movement (lower left side), y component of hand velocity over time during 
NW forward/backward movement (lower right side). 

 

 
 

Figure 7. Values of performance indicators before and after updating control 
parameters. Mean values and standard deviations are reported both for 
healthy (left) and simulated post-stroke condition (right). The horizontal axis 
reports the selected performance indicators and the expected trend during 
motor recovery: α =Aiming angle, MAPR=Mean Arrest Period Ratio, DRV 
=Deviation from Ratio Between Velocities, MD=Movement Duration, 
PL=Path Length, SM=Speed Metric, SR=Success Rate, nMD=normalized 
Mean Deviation, area. 

 
Table 1. Architecture validation: Computational time for updating control 
parameters (mean and standard deviation (SD)) and file size of the 
information exchanged throughout the architecture blocks 

Trial  Time 
(mean) 

SD File size PàT File size TàP 

Single 
movements 

0.23 s 0.01 s 8 B Kp = 3B, t = 5B 

16 movements 1.48 s 0.04 s 118 kB Kp = 3B, t = 5B 
80 movements 6.52 s 0.23 s 622 kB Kp = 3B, t = 5B 
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Abstract— We fabricated 3D breast cancer microtissues and 
the healthy counterpart, both formed by fibroblasts and 
epithelial cells, to mimic the complexity of the tumor stroma 
microenvironment. We used these bioengineered tumor 
microtissues as testing platform to demonstrate the selectivity of 
stimuli responsive nanoparticles cleaved by metalloproteinases 
2, a stroma remodelling enzyme, up-regulated in tumor 
microenvironment.  

  
Keywords— Bioengineered Microtissues, Nanoparticles, Drug 

delivery, 3D microenvironment. 

I. INTRODUCTION 

Cancer development is a complex process regulated by 
interactions between epithelial cells, activated stromal cells, 
endothelial cells, interacting with soluble and insoluble 
components of the extracellular matrix (ECM). [1]–[2] So 
far, a variety of novel drug delivery systems have been 
developed to enhance the therapeutic performance of 
anticancer drugs. [3]–[4] Overcoming the many challenges of 
identifying a successful targeted drug delivery strategy 
requires a deeper understanding of events involving transport 
of drug or drug carrier to a target sites including the 
involvement of biological structures (namely extracellular 
matrix ECM) in the delivery. [5] Current cancer model 
system do not accurately recreate the tumor 
microenvironment, in fact only about 5% of cancer drug 
candidates that enter clinical trials will ever receive approval 
from the U.S. Food and Drug Administration. [6] Thus, there 
is an emerging need of novel 3D bioengineered microtissues 
for investigating and screening anticancer drug delivery 
systems. Moreover, the administered drugs accumulate not 
only in target tissues but also in healthy organs and, 
generating severe side effects that should be overcome [7]–
[9]. So there is a striking need for more effective strategies to 
selectively release chemotherapeutic drugs within tumor 
sites. In this context, stimuli-responsive nanoparticles are 
able to achieve controlled drug delivery by exploiting the 
features of tumor microenvironment, like lowered interstitial 
pH or increased levels of enzymes as metalloproteinases 
(MMPs). [10]-[12] A novel nanocarrier has been developed 
to carry safely doxorubicin in tumor tissues and to respond to 
MMP-2 enzyme. The presence of the MMP-2 enzyme in situ, 
leads to the diffusion of doxorubicin only around the tumor 
tissue. [13]-[14] In the present work we tested MMP-2-
stimuli-responsive nanoparticles in terms of DOX release in 
normal and tumoral 3D heterotypic breast microtissues 
(µTP). Indeed, normal and cancer associated fibroblast were 
cocultured, respectively, with normal and tumoral epithelial 
mammary cells in a 3D heterotypic µTP model, obtained 

slightly modifying a previous protocol. [15] Our breast 
cancer microtissues were more sensitive to doxorubicin in 
comparison to normal microtissues because they secreted a  
larger amount of MMP-2 in their microenvironment (fig.1). 
So the breast cancer model here presented could be a 
valuable candidate for the drug validation in vitro. 

II. CONCLUSION 
Previously published MMP-2 responsive nanoparticles 

were for the first time tested on 3D human breast cancer 
microtissues. 3D tumor microtissues could pave the way for 
efficient and valuable drug testing in vitro, offering a better 
tumor microenvironment replication.  
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Fig.1 Matrix metalloproteinases 2 expression detected by 
immunofluorescence on formalin- fixed paraffin-embedded 7 
µm slices of heterotypic cancer microtissues (A) and normal 
breast microtissues (B). Blue color indicated cell nuclei, red 
color stands for MMP-2 antibody. Images  Scale bar is 75 
µm. 
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Abstract—Biological Barriers are fundamental for regulating 
the passage or absorption of chemical substances in the human 
body, as well as for maintaining homeostasis. Thus the 
possibility to recreate physiologically relevant in-vitro barrier 
models can play a key role in the understanding of human 
pathophysiology and in drug design.  

Here, we present an advanced cell culture system able to 
mimic the dynamic environment of biological barriers while 
monitoring in real time cell behaviour through the inline 
measurement of cellular impedance.  
Keywords—cellular impedance, TEER, bioreactors, biological 

barriers, in-vitro models. 

I. INTRODUCTION 
In the human body, physiological barriers allow the 

separation between different compartments of the body or 
with the outer environment. These barriers have a 
fundamental role in the control of the absorption of external 
substances like nutrients and xenobiotics, as well as in the 
maintenance of the homeostasis of the different body 
compartments. Moreover, they act like the first level of 
defence against microorganisms, toxins and allergens. For 
these reasons, the study of biological barriers is crucial not 
only for a better understanding of their physiology and 
pathology, but also in drug testing and toxicology studies. 
The key point for regulating the passage of substances 
through all the different physiological barriers is the 
combination of cells and tight junctions, which control the 
paracellular and transcellular flux across the barrier and 
separate the apical and the basal compartment. Therefore, in 
vitro models are based on the culture of cell layers on 
permeable supports able to recreate these two compartments 
[1]. The first and simpler in-vitro model of physiological 
barriers is based on cells grown on transwells, maintained in 
static conditions within the traditional multiwell plates. 
However, several recent studies are focused on the 
implementation of more relevant models able to provide cells 
with an appropriate pattern of physical and chemical stimuli 
that better reproduce the physiological environment. 
Therefore, barrier-forming cells are often cultured in fluidic 
systems, generally defined as bioreactors, able to apply 
dynamic conditions [2].   

The integrity of the cellular barrier is usually quantified 
by measuring the Trans Epithelial Electric Resistance 
(TEER), which evaluates the formation of tight junctions. 
This measurement is based on the application of a current and 
on the recording of the resultant voltage. The widely used 
TEER measuring system in cell culture is the EVOM 
(Epithelial VoltOhmMeter, WPI), furnished with a chopstick 
electrode for easily measuring the TEER in transwells. On 
the contrary, the possibility to perform TEER measurements 

inside a bioreactor during the experiment is still difficult and 
often requires the extraction of the cells from the device [3].  
Moreover, the possibility to perform analysis such as the 
impedance spectroscopy can provide additional information 
on the cellular barrier. In particular, at low frequencies 
(f<5kHz), the current flows principally through paracellular 
pathway allowing TEER measurements, while at high 
frequencies (f>10kHz) it passes capacitively through the 
membrane, giving information on the cellular adhesion 
process, migration process and micro-motion [3]. 

In this context, we have developed a new double-flow 
bioreactor which integrates a semipermeable membrane and 
four electrodes, allowing the real time monitoring of the cell 
layer using both TEER measurements and impedance 
spectroscopy. The bioreactor can be interfaced directly with 
commercial measuring system, like the EVOM, for simple 
TEER measurement, or with a custom and stand-alone 
system for impedance measurements.   

II. MATERIAL AND METHODS 

A. The LB4 bioreactor 
The LiveBox4 bioreactor (LB4) is the sensorized version of 

the LB2, a modular and transparent bioreactor with dual flow 
commercialized by IVTech S.r.l. This system is purposely 
designed for the culture of barrier forming cells, which are 
grown on a porous membrane placed in a holder between the 
two chambers. 
The LB2 is the evolution of the Membrane Bioreactor (MB) 
[4], previously tested with Caco-2 cells as in-vitro model of 
intestinal epithelium. The main innovation of LB2 with 
respect to the MB is its transparency, which allow real time 
imaging using inverted microscopes. 

The LB4 is made in PDMS (polidimethilsyloxane), a 
biocompatible polymer with good sealing properties. As 
shown in Figure 1.A, the LB4 has two different chambers 
(i.e. apical and basal), each one provided with four silicon 
tubes: two tubes represent the inlet and the outlet of the 
fluidic circuit (blue arrows), whereas the other two allow the 
integration of electrodes inside the chambers (red arrows). In 
order to maintain optimal fluidic characteristics for cells 
without affecting the hydraulic seal as well as the optical 
transparency, the position and the dimension of electrodes 
tubes was carefully evaluated. In order to select the electrode 
type, two solutions were compared: i) Ag electrodes for both 
voltage and current and ii) AgCl electrodes for voltage and 
Ag electrodes for current. The latter improved measurement 
stability. 

In order to validate the bioreactor, it was interfaced with 
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the EVOM and tested with two different cellular models.  
i) blood retinal barrier (BRB), using Human Umbilical 

Vein derived Endothelial Cells (HUVEC) seeded on 
porous polycarbonate membranes coated with 0.2% 
gelatin (1.4x105 cells/cm2). After 24h, a flow was 
applied in the apical and basal circuit of the LB4 (50–
50 µL/min, 100–100 µL/min) and maintained for up to 
5 days.  

ii) blood brain barrier (BBB), using immortalized mouse 
brain endothelial cells (bEnd3) seeded (2x105 
cells/cm2) on polycarbonate membranes coated with 
0.1% (w/v) collagen. After 24h, flow (100–100 
µL/min) was applied in the apical and basal circuit 
and maintained for up to 5 days.  

In both cases, an independent control unit with a simple 
interface was used to acquire and store the TEER values at 
specific time points.    : 

B. Impedance spectroscopy with the AD5933   
The cellular impedance measurement circuit is based on 

the AD5933 (Analog Devices Inc.) [5], an impedance 
spectrometer chip for measurements in range of 1 kΩ-10 
MΩ, with frequency spectrum from 1 to 100kHz, using a 
bipolar electrode configuration, [5]. However, for cellular 
measurement, the impedances of interest are in the range of 
10 Ω-1 kΩ and the frequency sweep should go from 20 Hz to 
40 kHz. 

Moreover, some precautions are necessary when 
employing the chip for biological measurement. First, the 
excitation signal output from the chip varies around a 
positive DC bias (VDD/2). This bias can lead to an 
electrochemical process at the interface between the metal 
electrodes and an aqueous solution that, if maintained for 
long time, may alter the medium where the cells grow.  The 
amplitude voltage for the excitation signal from the AD5933, 
powered with a 5V supply, is 3 Vpp. This level is too high 
for impedance measurements at microscopic scales, as it can 
damage cells. Finally, the mayor limitation of the chip is the 
bipolar configuration, since the measured current can be 
affected by artefact impedances present at the electrode 
interface. These artefacts can be very high and comparable 
with the unknown impedance, especially at low frequencies 
[6].   

In order to adapt the chip for cellular impedance 
measurements, an analog front-end was developed. The main 
modification regarded the passage from a two electrode to a 
four electrode (tetrapolar) approach, to avoid measurement 
artefact. In particular, the analog front-end can be divided in 
two parts (Fig. 2): an excitation stage, before the cell culture, 
and a receiving stage after it. The excitation stage is 
composed of a passive high pass filter, which remove the 
positive DC bias, an attenuator, which reduce the voltage 
amplitude, and a differential amplifier, which generates two 
symmetrical waves. On the other hand, the receiving stage 
presents an instrumentation amplifier with a very high 
common-mode rejection ratio and very high input 
impedances. Thanks to these features, the measured signal is 
not altered. In addition to the front end, an external circuit is 
necessary to reduce the output frequency of the AD5933. A 
clock divider [7] was realized with a 10 MHz oscillator and 

several flip flops, allowing measurement of frequencies lower 
that 1 kHz with sufficient resolution. The circuit is realized 
on a matrix board and controlled with Arduino. By accessing 
the program registers of the chip we can define the starting 
frequency, frequency step, the number of increments and to 
read the stored data, returning the magnitude and phase of the 
measured impedance.  

The impedance spectroscope in the LB4 was evaluated 
using NaCl solutions at different concentration (0.001 M, 
0.05 M, 0.01 M, 0.1 M, 1M). Both the chambers of the 
bioreactor were filled with the solution and impedance was 
measured between 0 and 41 kHz 

III. . RESULTS  
Cellular tests showed the ability of the LB4 bioreactor to 

support long term cell culture, providing an acceptable fluid 
dynamic environment for barrier forming cells. The online 
acquisition of TEER through the EVOM gave values 
comparable with the ones present in the literature both for 
HUVECs (Fig. 3a) and bEnd3 (Fig. 3b). In particular, for 
both cell models, TEER measurements show an increase in 
dynamic conditions, with respect to the static ones. 

On the other side, the LB4 interfaced with the impedance-
meter system resulted in reliable measurement (Fig. 3c, Fig. 
3d), furnishing an increasing impedance with the inverse of 
the solution concentration (1/C). The developed circuit 
satisfy all the requirements for its use in cellular experiments. 

IV. CONCLUSION 
In this work, a bioreactor for advanced in-vitro models of 

biological barriers was presented. The LB4 is suitable for the 
dynamic cell cultures and online TEER measurements. 
Moreover, the LB4 can be interfaced with a customized 
impedance meter able to perform a frequency sweep useful 
for cellular impedance measurements. Measurements with 
NaCl solutions were correctly correlated with concentration, 
demonstrating that the chip is able to furnish reliable 
impedance measurements.    Given transparency of the 
bioreactor and its compatibility with the microscope, in 
future studies cells will be monitored both optically and with 
impedance measurement.  
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Fig. 1.  LB4 Bioreactor: a) technical drawing; b) the bioreactor with its clamp system connected with the impedance-meter circuit.  
 
 
 

 
 

Fig. 2.  Block scheme of the Analog Front End. 
 

 
 

 
 
 

 
 
 
 

 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  Measurement in the LB4: a) with the EVOM and BRB model (d=day of culture, B50/B100= bioreactor with 50μL/min flow and 100μL/min);  
b) BBB model; c) with the impedance-meter and NaCl Solutions at low frequencies (40-1000 Hz); d) at high frequencies (1-40kHz). 
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Abstract- There is a growing need of developing organotypic 
intestinal models that are able to reproduce the physiological 
microenvironment and the complex functions of human intestinal 
epithelium in vitro. We propose an in vitro three-dimensional (3D) 
model of human intestinal mucosa which closely recapitulates the 
3D tissue architecture of the small intestine. This model can be used 
as a valuable tool to testing platform or for use in pharmaceutical 
development applications. 

 
Keywords-Organotypic culture, CaCo-2 cells, ECM, bottom-

up approach. 
 
 

HE development of organotypic intestinal epithelial 
cultures was an essential milestone in tissue engineering  

that has provided researchers a more physiological model 
than two-dimensional culture to recapitulate the complex 
functions of human intestinal epithelium in vitro. In order to 
generate well-differentiated epithelial cell layers in vitro, it is 
necessary to reconstitute their natural microenvironment as 
closely as possible. Regarding to intestinal epithelium, this is 
traditionally achieved by culturing established cell lines, such 
as CaCo2, on Transwell® fiters, which allow provision of 
different culture media and different culture conditions 
(submerged and emerged) to each side of the two-
dimensional (2D) epithelial cell layer [1,2]. Another, recently 
developed approach is based on placing epithelial cells, in 
gels resembling the extracellular matrix, where they form 
self-organised three-dimensional (3D) cysts with internal 
lumina (i.e. organoids)[3,4]. However, since organoids are 
not easily suitable and more expensive, Caco-2 monolayer 
transwell assay, remain the norm as an in vitro model of 
human small intestinal mucosa's ability to absorb orally 
administered drugs. However, this culture system do not 
replicate all features of the in vivo microenvironment of 
intestinal epithelium due to the flat surface of the transwell 
insert and the lack of macrovilli structures. To overcome all 
these obstacles, a 3D macrometric intestinal stroma of 
endogenous nature, with defined compositions for expansion 
and delivery of intestinal epithelial cells is highly demanded 
[5]. As consequence, we propose an in vitro 3D model of 
human intestinal mucosa which mimics the physiology and 
the 3D tissue architecture of the small intestine for use in 
pharmaceutical development applications. At first we have 
achieved 3D intestinal stroma-like construct in vitro by using 
tissue precursors (µTPs) assembling strategy as previously 
described [6,7]. A microfabricated technique was used in 
order to realize a mold simulating the topography of 

intestinal crypts and villi. On such intestinal-stroma 
environment we succeeded in developing an intestinal 
epithelium by using CaCo-2 cells that show all the 
characteristic epithelial markers, resulting in an completely 
endogenous organotypic intestinal model. The possibility to 
have available such a complex model open the way for a 
variety of experimental investigations that include the study 
of intestinal physiology or intestinal diseases and 
pharmaceutical development applications.  
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Fig. 1.  Histological features of three dimensional organotypic intestine model. Microscopic H&E 
staining shows the architectural analogies between the complete organotypic intestinal model (a) 
and (b) intestine native tissue. Scale bar 100µm.   
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Abstract— The combination of smart materials and 
biofabrication technologies offers new degrees of freedom in 
scaffold fabrication. In the present work, 3D scaffolds were 
produced by robotic dispensing of self-assembling hydrogels, 
whose rheological and mechanical properties can be controlled 
by varying the environmental pH.  

After the characterization of viscosity and elastic modulus at 
various pH, the fabrication parameters for 3D extrusion were 
analysed for determining the working window. In order to 
extend the fabrication capabilities, several extrusion media were 
tested as support material. Finite element models were used to 
explain experimental results and calculate biologically relevant 
parameters such as the shear stress during the extrusion 
process. A clinical relevant ear-shaped construct was fabricated 
as demonstrator.  
Keywords—Biofabrication, Smart hydrogel, Material 

Characterisation, Finite Element Analysis 

I. INTRODUCTION 
IOPRINTING, one of the strategies of Biofabrication, is 

defined as application additive manufacturing processes 
for patterning and assembling living and non-living materials 
with a prescribed 2D or 3D organization to produce 
bioengineered structures serving in tissue engineering, 
regenerative medicine, pharmacokinetic and basic cell 
biology studies [1]. Among various techniques, robotic 
dispensing processes produce the most versatile hydrogel-
based constructs with clinically relevant sizes, customized 
external shapes and reproducible internal microstructures, 
characterized by an engineered porosity and interconnectivity 
[2]. Ionic complementary peptide hydrogels represent an 
interesting building material: they combine biocompatibility 
with molecular self-assembly properties, and are tunable by 
varying external parameters such as pH [3].  

Here we present the manufacturing process for fabrication 
of well-defined 3D construct using a phenylalanine-based 
nonapeptide, including its rheological and mechanical 
characterization, and the finite element (FE) model of the 
extrusion process.  

II. MATERIALS AND METHODS 

A. Material preparation  
The peptide FEFKFEFKK was synthesized via solid phase 

synthesis methods [4]. Phenylalanine (F), a non-charged 
amino acid with an isoelectric point (pI) 5.49, was combined 
with lysine (K) and glutamic acid (E), two charged peptides. 
Being their pI 9.8 and 3.15, they will carry a positive and a 

negative charge respectively at neutral pH. 

B. Rheological and mechanical characterization 
The shear rheology of FEFKFEFKK nonapeptide gel, at 

different concentrations and pH, was characterised using the 
Bohlin C-CVO rheometer.  

The power law model of Ostwald and deWaele was used to 
interpret the rheological data [5]. The viscosity η [Pa] is 
linked to the shear rate 𝛾𝛾 [s-1] according to (eq.1):  

( ) 1−= nk γη !      (1) 
where k [Pa·sn] is the flow consistency factor, and n is the 

flow behaviour index, which is less than 1 for a pseudoplastic 
fluid. Data were logarithm transformed and a linear fitting 
was applied. The runs test was performed to verify the 
goodness of the fitting procedure. 

Nano-indentation tests at constant strain rate (𝜀𝜀 = 0.10 s-1) 
were performed using a PIUMA Nanoindenter (Optics11, 
The Netherlands) equipped with a 61.5 µm spherical tip. 
Experimental load-indentation data were converted into 
stress-strain according to the nano-epsilon dot method [6]. 
Samples elastic moduli were derived as the stress-strain slope 
within 0.05 strain. 

C. Bioprinting of smart hydrogels 
The PAM2 (Fig. 1A), a multiscale and multimaterial 

microfabrication system, was used to produce complex 
structures [7]. Both pressure- and piston-driven extruders 
were tested. The calibration procedure was performed by 
printing a serpentine structure varying the following 
parameters: gel concertation and pH, needle shape, extrusion 
pressure, extrusion flow, deposition plane velocity. 
Extrudability and shape retention were the two selection 
parameters: dimensions of stable structures were measured 
using an optical microscope (AX70, Olympus Italia, Milan), 
with a 4X and 10 X objective. Acquired pictures were 
analysed with the ImageJ software.   

The creation of a complex required an extrusion media, as 
sacrificial material for supporting overhanging parts 
(bioplotting approach): alginate, polyvinyl alcohol (PVA) 
and polyvinylpirrolidone/PVA (PVP/PVA) hydrogel [8], at 
various concentrations, were tested as support material.  

D. Finite element modelling 
The FE model describes the fluid dynamics in the extrusion 

needle (both conical and cylindrical geometry) as a function 
of inner diameters, flow rate, pressure, concentration and pH.  

Simulations were performed with Comsol Multiphysics® 
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(COMSOL, Inc.), using the stationary Navier-Stokes Non 
Newtonian application mode. Experimental data were 
introduced in the simulation using eq.1, supported by the 
software.  

The model presents an axial-symmetric geometry was 
designed. In addition to axial-symmetry, the other boundary 
conditions are: no-slip over the needle wall, pressure equal to 
0 [Pa] at the outlet; as the PAM2 can work both in pressure 
and in position control, two cases were simulated by a 
determined pressure or a flow as boundary inlet condition. 

III. RESULTS AND DISCUSSION  
The gels are shear thinning, with a viscosity from kPa·s to 

mPa·s across a shear rate range from 10-2 up to 103 s-1. As the 
pH increases (from 3.7 up to slightly alkaline), the viscosity 
and stiffness of the gels increase: this behaviour allows the 
shape-retention during the printing procedure. 

Both n and k parameters varies with pH and concentration 
(R2 > 0.7); however, for a given concentration in the range 
20-30 mg/ml, the sensitivity analysis demonstrated an higher 
importance of the k parameter, due to its variation of one 
order of magnitude.  

The elastic modulus varies from 3.4 kPa to 6.9 kPa with a 
very high correlation with the k parameter (R2 > 0.9). 

Extrusion experiments for printer calibration were carried 
out using several needles from 0.34 mm up to 0.8 mm: the 
pseudoplastic behaviour determined a minimum extrusion 
flow rate (e.g. 0.4 µl/s for 0.34 mm diameter) due to the high 
pressure drop (> 106 Pa), as confirmed by FE model. 
Hydrogel strands extruded from smaller needles tend to swell 
up to a ratio 3:1 in respect to needle diameter.  

A clinically-relevant ear-shaped 3D scaffolds were 
fabricated by printing hydrogels directly into the supporting 
material, and adjusting the pH values to values higher than 
6.5 (Fig. 1B). The best supporting material was the PVA/PVP 
copolymer [8].  

Simulations indicate a piston profile of the hydrogel flow 
inside the needle for more than 70% of the section, thus 
decreasing the “shear-zone” that deeply affects vitality in 
cell-laden hydrogel printing [9].  

IV. CONCLUSION 
This work has described the entire workflow for 

characterise and bioprinting hydrogel materials for 3D 
scaffold fabrication.  

The bioprinting of 3D complex structures requires the 
accurate control of the flow rate, speed of the dispensing 
head, together with the appropriate choice of a suitable 
support material. 

Amino acids can be combined in endless different ways 
leading to a vast number of building blocks with different 
physical properties, with potential uses as nanoactuators or 
drug delivery vehicles.  

Starting from these considerations, bioprinting of smart 
hydrogel with tunable properties is still an incompletely 
explored field of research, which can offer higher versatility 
in tissue engineering and regenerative medicine applications.  
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Fig. 1.  Fabrication snapshot using pressure-driven extruder (A); auricle-shaped scaffold, as example of clinically relevant 

size construct (food coloring was mixed to the gel for visualization – scale bar 1cm) (B). 
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Abstract — Nonalcoholic fatty liver disease (NAFLD) is a 
chronic liver condition worldwide, although its underlying 
molecular mechanisms are still under investigation. So far, 
many in vitro studies on NAFLD have been hampered by the 
limitations of 2D culture systems, in which cells rapidly lose 
tissue-specific functions. The present liver-on-a-chip approach 
aims at filling the gap between conventional in vitro models, 
often scarcely predictive of in vivo conditions, and animal 
models, potentially biased by their xenogeneic nature, using a 
microfluidically perfused device under free fatty acid 
supplementation. This “NAFLD-on-a-chip” system represents 
the first in vitro model of human NAFLD developed within a 
microfluidic device in a sinusoid-like fashion. 

 
Keywords — microfluidics, liver-on-a-chip, NAFLD, 
high-content analysis  
 

I. Introduction 
Conventional two-dimensional (2D) in vitro cell culture 
models still fail to provide accurate prediction of the in vivo 
pathophysiological behavior of tissues and organs. Hence, the 
development of three dimensional (3D) models with 
increased spatio-chemical complexity is being pursued, in 
order to better recreate cell-cell interactions within their 
microenvironment [1], [2] given that 2D culture systems have 
shown to lose most of the cell behaviors observed in native 
tissues [3], [4]. To date, however, the study of chronic 
pathophysiological states in clinically relevant models and 
timescales, remains the main challenge [5]. Organs-on-chip 
arise from this necessity, integrating biology and engineering 
on a single device, and taking advantage of microfluidic 
technology [6]. Microfluidic devices may also have a solid 
support from live cell microscopy and high-content analysis 
(HCA), which constitute powerful tools for cell analysis. 
Current research in the field aims to reproduce living systems 
on a chip [7], [8] without the presumption to totally replace 
animal testing, but certainly to reduce it and provide novel 
and more reliable disease models [9].  
Also in the study of liver diseases, many efforts have been 
made to improve the physiological mimicry and diagnostic 
power of conventional in vitro models, and different liver-on-
a-chip platforms have been fabricated for drug screening 
[10]-[13], but none of them for in vitro modeling of chronic 
liver diseases, such as nonalcoholic fatty liver disease 
(NAFLD). 
NAFLD is the most common form of chronic liver disease 
worldwide, encompassing a broad spectrum of liver 
pathologies, ranging from simple steatosis to nonalcoholic 
steatohepatitis (NASH), fibrosis and cirrhosis, eventually 
leading to hepatocellular carcinoma [14]. However, the exact 

molecular mechanisms underlying NAFLD pathogenesis and 
progression are far from clear. So far, many in vitro studies 
on NAFLD have been hampered by the intrinsic limitations 
of 2D culture systems, in which cells rapidly lose tissue-
specific functions. Our work addresses this issue for the first 
time, establishing a HCA methodology that successfully 
couples a microfluidically perfused liver sinusoid model with 
fluorescence-based functional assays, in order to characterize 
the pathogenesis of NAFLD in terms of: i) intracellular 
triglyceride accumulation, ii) cell viability/cytotoxicity, and 
iii) analysis of the cellular levels of reactive oxygen species 
(ROS). 
 

II. Materials & Methods 

A. Microfabrication 
Microfluidic devices were fabricated as polydimethylsiloxane 
(PDMS, Sylgard 184, Dow Corning) replicas of a 
lithographically obtained SU-8 (Microchem) on silicon 
master. Chip design was derived and adapted from a previous 
work from Lee et al. [10]. Chip geometry is depicted in Fig. 
1. 

B. Cell culture  
Human hepatoma HepG2/C3A cells (ATCC) were cultured 
in 3D under microfluidic perfusion through a set of 
microchannels that mimic the endothelial-parenchymal 
interface of a liver sinusoid, allowing the diffusion of 
nutrients and removal of waste products similarly to the 
hepatic microvasculature, and providing a neglectable shear 
stress to the cells [10]. A medium flow of 18 µL/day was 
provided through the mass transport channel, in agreement 
with the literature [10], [11]. Cells were maintained in culture 
until confluence before induction of steatosis. 

C. Induction of steatosis 
A combination of long-chain free fatty acids (FFAs), namely 
palmitic acid (PA) and oleic acid (OA) was dissolved in 
methanol (vehicle) and added to the medium [15], [16]. 
Steatosis was induced by modifying the method in [17]. 
Internal controls were represented by both liver-on-a-chip 
devices and 2D static cultures in medium with vehicle only.  

D. High-content analysis of steatosis 
Evaluation of intracellular triglyceride accumulation, cell 
viability/cytotoxicity, and oxidative stress was performed by 
HCA methodologies using fluorescence-based functional 
probes: AdipoRed assay, Live/Dead Viability/Cytotoxicity 
reagent, and carboxy-H2DCFDA ROS detection reagent, 
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respectively (Thermo Fisher). Micrographs were acquired 
under an inverted epifluorescence microscope (Ti-E, Nikon) 
and analyzed using NIS Elements AR software (Nikon). 
 

III. Results and discussion 

A. Gradual and lower intracellular lipid accumulation in 
liver-on-a-chip devices compared to 2D static controls 
Figure 2 shows the results of intracellular lipid accumulation 
measured through the AdipoRed assay. After 24h, the 
increase in intracellular triglyceride content of treated cells 
vs. internal controls was statistically significant only for 2D 
cultures. At 48h, a further increase in lipid content was 
measured for both chips and 2D cultures, with both groups 
showing statistical differences vs. their own internal controls. 
Furthermore, the difference between chip and plate was more 
pronounced. 

B. Higher cell viability in on-chip cultures vs. 2D controls 
under conditions of hepatic steatosis 
The cytotoxicity of the FFA treatment for both liver-on-a-
chip devices and 2D cultures was investigated using the 
Live/Dead assay (Fig. 3). 2D cultures showed a marked 
decrease in cell viability following the FFA treatment, 
whereas high cell viability was maintained by on-chip 
cultures, in which the FFA overload appears to be much 
better tolerated. Importantly, after both 24h and 48h, on-chip 
cultures showed a significantly higher viability vs. 2D ones, 
for both the FFA-treated and control conditions. This 
outcome is in line with the different intracellular lipid 
accumulation, previously observed in Fig. 2, between plate 
and chip. Overall, under conditions of steatosis, the 
microfluidic model allows a higher hepatic cell viability than 
traditional 2D cultures. 

C. Comparable levels of oxidative stress between on-chip and 
2D cultures in the setting of steatosis 
To investigate the oxidative stress caused by the exogenous 
lipid overload, we evaluated cellular ROS levels in both on-
chip and 2D cultures after 24h and 48h (Fig. 4). ROS levels 
in FFA-treated cells, normalized to their internal controls, 
were very low after both 24h and 48h, and comparable 
between on-chip and 2D cultures The trend of ROS 
production, passing from 24h to 48h, was descendant, with a 
slightly lower level in chip compared to 2D culture, though 
the difference was not statistically significant. The reported 
low ROS production is in agreement with the literature [18]. 

IV. CONCLUSIONS 
To our knowledge, this chip represents a more permissive 
tissue-like microenvironment for long-term culture of hepatic 
cells than conventional 2D static cultures. The developed 
model enables gradual and milder intracellular triglyceride 
accumulation, a higher hepatic cell viability, and minimal 
oxidative stress in prolonged dynamic cultures compared to 
2D static cultures, thereby mimicking more closely the in 
vivo chronic condition of steatosis. In conclusion, this work 
may represent a starting point for the development of an on-
chip model of NAFLD, which paves the way for a more 
detailed investigation to further dissect cellular, molecular 
and epigenetic mechanisms that orchestrate NAFLD 
development. 
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Fig. 1.  Microarchitecture of the NAFLD-on-a-chip device. Top (a) and 3D 
(b) schematic view of the microfluidic device, showing the high-density 
culture of hepatic cells. Legend: m.t.c.: mass transport channel; c.c.m.: cell 
culture microchamber. Dimensions are in µm. 
 

                                    

 

 
Fig. 2.  AdipoRed assay for intracellular triglyceride accumulation. (a) 
Histogram showing the mean fluorescence intensity (MFI), expressed as the 
ratio between FFA-treated cells and internal controls, for on-chip and 2D 
cultures after 24h and 48h. * p<0.05, ** p<0.01, *** p<0.001. (b, c) 
Representative epifluorescence micrographs of the lipid overload (green 
cells) for on-chip (b) and 2D cultures (c). Scalebars: 50 µm in (b) and 200 
µm in (c). 

 

 
Fig. 3.  Live/Dead assay for cell viability/cytotoxicity following the FFA 
treatment. (a) Histogram showing the percentage of living cells for control 
(white bars) and FFA-treated (black bars) groups in on-chip and 2D cultures 
after 24h and 48h. * p<0.05, ** p≤0.01. (b, c) Representative epifluorescence 
micrographs of living cells (green) and dead cells (red) plotted in (a) within 
the chip (b) and the plate (c) after 24h and 48h. Images are at equal 
magnification (20x); scale bars represent 50 µm in (b) and 100 µm in (c).  
 

 

 
Fig 4.  ROS detection assay for the analysis of oxidative stress levels, 
following the FFA treatment. (a) Plot showing the MFI for on-chip and 2D 
cultures after 24h and 48h. (b, c) Representative epifluorescence 
micrographs of intracellular ROS (green cells stained via carboxy-
H2DCFDA dye) for on-chip (b) and 2D cultures (c) after 24h and 48h. 
Scalebars: 50 µm in (b) and 100 µm in (c). 
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Abstract— Expansion of pluripotent stem cells in defined 
media devoid of animal-derived feeder cells and exogenous 
conditioning factors, such as the leukocyte inhibitory factor 
(LIF), would be advantageous for many regenerative, biological 
or disease-modelling studies. An increasing interest relies on the 
design and development of three-dimensional substrates to 
culture stem cells, in which the cues for pluripotency 
maintenance are provided by the architectural features of the 
substrate. Here we tested the possibility to use a substrate 
mimicking some geometric constraints of a three-dimensional 
native stem cell niche to maintain stem cell differentiation 
ability during in vitro expansion. 
Keywords—nanofabrication, embryonic stem cells, 

pluripotency, scaffold. 

I. INTRODUCTION 
ELL-BASED therapy represents an important strategy to 

restore the function of injured cells, tissues and organs. 
However, the limited availability of desired cells hampers the 
success of this strategy. Recent advances in stem cell biology 
offer an opportunity to address this challenge. In particular, 
embryonic stem (ES) cells possess great potential because 
they can proliferate indefinitely without differentiation and, 
at the same time, retain the developing potential to generate 
cells of all three embryonic germ layers [1]. Different growth 
factors, cytokines and small molecules have been used to 
promote ES cells self-renewal. In particular, mouse ES cells 
(mESCs) have a requirement for IL6 family member 
cytokines such as leukemia inhibitory factor (LIF) to 
maintain self-renewal and pluripotency [2]. Such studies 
were mostly performed by means of two-dimensional (2D) 
culture systems. However, 2D culture substrates are 
considered limited to study the real situations in vivo [3], 
thereby, an increasing interest relies on the design and 
development of three-dimensional (3D) substrates to culture 
stem cell. Most of the currently available approaches for 
scaffold fabrication, based on self-assembly methods, do not 
allow for an accurate control of the geometrical structure of 
the substrate, which might play a crucial role in stem cell fate 
determination [4]. A novel technology which overcomes 
these limitations is laser two-photon polymerization (2PP) 
[5]. 2PP is a mask-less direct laser writing technique that 
allows manufacturing arbitrary microarchitectures with a 
spatial resolution down to 100 nm, thus better than the light 
diffraction limit. In 2PP, photopolymerization occurs by 
nonlinear two-photon absorption induced by femtosecond 
laser pulses in transparent materials. To investigate whether 
the 3D architecture is able to preserve pluripotency in 

mESCs, we designed and fabricated a new substrate with 
approximately 132 niche blocks (or “nichoids”) per sample, 
covering the 70% of the available culture surface. This 
greatly improved layout allowed us to obtain a higher 
nichoid-cultured cell number per sample compared to our 
previous studies [6-8]. In this work, we report on the effect of 
the nichoid substrate on mESC pluripotency maintenance and 
differentiation during expansion in feeder-free conditions and 
in the absence of LIF via immunofluorescence image 
colocalization and quantification of specific pluripotency and 
differentiation markers. 

II. MATERIALS AND METHODS 

A. Fabrication of the nichoid culture substrate by two-
photon laser polymerization  

The nichoids were directly two-photon polymerized in the 
SZ2080 photoresist [9] with 1% concentration of Irg 
photoinitiator. The laser used for 2PP was a cavity-dumped 
Yb:KYW system [10] producing pulses with 300-fs duration 
and 1-MHz repetition rate at 1030 nm wavelength, focused 
with a 1.4 numerical aperture (NA) oil immersion objective 
(Plan-APOCHROMAT,100×,Carl Zeiss, Germany). 
Optimum fabrication conditions were 1.5 mm/s writing 
speed, 12 mW average power (before the objective). 
Computer-controlled, 3 axis motion stages (ANT130, 
Aerotech, USA) were used to translate the sample relative to 
the laser to form the desired microarchitectures. Nichoids 
were laser written directly onto 12-mm diameter glass 
coverslips 150 µm-thick (Fig. 1A-C). To increase the niche 
surface to the flat glass ratio, a Poly-dimetylsiloxane (PDMS) 
ring (in gray in Fig. 1A) with 7-mm inner diameter was UV-
bonded to the glass coverslips. Thus, we could cover the 70% 
of the available culture surface. Each nichoid was composed 
of 25 repetitive blocks 30 µm high and 90 µm × 90 µm in 
transverse dimensions and consisted of a lattice of 
interconnected lines, with a graded spacing between 10 and 
30 µm transversely and a uniform spacing of 15 µm 
vertically (Fig. 1D). The overall size of each nichoid was 30 
µm high and 450 µm × 450 µm in transverse dimensions 
(Fig.1E). The spacing between nichoids was set to 80 µm. 
Each repetitive unit (e.g. niche), as well as each block (e.g. 
nichoid) was surrounded by four outer confinement walls 
formed by horizontal lines spaced by 5 µm, resulting in gaps 
of 1 µm 
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B. Murine ESC culture, immunofluorescence staining and 
lineage commitments analysis 

We expanded R1 mESCs for two weeks on the nichoid, flat 
glass and kidney extracellular matrix (ECM) culture substrate 
without using soluble conditioning factors. After 3, 7 and 14 
days in culture, cells on different substrates were first imaged 
by phase contrast microscopy to assess colony size. In 
addition, cells were fixed in a 2% paraformaldehyde and 4% 
sucrose solution for 10 minutes at room temperature. Cells 
were then permeabilized in 0.1% Triton X-100 and treated 
with 3% BSA for 1 hour at room temperature. 
Immunofluorescence staining for the pluripotency marker 
octamer-binding transcription factor 4 (OCT4) was 
performed. While, to assess differentiation towards the 
endodermal and mesodermal germ layers, samples were 
stained for GATA binding protein 4 (GATA4) and α Smooth 
Muscle Actinin (α-SMA), respectively. Cell nuclei were 
counterstained with DAPI. Samples were finally mounted 
with a fluorescent mounting medium and imaged by laser 
confocal microscopy (LSM 510 Meta, Carl Zeiss, Germany). 
For nuclear markers (i.e. OCT4 and GATA4), we evaluated 
the occurrence of such markers within the nuclear region (i.e. 
DAPI), whereas for the cytoplasmic α-SMA, we measured 
the stained average area normalized by the overall field size. 
We used one-way ANOVA to assess statistical significance 
between groups. Discrepancies among groups were 
considered significant if the p value was < 0.05. The analysis 
was performed on 15 representative fields.  

III. RESULTS AND DISCUSSION  

A. Mouse ESC colony size and morphology  
To evaluate the geometrical constraint of the nichoid on 

mESCs, we first monitored the colony shape (Fig. 2A) and, 
then, assessed its characteristic size (i.e. diameter) (Fig. 2B). 
At 3 days of culture, we observed mESCs forming spherical 
aggregates on both nichoids and flat glass substrates having a 
comparable average diameter, 100-µm size in average. 
Interestingly, at 7 and 14 days of culture, the glass-cultured 
colonies dramatically increased their characteristic length 
spreading out, while mESC aggregates in the nichoids 
preserved their size and spherical shape (Fig. 2A). We 
addressed such distinct behavior to the physical and 
geometrical constraints provided by the 3D nichoid 
architecture. Indeed, cells cultured on flat substrates had not 
experience such confinement effect.  Regarding renal ECM, 
mESCs rapidly underwent spreading and lost the tendency to 
form spherical embryonic bodies (Fig 2 A). Finally, to 
quantify the constraining effect of nichoids on mESCs, we 
measured the diameter of colonies that is an index of 
proliferation and pluripotency. With the exception of day 3, 
we found that the average colony diameter in nichoids was 
20-30% lower in average compared to those cells cultured on 
flat glass, proving the containment effect provided by the 3D 
architecture of the nichoid samples. (Fig 2 B).  

B. Mouse ESC pluripotency maintenance and differentiation 
To evaluate the pluripotency maintenance on nichoid 

samples, we imaged and quantified the expression of OCT4 

within DAPI-stained nuclei. We observed that mESCs 
expanded in the nichoids, the expression of OCT4 was almost 
2-fold than the ones calculate in flat glass substrates and 
kidney ECM. Concerning the differentiation potential 
towards the endoderm and mesoderm germ layer, both 
GATA4 and α-SMA, respectively were significantly more 
expressed (i.e. 4-fold) in flat glass substrates compared to 
nichoids and renal ECM, suggesting a spontaneous 
commitment. Notably, GATA4 and α-SMA expression in 
nichoids and renal ECM was negligible (Fig. 3A, B). 

IV. CONCLUSION 
The nichoid was the only substrate, among those tested, 

allowing maintaining a pluripotency gene switched on and, 
simultaneously, two differentiation genes switched off in 
prolonged culture. These results demonstrate the ability of 
the nichoid substrate to promote maintenance of pluripotency 
of stem cells in expansion culture in the absence of a feeder 
layer and of exogenous soluble factors. Further studies are 
necessary to further understand which features of the physical 
microenvironment of the artificial niche microstructures are 
critical to function. The nichoid substrate may help elucidate 
mechanisms of pluripotency maintenance in vitro, while 
potentially cutting the costs and risks of feed-conditioning for 
industrial-scale expansion of stem cells. 
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Fig. 1.  The nichoid culture system fabricated by 2PP. (A) Top view of the nichoid culture system consisting of approximately 132 nichoids on a standard 
glass coverslip. To increase the niche surface to the flat glass ratio, a Poly-dimetylsiloxane (PDMS) ring (in gray) with 7-mm inner diameter was UV-
bonded to the glass coverslips. (B) SEM pictures of the nichoid blocks and (C) Zoomed view. (D) SEM detail of the repetitive unit forming the nichoid 
culture substrate. (E) CAD of the nichoid block. 

 
Fig. 2. Feeder-free maintenance and mESCs colony growth in the absence of a feeder-layer and of LIF. (A) Phase contrast images of mESCs 
colony growth on nichoid, flat glass and kidney matrix substrates at 3, 7 and 14 days of culture. Scale bar, 100 µm. (B) Colony diameter 
measured on nichoid and flat glass substrates. 

 
Fig. 3. Mouse embryonic stem cells expanded in the nichoid, flat glass and kidney ECM substrate in the absence of a feeder-layer and of LIF, at 
7 culture days. (A) Immunofluorescence showing expression of the OCT4 pluripotency marker (red), the endoderm differentiation marker 
GATA4 (green) and the mesoderm differentiation marker αSMA (red). Nuclei are counterstained in DAPI (blue). Scale bar, 50 µm. B) 
Quantification of marker expression on immunofluorescence images; n=15, *p<0.01. 
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Abstract— The soft tissues of the musculoskeletal system are 
characterized by a connective tissue composed of bundles of 
collagen fibers with preferential orientation. In order to induce 
the regeneration of such tissues, scaffolds with aligned fibers 
similar to those of native tissue are desirable since they are 
likely to allow cells to attach and proliferate along the optimal 
orientation. Aim of this study was the fabrication, of crosslinked 
chitosan/PEO mats by electrospinning, To improve the lifetime 
of chitosan mat two ionic crosslinkers were tested: Sodium 
Tripolyphosphate (TPP) and Arginine (Arg). The chitosan mats, 
before and after TPP and Arg stabilization, have been physical-
chemically characterized by SEM, FT-IR, swelling 
measurements, in vitro stability test and tensile test.  
Keywords—Chitosan, electrospinning, Arginine, TPP. 

I. INTRODUCTION 
HE soft tissues of musculoskeletal system (tendon, 
ligament, articular cartilage, intervertebral disc, 

meniscus) are characterized by an extracellular matrix (ECM) 
poorly vascularized, composed of bundles of collagen fibers 
with preferential orientations.  To repair the injuries of soft 
tissue through a regenerative medicine approach, it is 
preferable to create tissue engineered constructs with aligned 
fibers similar to those of native tissue. Electrospinning is a 
quite simple technique that allows to realize tissue engineered 
constructs (i) made of nanometric fibrous structures, (ii) with 
preferred orientation, and (iii) that should enable cells to 
produce matrix along that optimal orientation [1]. To address 
this issue, in this study, a chitosan electrospun (ES) mat with 
oriented nanofibers was developed. Chitosan, a natural, 
biocompatible, biodegradable, antibacterial polymer was 
used in blend with polyethylene oxide (PEO). To prevent 
fiber dissolution in aqueous medium, two ionic nontoxic 
crosslinkers were tested and compared: sodium 
tripolyphosphate (TPP) [2] and Arginine (Arg). 

.  

II. EXPERIMENTAL METHODS 
A Chitosan/PEO blend (70:30) was dissolved in 90% v/v 

acetic acid solution at a concentration of 4.5% w/v. The 
optimal spinning conditions were assessed and optimized. To 
generate fiber alignment, the spinneret was directed 
perpendicularly to a circular plate rotating from 300 to 1200 
rpm (Fig. 1). The obtained chitosan mats have been cross-
linked with TPP (4mM, pH 7) or Arg (0.2M, pH 11) and 
characterized by SEM and FT-IR [2, 3]. The swelling ratio in 
PBS and the mats stability in TRIS-HCl (pH 7.4, 37°C) till 
30 days were also assessed. Finally, tensile test on the ES 
chitosan mats cross-linked with Arg were performed in order 
to evaluate the influence of fiber alignment on the mats 

mechanical properties.  
 

III. RESULTS AND DISCUSSION 
Firstly, different concentrations of chitosan and PEO and 

different ratios of blend were tested. The performed 
rheological tests showed a pseudoplastic behaviour of 
chitosan/PEO solutions and an increase of the viscous 
component increasing chitosan concentration on blends. The 
optimization of process parameters and collector geometry 
and the increase of collector speed allowed the obtainment of 
aligned beads-free nanofiber mats (Fig.2A). Architectural 
stability of nanofiber mat in aqueous medium was achieved 
by ionotropic crosslinking of chitosan by TPP ions and Arg. 
FT-IR analysis confirmed that both crosslinkers formed 
networks through the electrostatic interactions of the 
negatively charged groups with the positively charged groups 
of the chitosan chains. TPP crosslinking [2] was confirmed 
by the presence of antisymmetric stretching of P-O-P bridge 
(893 cm-1) a P=O stretching (1213 cm-1), while Arg 
crosslinking [3] showed a guanido group band (1630 cm-1) 
overlapping the chitosan band, symmetric bending CH2 
(1467cm-1) and bending OH (1327cm-1). The morphologies 
of both crosslinked electrospun mats were examined by SEM 
(Fig. 2B, 2C). The fiber diameter distribution decreased 
increasing rotational speed of the collector from about 250 
nm to 160 nm. Both TPP and Arg crosslinked mats had a 
maximum swelling degree in PBS after about 1h. Stability 
tests after 3, 7, 15, 30 days in TRIS-HCl (pH 7.4, 37°C) 
showed significant reduced weight loss for TPP mats after 
only 3 days, while Arg mats had only a small weight loss 
after 3 days and then remained unchanged. Therefore, Arg 
had a higher crosslinking action than TPP. The mechanical 
properties of hydrated Arg mats were determined in both 
parallel and perpendicular to fiber alignment directions. The 
elastic modulus in the fiber direction resulted higher than in 
the perpendicular direction (31.7MPa vs 7.2MPa), therefore 
in this strips the nanofibers made the material more 
extendable. FFT and MTT analyses are in progress to 
evaluate relative alignment value and to test biocompatibility 
of Arg mats, respectively.   

Effect of arginine and sodium tripolyphosphate 
on the stability of chitosan electrospun mats for 

soft tissue regeneration  
P. Nitti1, F. De Pascali1, L. Natta1, F. Scalera1, F.Gervaso1, A. Sannino1 

1Department of Engineering for Innovation, University of Salento, Via per Monteroni, Lecce 
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IV. CONCLUSION 

In the present work, ES chitosan mats with aligned 
nanofibers were successfully fabricated. The stability of ES 
mats in aqueous medium was improved by ionotropic cross-
linking of chitosan by Arg ions. The Arg crosslinked 
chitosan/PEO mats may be considered as potential scaffold 
for soft tissue engineering 
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Fig.1 Electrospinning setup 

Fig.2 SEM micrographs of pure aligned chitosan/PEO, 8000X (A), crosslinked TPP (B) and 
Arg (C) 2000X. 
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Abstract— Large bone or osteochondral defects still need new 
approaches to ameliorate the regeneration process. The 
integration of magnetic nanoparticles into synthetic/natural 
scaffold formulations, could lead to obtain a suitable, responsive 
“on demand” tool able to guide the regeneration process. The 
aim of this work was the design and characterization of 
chitosan-based scaffolds containing dextran-grafted maghemite 
(DM) with modular mechano-structural and biomimetic 
properties implemented by the presence of a bioactive agent 
such the L-arginine amino acid. Both components can act as 
modulators of the scaffold features and, at the same time, the 
simultaneous presence of MNPs and L-Arg can be exploited to 
induce variations with respect to the cytocompatibility 
responses. 

Keywords—chitosan, magnetic nanoparticles, L-arginine, 
scaffold. 

I. INTRODUCTION 

LARGE bone defects caused by degenerative diseases, 
prosthetic implant revisions, tumour excisions and traumas 
still represent a major challenge in the reconstructive 
orthopaedic field [1]. The difficulty of the regeneration 
process, when the size of the defect exceeds a critical value, 
depends on a variety of factors such as animal species, bone 
type, or healing failure [2]. In this context, the use of 3D 
biocompatible scaffolds exhibiting high levels of mimicry 
with natural tissues is a key feature for hard tissue 
regeneration. In order to improve scaffolds bio-mimicking, 
the need to integrate tissue-engineering approaches with 
nanotechnology emerges as a powerful strategy [3]. 
Particularly, magnetic nanoparticles (MNPs) are now being 
combined with biomaterials providing final magnetic 
scaffolds, with reinforced mechanical properties, which can 
be manipulated in situ by applying an external magnetic field, 
in order to guide the bone regeneration processes [4], [5]. 
This is leading to an emerging approached currently 
represented by the magnetic-force based tissue engineering 
[6]. Incorporated into synthetic/natural scaffold formulations, 
MNPs could be the suitable tool to guide “on demand” the 
regeneration process, by release of biomolecules, growth 
factors or therapeutic compounds involved in activation or 
triggering cell processes (e.g. proliferation and differentiation 
[7]) and physiological responses. Bearing this in mind, the 
aim of this work was the design and characterization of 
chitosan-based scaffolds containing dextran-grafted 
maghemite (DM) with modular mechano-structural and 
biomimetic properties implemented by the presence of a 
bioactive agent such the L-arginine amino acid. 

II. MATERIALS AND METHODS 

A. Chemicals 
For DM nanoparticles synthesis iron (II) chloride 

tetrahydrate (FeCl2•4H2O, 99%), iron (III) chloride 
hexahydrate (FeCl3•6H2O, 98%) and dextran (MW = 6 kDa, 
synthesized by Leuconostoc mesenteroides) were used and 
purchased by Alfa Aesar. For scaffold preparation, chitosan 
(chitosan from shrimp shells; degree of deacetylation >  
85%), glacial acetic acid and L-Arginine were used. All 
reagents used in this work were purchased from Sigma-
Aldrich. 
 

B. Cell-based assays 

For in vitro cytocompatibility assays, the MG63 
immortalized cell line was adopted (human osteosarcoma, 
ATCC n. CRL 1427), and the Dulbecco's Minimum Essential 
Medium (DMEM) was used for cell culture and treatments, 
supplemented with 10% (v/v) fetal bovine serum (FBS), 
2mM L-glutamine, penicillin/streptomycin 100 µg/ml, 
phosphate-buffered saline (PBS); for the evaluation of cell 
proliferation, a standard protocol based on the metabolization 
of  the 3-(4,5-dimethylthiazol-2-yl)-2,5- diphenyltetrazolium 
bromide (MTT) was used. 

C. Scaffold synthesis 
 Magnetic chitosan-based scaffold were developed by 
using a freeze-drying technique. A colloidal suspension of 
DM nanoparticles, synthesized starting from a previous 
method published by Walsh et al. [8], was added to the 
chitosan slurry at different percentage (5-10-15% w/w with 
respect to the weight of chitosan used) before freezing. 
Stabilization of magnetic scaffolds with L-arginine was 
achieved by soaking freeze-dried scaffold in a 0,1 M L-Arg 
solution, under gentle agitation. Table I summarises scaffolds 
formulations. Scaffolds properties were evaluated by 
Scanning Electron Microscopy (SEM) and Energy Dispersive 
X-ray Spectrometry (EDX), compression test (Zwick), 
stability test in Tris-HCl at pH 7.4 and 37°C. 
 
 
 
 

Material DM (%w/w) Arg (M) Nomenclature 

Chitosan-based scaffolds exhibit modular features induced 
by magnetic nanoparticles and L-arginine amino acid 
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Chitosan 
(1,67% w/w) 

- - Cs 
5 - Cs/DM5 

10 - Cs/DM10 
15 - Cs/DM15 
- 

L-Arg (0,1M) 

Cs-Arg 
5 Cs/DM5-Arg 

10 Cs/DM10-Arg 
15 Cs/DM15-Arg 

Table I: Summery of scaffold types synthesized 

III. RESULTS AND DISCUSSIONS 
SEM micrographs have showed a homogeneous pores 

distribution, with a circular or elliptical shape (see Fig. 1), 
which gives to the scaffold a good interconnection degree. 
Particularly, the pores average diameter reduces in parallel to 
the DM content increase as shown in Table II, whereas, in the 
presence of L-Arg a greater reduction of the pores diameter 
has been detected (see Table III).  

 
Samples Pore Diameter (µm) 

Cs 185±32 
Cs/DM5 164±38 

Cs/DM10 167±42 
Cs/DM15 152±45 

Table II: Pores average diameter of the chitosan-based scaffolds 
in the presence of DM nanoparticles  

 
Samples Pore Diameter (µm) 
Cs-Arg 131±32 

Cs/DM5-Arg 121±43 
Cs/DM10-Arg 127±46 
Cs/DM15-Arg 119±28 

Table III: Pores average diameter of the chitosan-based scaffolds 
in the presence of DM nanoparticles and stabilized by L-Arg 0,1M 

EDX analysis, showed in Fig. 2, have confirmed a “bulk” 
magnetization of scaffolds: it was verified that the DM are 
uniformly distributed along the whole diameter and the entire 
thickness of scaffold. Furthermore, the iron elemental content 
increases proportionally with the DM content. 
Moreover, the compression tests results highlighted an 
increase of Young’s modulus (Elow=kPa) by the increasing of 
DM percentage up to10% (Cs=1 ± 0,07 kPa; Cs/DM5=1,58 ± 
0,24 kPa; Cs/DM10=1,62 ± 0,21 kPa) with the exception of 
Cs/DM15. In the presence of L-Arg, a considerable increase 
in the Elow has been shown with a same DM dose-dependence 
trend (Cs-Arg=8,38 ± 0,07 kPa; Cs/DM5-Arg=22,82 ± 1,90 
kPa; Cs/DM10-Arg=20,01 ± 1,78 kPa). Interestingly, in both 
cases the 15% DM concentration induced a clear reduction of 
the Elow values (0,92 ± 0,14 kPa and 11,84 ± 0,80 kPa for 
Cs/DM15 and Cs/DM15-Arg, respectively). When the weight 
loss has been evaluated, arginine treatment resulted to 
improve scaffolds stability (30% weight loss for Cs/DM vs 
15% weight loss for Cs/DM-Arg, up to 3 weeks in Tris-HCl 
pH 7.4). 
Then, basic cytocompatibility of the synthesized scaffolds 
was assessed, by evaluating the metabolic activity, in terms 
of proliferation, of cells of the MG63 human osteoblast-like 
model, seeded directly onto the scaffold surface and grown 
for 24, 48 and 72 hours. By proliferation assays (showed in 
Fig. 3, left istogram) on cells grown into scaffolds, a minor 
cytocompatibility of Cs/DM5 was revealed at each time-

point; on the other hand, Cs/DM10 and Cs/DM15 both 
showed optimal cytocompatibility after 72 h of growth, with 
a different behavior at short time possibly due to structural 
and/or mechanical differences in the 3D structure. When 
proliferation assays were performed with Cs/DM-Arg 
scaffolds (see Fig.3, istogram on the right), an evident dose-
dependence related to concentration of DM particles was 
revealed in short times (24 h), with modular features and a 
more evident homogeneity of behavior at intermediate times, 
when compared to the Cs scaffolds without L-arginine. 
For more, at each time analyzed, Cs/DM-Arg showed 
increased permissiveness to proliferation, even for the 
Cs/DM5-Arg compared to the Cs-Arg control, whereas the 
5% of DM in the Cs scaffolds (without L-arginine) implied 
reduced proliferation. 

IV. CONCLUSION 
 

In conclusion, the present work has allowed the 
development of a protocol for synthesis of chitosan-based 
scaffolds with properties due to the presence of two 
molecular tools such as the MNPs and the L-arginine amino 
acid as a bioactive agent. Both components seem to act as 
modulators of the mechano-structural features; at the same 
time, the presence of MNPs and L-Arg can be used to induce 
variations with respect to the cytocompatibility responses. 
Overall, we give hints for a dual tool, represented the 
presence of DM and L-Arg, for acting on mechano-structural 
and biocompatible features of chitosan-based scaffolds, thus 
implementing the versatility of the polymer itself. This could 
represent an optimal starting point for design of scaffolds 
with “ad hoc” traits for the targeted bone or osteochondral 
defects. 
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Fig. 1 SEM micrograph of cross section of the chitosan-based scaffolds functionalized with DM nanoparticles 

(on the left) and stabilized with L-Arg (on the right). For an easy comprehension, we have reported the 
controls (Cs and Cs-Arg) and the condition with the condition with the highest DM percentage (Cs/DM15 and 
Cs/DM15-Arg) (Courtesy of D. Cannoletta, Department of Engineering for Innovation, University of Salento, 

Lecce) 
 
 

 
 

Fig. 2 Mapping of the Fe elemental content into the scaffolds in chitosan and chitosan functionalized by DM 
at different percentage; in detail, evaluation of atomic and ponderal percentages of chemical elements present 

(Fe, C, O) 
 
 

 
Fig. 3 MTT proliferation assay on MG63 cells at 24, 48 and 72 h after seeding in Cs/DM scaffolds (left) or 
Cs/DM-Arg scaffolds. Chitosan-based scaffold were obtained as cilinders with 6 mm diameter and 5 mm 

height, and were pre-hydrated in cell culture medium before being inserted in a 96-well plate for cell culture. 
Data are expressed as % proliferation with respect to control (Cs). For the Cs/DM scaffolds, reduced 

proliferation is shown with the Cs/DM5 composition, up to 48 h (istograms on the left). By adding L-Arg, 
dose-dependent increase of proliferation is shown at 24 h, and absence of significant variations respect to 
control (Cs) are indicated at extended time-points, probably due to time-dependent exhaustion of L-Arg as 

boosting metabolite for cell proliferation. 
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Abstract— Type 1 diabetes therapy is based on multiple daily 
exogenous insulin administrations tuned according to blood-
glucose (BG) measurements and some therapy parameters 
derived by physicians applying trial-and-error procedures. In 
this work a simulation framework is built to test algorithms for 
the automatic optimization of exogenous insulin administration 
based on the run-to-run (R2R) technique. Preliminary results 
show the R2R reduces time in hypoglycemia and BG variability, 
suggesting to further investigate this promising technique for 
the automatic calculation of the optimal insulin dosage.  
Keywords—Bolus Calculator, Insulin Dosing, Run-to-Run, 

Continuous Glucose Monitoring 

I. INTRODUCTION 
YPE 1 Diabetes (T1D) is an autoimmune disease 
characterized by the destruction of the pancreatic beta-
cells responsible of insulin production. As a consequence 

of the lack of insulin, concentration of glucose in the blood 
(BG) can exceed the normal range (70-180 mg/dL). In order 
to avoid long-term complications due to hyperglycemia 
(BG>180 mg/dL), e.g. neuropathy, retinopathy and micro- 
macro-vascular heart diseases, or, in the case of 
hypoglycemia (BG<70 mg/dL), dangerous short-term 
episodes, like coma or even death, a therapy based on 
exogenous insulin administration is required. 
The standard T1D therapy consists of multiple daily 
injections of insulin performed usually at meal time and 
tuned according to diet, physical activity and self monitoring 
blood glucose (SMBG) samples collected by patients using 
fingerstick devices 3-4 times a day.  This therapy is 
uncomfortable and demanding for the patient, it greatly 
affects quality of life and can also result in a suboptimal 
control. In the last few years, several minimally-invasive 
technologies, such as pumps for continuous subcutaneous 
insulin infusion (CSII) and needle sensors for real-time 
continuous glucose monitoring (CGM), have been proposed 
to design new, more efficient, T1D therapies and improve 
quality of life of patients. CSII allows to avoid multiple 
injections, while CGM provides a BG measurement every 1-
5 minutes, mitigating the need of repetitive use of SMBG. 
Numerous studies [1] have demonstrated how the use of 
CGM to treat T1D, even in an “open-loop” scenario,  can 
help to control BG level reducing, for example, the time 
spent outside the optimal glucose range.  
To get the best benefits from using CGM in an open-loop 
context, ad hoc rules to estimate the optimal amount of 
insulin to inject need to be devised. Simple rules for insulin 
dose calculation are used in the literature, which are based on 
two therapy parameters: the carbohydrate-to-insulin ratio 
(CR), i.e. the grams of carbohydrate (CHO) covered by one 

unit of insulin, and the correction factor (CF), i.e. the drop in 
BG concentration produced by one unit of insulin. These 
parameters are patient-specific and are usually tuned-up by 
physicians with empirical laws and trial-and-error procedures 
[2]. So far, to help the patient’s in the insulin dosing, CSII 
systems embed insulin bolus calculators using CR and CF 
(with values inserted by the physician)  to automate the 
insulin bolus calculation process and provide a decision 
support tool to patients. However, an automatic procedure for 
the calculation and tuning of the insulin amount would be 
desirable.  
Attempts to improve the performance of such calculators 
have been carried out. In Herrero et al. [3], an approach to 
automatically adjust CR and CF using CGM measurements is 
presented. The method is based on a run-to-run (R2R) control 
technique i.e. and iterative procedure in which the values of 
CR and CF are updated daily according to a performance 
metric evaluating the distance between the minimum 
postprandial glucose concentration, which is measured by 
CGM, and the patient’s target BG concentration. Clearly, the 
R2R assumes that the process to be controlled, in this case 
the BG profile, is strictly repetitive. Herrero et al. [3] 
preliminarly assessed the R2R performance on 20 virtual 
subjects by using a simulation framework in which inter- and 
intra-day variability of patient’s physiology and behavior 
where artificially simulated by empirical suboptimal models, 
resulting in a non-realistic real-life scenario.  
The aim of this work is to present an in-silico simulation 
framework that allows to test algorithms to optimize bolus 
calculator parameters, e.g. the R2R, in a realistic real-life 
scenario thanks to the inclusion of state-of-art models of 
variability of patient’s physiology and behavior, and 
technology.  

II. THE SIMULATION FRAMEWORK  
The proposed simulation framework reproduces real-life 
situation and patient behaviours. It is based on the T1D 
Uva/Padova simulator [4], i.e. a model of glucose 
metabolism that was accepted by the Food and Drug 
Administration first in 2008 and then, in its revised version in 
2013, to substitute preclinical trial for certain insulin 
treatments. To use the simulator for our scopes, models of 
CGM measurement error and patient errors in diabetes 
management such as miscalculations of meal carbohydrate 
content were incorporated. The framework is displayed in 
Fig. 1. Its inputs are the meal protocol, which contains the 
CHO content of each meal, and the patient-specific initial 
therapy parameters. The simulator output is the patient BG 
profile. The framework structure is composed by several 
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interconnected blocks described below. 

A. Meal Management 
The meal management block receives in input the meal 
protocol, which contains the information on time and amount 
of patient’s meals, and measured CGM. The block gives in 
output the patient’s estimate of meal CHO content that must 
be used for insulin bolus and CHO intake that includes both 
meals’ CHO and 15-gram rescue CHO given every 15 min to 
treat hypoglycemia episodes i.e. when CGM<70 mg/dL. A 
scenario with realistic meal times and carbohydrate amounts 
has been generated (see Table I for further information). 

B. Insulin Bolus Calculator & Pump 
The insulin bolus calculator & pump block simulates insulin 
doses calculation and infusion. Given the CHO count, the 
current BG concentration and the therapy parameters, it 
implements the standard insulin bolus calculator formula 
used to compute the insulin dose [5]: 
               

                                                 (1) 
where B is the recommended dose of insulin (U), CHO   
is the estimated amount of CHO in the meal (g), CR is the 
insulin-to-carbohydrate-ratio (g/U), Gc is the current BG level 
(mg/dL), Gsp is target BG (mg/dL), CF is the insulin 
sensitivity factor (mg/dL/IU) and IOB is the insulin-on-board 
that describes how much insulin is still acting from the 
previous boluses computed as: 
 

                                                    (2) 
where Bi is the bolus administered at time TBi and τ a defined 
exponential decay constant. 

C. Therapy Management 
The therapy management block receives as input the meal 
protocol, the CGM measurements and initial therapy 
parameters and returns in output the optimized CR and CF 
values to be used for the glycemic control. To achieve this 
purpose, it implements the R2R approach as described in [3]. 

D. CGM Sensor 
CGM sensor block receives in input the interstitial glucose 
concentration (IG) and returns in output the CGM recordings 
simulated according to the model of error described in [6].    

E. T1D Patient 
The T1D patient block simulate the BG and IG concentration 
in a T1D patient resulting from CHO intake and insulin pump 
infusion. The block implements the T1D UVa/Padova 
simulator [4] which describes physiological events related to 
BG dynamics (e.g. gastrointestinal CHO absorption and 
glucose, insulin and glucagon kinetics). The model has been 
extended to incorporate the inter- and intra-day variability of 
insulin sensitivity as described in [7]. The resulting model 
can be used to run multi-day simulations in a population of 

100 adult virtual patients.   

III. RESULTS 
Simulations have been run in 10 virtual subjects for a 7-days 
period. Two different scenarios have been designed to 
perform a preliminary evaluation of R2R performance: in 
scenario A no therapy parameters optimization has been 
performed, while in scenario B it has been introduced the 
R2R approach to tune CR and CF values. Initial therapy 
parameters are set to suboptimal values to test the benefit of 
the R2R technique In Fig. 2 the results obtained for a 
representative subject are shown. It is easy to see how the BG 
profile relative to scenario B is better controlled than the one 
obtained for scenario A. Indeed, using R2R technique, the 
time spent in hypoglycemia is sensibly reduced as well as BG 
variability. This suggests that R2R is a promising technique 
to optimize bolus calculator parameters.    

IV. CONCLUSION 
A simulation framework to test in silico algorithms to 
optimize T1D open-loop therapy parameters has been 
proposed. The framework was used for a preliminary 
evaluation in 10 virtual subjects of the R2R algorithm, which 
was shown to be a promising technique to efficiently control 
BG concentration. The evaluation reported is, however, only 
preliminary. Indeed, since the method assumes that the BG 
profile is strictly repetitive, assumption that obviously is not 
true because several events like meal behaviors and physical 
exercise are not periodic and more heterogeneous real-life 
scenarios should be investigated (e.g. by simulated more 
complex 2-3 months scenarios). For this reasons, we are 
presently studying how to improve the entire approach by 
combining R2R with case-based reasoning (CBR), i.e. an 
artificial intelligence technique that try to solve new 
problems by applying solutions learned from solving similar 
problems in the past, to add flexibility to the optimization 
process as in [8].  
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TABLE I. MEAL PROTOCOL 
 Breakfast Lunch Dinner 

Time [6 am, 8 am] [12, 2 pm] [8 pm, 10 pm] 

CHO(g) [30-50] [40-70] [30-60] 
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Fig. 1.  Simulation Framework Scheme for T1D patient. 

 

 
 

Fig. 2.  Representative results of BG concentration profile of patient#6 for a 7-days period simulation. In blue, the BG 
profile obtained without optimizing the therapy parameters. In red, the same profile obtained with the R2R technique. 
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Abstract— Manipulation of suspensions of particles of 
biological interest in microfluidic devices is required in 
counting, detecting, and sorting applications. Viscoelasticity of 
the suspending medium has proved to be an effective tool to 
control particle trajectories in devices with very simple 
geometries. 

 
Keywords—Microfluidics, Viscoelastic Focusing, Slippery 

Particles 
 
Manipulation of particles suspended in fluids flowing in 

microfluidic channels is required in a variety of biological, 
diagnostic and therapeutic applications. For instance, 
alignment of particles into a tight stream is a necessary step 
prior to counting, detecting, and sorting operations. 
Generally, this task is accomplished by using a Newtonian 
fluid as suspending medium and by properly fabricating a 
complex device aimed at displacing particle trajectories [1]. 

In the last years, however, the use of polymeric liquids in 
microfluidic processes has received a growing interest. 
Indeed, the addition of a small amount of a polymer in a 
Newtonian liquid flowing in a channel promotes the onset of 
elastic forces that can be exploited to manipulate the 
trajectories of suspended particles in simple devices, offering 
the possibility to align particles in simple straight 
microfluidic channels [2-5]. Experiments have been 
performed to investigate the effect of the channel length, flow 
rate, confinement ratio (i.e., the ratio between the particle and 
channel size) and fluid rheology on particle alignment [5-7]. 

Mofreover, particle alignment induced by fluid 
viscoelasticity can be combined with magnetophoresis to 
deflect magnetic beads in a H-shaped channel. High-
efficiency separation of magnetic and non-magnetic beads is 
demonstrated [8]. 

All the aforementioned studies assume the validity of the 
no-slip boundary condition at all solid-fluid interfaces, i.e., 
the equality between the fluid velocity and the velocity of the 
solid surface immediately in contact with it. In some actual 
circumstances, however, such condition can be violated. This 
is indeed the case in many systems with at least one 
characteristic dimension of the order of microns, or smaller. 
In addition, elastic fluids, like polymer solutions, may show a 
relevant slip, that affects the migration of suspended particles 
[9]. 
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Abstract—We investigate qualitatively the epicardial 
electromechanical response of an in silico cardiac ventricular 
wedge under both healthy and concentric hypertrophic 
conditions. This is achieved by taking into account the growth of 
the wedge thickness and the fibre dispersion that may follow. 

Keywords—Electromechanical model, cardiac concentric 
hypertrophy, growth, fibre dispersion. 

I. INTRODUCTION 
ARDIAC concentric hypertrophy is often a pathological 
remodelling caused by a long-term pressure overload 

inside ventricles [1]. This phenomenon leads to a progressive 
intracellular deposition of new sarcomere units in parallel to 
the preexistent ones and a possible increase in the angular 
dispersion of fibres. In this paper, we study how growth and 
fibre dispersion correlate with changes in the 
electromechanical response of a simulated ventricular wedge. 
To our knowledge, no previous in silico works have included 
both previous phenomena for mechanics (e.g. [2]-[4]) as we 
do instead. Moreover, electrophysiology is made dependent 
on growth and dispersion both at the cell and tissue scales. 

II. METHODS 

A. The electrophysiological model 
We employ the Bidomain model [5] coupled with the 

Faber-Rudy membrane model [6]. Considering a time 
interval of duration T, the complete model for a three-
dimensional reference wedge Ω0 is written as (simplified 
from [7])  
 -1 -1 -T

m i ion 0
VχC -J Div(J U )+χI (V, , )=0 in Ω ×(0,T),
t

∂

∂ iF D F Grad w c  (1) 

 -1 -1 -T
m e ion app

e
0

V-χC -J Div(J U )-χI (V, , )=i in Ω ×(0,T),
t

∂

∂ eF D F Grad w c  (2) 

 = (v, ) in Ω×(0,T),
t

∂

∂ w
w R w  (3) 

 = (v, , ) in Ω×(0,T),
t
∂

∂ c
c R w c  (4) 

 T -1 -T
, i,e 0=0 in Ω ×(0,T)U ,∂i eN F D F Grad  (5) 

 
0 0( , ( 0)=V( ,0)=V ) in Ω , ) , )( , ( in)= ( ,Ω00 0X X w x w x c x c x  (6) 

where χ is the ratio of surface membrane area per tissue 

volume, Cm and Iion are the capacitance and total ionic current 
per unit area of the surface membrane, e

appi  is the applied 

extracellular current stimulus per unit volume, Ui, Ue and V 
are the intracellular, extracellular and transmembrane 
potentials in Ω0 (with V=Ui-Ue), v is the corresponding 
transmembrane potential in the current configuration Ω(t), w 
and c represent the gating variables or ionic intracellular 
concentrations from the Faber-Rudy model and Di and De are 
the orthotropic intra- and extracellular conductivity tensors 
defined in Ω(t) and built upon the conductivity values taken 
from [7]. Moreover, J is the determinant of the deformation 
gradient tensor F=dx/dX (related to the deformation map 
Ω0→Ω(t) with X and x=x(X,t) the coordinates in Ω0 and Ω(t) 
respectively) and Div and Grad stand for the operators 
divergence and gradient relative to X. At last, Equation (5) 
imposes the electrical insulation of the tissue boundary ∂Ω0. 

B. The mechanical model 
Growth is modelled by the multiplicative decomposition of 

the tensor F into an elastic part Fe and a growth part Fg [2][3]  
 = .e gF F F  (7) 

In particular, concentric growth is introduced by writing 
Fg as in [2]  

 
s+(θ -1)= ,⊗g

0 0F I s s  (8) 

where s0 is the local sheet direction in Ω0 and θs is a growth 
parameter. 

Disregarding any volume forces and taking into account a 
quasi-static regime, equilibrium turns out to be [8]  

 
0( ) in Ω ×(0,T),=Div FS 0  (9) 

where S is the second Piola-Kirchhoff stress tensor. S is 
computed from [2]  

 1 -T=( ) ,)(−g e gS F S F  (10) 

where Se is the elastic part of S. Se includes both an active 
component Se,act, depending on the active tension Ta, and a 
passive component Se,pas [4][7]  

 e e,act e,pas e -1f f
MN MN MN a MN 0,M ,NT e e

f f MN NM
0

1-3k 1= ( ) + f )+k 1 W WS =S +S T (C f ( + )
1-2k k 22 E E1-

∂ ∂

∂ ∂e
0 0f C f

 (11) 

with M,N=1,2,3. Ce=(Fe)TFe is the elastic part of the Cauchy-
Green deformation tensor C, Ee=1/2(Ce-I) is the elastic part 
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of the Lagrange-Green strain tensor E, f0 is the local fibre 
direction in Ω0 and kf is a fibre dispersion parameter. The 
passive myocardium is modelled as an almost incompressible 
hyperelastic material. Hence, Se,pas is derived from a strain-
energy function W that includes a volumetric term. In 
particular, we adopt the orthotropic law proposed by 
Holzapfel [9] adding a quasi-incompressibility term [10]  

 
e e 2 e 2sf
1 f 4f s 4s

f s

e 2 2fs
fs 8fs

fs

aaaW= exp[b(I -3)]+ (exp[b (I -1) ]-1)+ (exp[b (I -1) ]-1)+
2b 2b 2b

a      + (exp[b I ]-1)+c( de( ) ,t( )-1)
2b

eC

 (12) 

where e
1 ,I = :eC I  e

f
e
4f 1 fI = +(1-k I k () ),3 e

0 0f C f  e
4s (= )I e

0 0s C s  and 
e
8fs (= )I e

0 0f C s  are the elastic invariants [4][8], det(Ce) is the 
determinant of Ce and the values for the parameters a, b, af, 
bf, as, bs, afs, bfs and c are taken from [11] and [10]. 

The stretch- and stretch-rate-dependent active tension 
Ta=Ta(λe,dλe/dt) in (11) is computed from the Land et al. 
model [12] by following the observations in [3] about the use 
of the elastic fibre stretch λe=sqrt(f0

TCef0). 

C. Hypertrophic alterations 
Growth is introduced by choosing θs=2 [2], whereas fibre 

dispersion is obtained by setting kf=0.0886 [4]; the healthy 
values are 1 and 0 respectively. Moreover, we refer to the 
same value of θs to define the semi-major axis A along s0 of 
the resultant cell elliptical cross-section, i.e. A=θsR, where R 
is the cell radius; the semi-minor axis B, instead, is kept 
equal to R. In this way, the plasma membrane area and the 
cell volumes are affected. This, in turn, alters the ratio χ, 
which is computed as χ=sqrt(2(A2+B2))/(AB)+2/L (with L 
the cell length) for an elliptic cylindrical cell. However, we 
divide χ by 2 to obtain a physiological transmural conduction 
velocity of about 0.03 cm/ms in case of the healthy wedge. 

D. The tissue geometry and meshes 
We model our ventricular wedge as a slab with the 

reference configuration in Fig. 1. Then, θs=2 means that the 
initial thickness of the hypertrophic wedge is twice bigger 
than the one of the healthy wedge. The endocardium is kept 
fixed to avoid any rigid motion and a cluster of nodes towards 
one of its corners is delivered a current stimulus with 
amplitude equal to 250 mA/cm3 and duration 1 ms. Fibers 
rotate linearly from epicardium (-45o) to endocardium (+45o). 
Electrical and mechanical components are approximated, 
respectively, on a uniform mesh of 200 × 200 × 50 or 40 × 40 
× 10 trilinear finite elements (yielding a mesh size of 0.1 or 
0.5 mm) and using a time step of 0.05 or 1 ms. We refer the 
reader to [7] for other details about the numerical methods 
employed. 

III. RESULTS AND DISCUSSION 
Fig. 2 displays the extracellular potentials Ue (or unipolar 

electrograms EGs) in nine nodes of a uniform 3 × 3 grid 
central to the mechanical mesh on the epicardium (see Fig. 1) 
for the healthy wedge and the hypertrophic ones with only 
growth or together with fibre dispersion. In the healthy wedge, 
the EGs located in the early excited and repolarized epicardial 

area show a deep Q wave in the local QRS complex followed 
by a positive T wave. When the epicardium is half excited and 
half repolarized, the EGs at sites on this boundary exhibit 
positive R and negative S waves with about the same 
amplitude followed by biphasic T waves. Finally, large R and 
negative T waves indicate a late excitation and repolarization. 
These EG morphologies are in agreement with those observed 
in measured and simulated EGs elicited by local stimulation in 
dogs (see [13]). When growth is incorporated, in the early 
excited and repolarized epicardial sites, the EGs display a 
local QRS complex with Q and S waves of the same 
amplitude and large R waves followed by multiphasic T 
waves. Conversely, in the late excited and repolarized sites, 
the EGs exhibit large R waves followed by negative T waves 
as in the healthy wedge. In those sites excited when the 
epicardium is half activated and half repolarized, the EGs 
show R and S waves with the same amplitude and biphasic T 
waves similarly to the healthy case again. The presence of 
fibre dispersion does not change further the morphology of 
EGs. However, the trajectories described by the nine nodes in 
the xy plane in Fig. 3 enlarge not only with growth but also 
with fibre dispersion. This means that the ventricular wedge 
requires more and more energy to beat and overcome its 
maladaptive remodelling. 
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Fig. 1.  Reference configuration for the ventricular wedge. A 2 cm × 2 cm × 0.5 cm slab with a fixed endocardium is 
adopted. The red cube of nodes is given the electrical stimulus. Nine points (denoted by numbered blue spots) belonging to 
a uniform 3 × 3 grid central to the mechanical mesh on the epicardium are chosen for showing results in Figs. 2 and 3. 

 
Fig. 2.  Epicardial electrograms computed in the nine selected nodes of Fig. 1 for the healthy case (blue coloured), the 
hypertrophic one with only growth (red coloured) and the one with growth and fibre dispersion (black coloured); all values 
on the abscissa are in ms, whereas the ones on the ordinate are in mV. 

 
Fig. 3.  Trajectories in the xy plane computed in the same nine selected nodes of Fig. 1 for the healthy case (blue coloured), 
the hypertrophic one with only growth (red coloured) and the one with growth and fibre dispersion (black coloured); all 
values are in cm. 
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Abstract—The main mechanisms underlying glucagon 
secretion from pancreatic alpha-cells are still unclear and, when 
defective, are involved in the development of diabetes. Here we 
address this aim by developing a mathematical model that 
couples electrical activity and exocytosis to achieve a full picture 
of the role of the mechanisms underlying glucagon release.  We 
devise a detailed model of Ca2+ dynamics by exploiting 
compartmental modelling of Ca2+ levels near open and closed 
high voltage-activated Ca2+ channels involved in exocytosis, in 
the sub-membrane Ca2+ compartment, in the bulk cytosol and in 
the endoplasmic reticulum. The model reproduces the effects of 
glucose, glucagon-like peptide 1 (GLP-1) and adrenaline, 
providing insight into the relative contributions of the various 
subcellular Ca2+ compartments in the control of glucagon 
secretion. Our results highlight that the number of open Ca2+ 
channels is a dominant factor in glucagon release, and clarify 
why cytosolic Ca2+ is a poor read-out of alpha-cell secretion.  
Keywords—Electrical activity, intracellular Ca2+ dynamics, 

exocytosis, computational model. 

I. INTRODUCTION 
HE control of glucagon secretion from pancreatic alpha-
cells, despite decades of investigations, is still unclear [1] 

and, when defective, is involved in the development of 
diabetes [2]. Hence, alpha-cells are being considered as a 
possible pharmacological target for the treatment of diabetes 
[3] and, for this reason, a better understanding of the 
regulation of glucagon exocytosis in response to glucose and 
other physiological factors is needed.  

Glucose-induced inhibition of glucagon has been proposed 
to be due to a direct glucose effect on the alpha-cells, or 
alternatively, to paracrine factors released from neighbouring 
islet cells (such as insulin, zinc or GABA from beta-cells or 
somatostatin from delta-cells) that inhibit alpha-cells [1], [4]. 
However, two alternative theories have recently pointed out 
the important role for direct, intrinsic regulation of glucagon 
in physiological glucose range. One proposal suggests that 
glucose increase leads to a reduced conductivity of ATP-
sensitive K+ (KATP) channels resulting in a slight membrane 
depolarization, which prevents full action potential 
generation needed for complete activation of high voltage-
activated (HVA) P/Q-type Ca2+ channels involved in 
exocytosis [4]-[5] (see Fig. 1, the purple lines in box A). The 
other proposal [6] claims that glucose stimulates calcium 
uptake into the endoplasmic reticulum (ER) (Fig. 1, box B), 
which terminates a store-operated current (SOC) leading to 
membrane hyperpolarization (Fig. 1, box A).  

Further studies have shown that paracrine effects such as 
inhibition of glucagon secretion by glucagon-like peptide 1 
(GLP-1) or stimulation of release by adrenaline involve 
cyclic adenosine monophosphate (cAMP)-mediated effects 
downstream of electrical activity [7] (Fig. 1, box C). On the 
one hand, GLP-1 causes a small increase in intracellular 

cAMP concentration that activates protein kinase A (PKA), 
leading to inactivation of the P/Q-type Ca2+ channels. On the 
other hand, adrenaline produces a large increase in 
intracellular cAMP concentration, leading not only to the 
inhibition of the P/Q type Ca2+ channels, as for GLP-1, but 
also to the activation of the low-affinity cAMP sensor Epac2, 
which mobilizes or primes granules at the HVA L-type Ca2+ 
channels and stimulates L-type Ca2+ currents. 

In contrast to the long tradition of theoretical and 
computational investigations of electrical activity, exocytosis, 
and other aspects of beta-cell function [8], very little 
modelling has been performed for alpha-cells. Recent models 
have focused on the regulation of alpha-cell electrical activity 
as a result of glucose application [9]-[11], whereas glucagon 
exocytosis was mainly a read-out of electrical activity.  
 In this paper, to investigate theoretically the different 
aspects of alpha-cell function, such as electrical activity (Fig. 
1, box A), calcium influx and diffusion (Fig. 1, box B) 
granule dynamics and exocytosis (Fig. 1, box C), we devise a 
model that characterizes in detail ion channels, the 
intracellular calcium dynamics and possible priming or 
recruitment of granules around the Ca2+ channels of various 
types. Our model allows us to reproduce different and 
independent experimental data, such as the effects of glucose 
and hormones (GLP-1 and adrenaline) on glucagon secretion, 
and to increase our understanding of the main control 
mechanisms operating in the alpha-cells. 

II. METHODS AND RESULTS 
The devised mathematical model of electrical activity and 

exocytosis in mouse alpha-cells is an updated version of 
previous models [9], [11], based on recent experimental data 
[5], [7]. Although alpha-cell electrical activity is well studied 
[9]-[11], coupling to exocytosis is not. Therefore, our model 
couples the electrical activity and exocytosis to give a unified 
picture of the main mechanisms that control glucagon 
secretion; we model exocytosis as depending on Ca2+ 
concentrations in the microdomains surrounding the P/Q- and 
L-type Ca2+ channels, CaP/Q and CaL respectively, and the 
sub-membrane Ca2+ concentration, Cam. Moreover, we also 
consider the bulk cytosolic, Cac, and the endoplasmic-
reticulum (ER), Caer, Ca2+ concentrations, in order to 
characterize the complete Ca2+ dynamics. The complete 
details of the model are given in [12]. Here, we show how the 
model is able to reproduce the effects of glucose increase as 
well as GLP-1 and adrenaline on glucagon exocytosis. 

A. Effects of glucose increase on glucagon secretion 
Fig. 2 shows the results of the devised model reproducing 

the effect of the glucose increase by decreasing the KATP-
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channel conductance, gKATP, [5], and increasing the leak 
conductance, gL (see Eq. (1) in [12]). The model is able to 
reproduce electrical activity characterized by spikes with 
reduced amplitude due to the inhibitory effect of the glucose 
increase (Fig. 2A). The decrease of spike amplitude 
determines a significant reduction in glucagon secretion; in 
particular, the P/Q-type Ca2+ channel-dependent secretion, 
GSP/Q (defined by Eq. (15) in [12]) is significantly reduced 
(see the dashed-dotted plot in Fig. 2B showing the glucagon 
secretion rate from the P/Q-type microdomains, GSRP/Q) 
because few P/Q-type Ca2+ channels are activated (Fig. 2E). 
Thus, it is the reduction of the number of open P/Q-type Ca2+ 
channels rather than a variation in local Ca2+ levels (Figs. 2C 
and 2G) or in cytosolic Ca2+ levels (Fig. 2H) that underlies 
the inhibition of glucagon release by glucose in the model. 
The L-type Ca2+ channels are not relevant for the glucagon 
secretion (Figs. 2B, 2D and 2F). 

B. Effects of GLP-1 on glucagon secretion 
Fig. 3 shows the results of the model reproducing the effect 

of GLP-1 by increasing the parameter VmCaP/Q of the steady 
state activation curve of the P/Q-type Ca2+ channels (see Eq. 
(2) in [12]), reflecting the GLP-1 mediated reduction of P/Q-
type Ca2+ currents [7], and decreasing the leak conductance 
gL (see Eq. (1) in [12]). The model reproduces the transient 
hyperpolarization of the cell and subsequently depolarization 
due to the simulated inhibitory effect of GLP-1, as observed 
experimentally [7] (Fig. 3A). The P/Q-type Ca2+ channel-
dependent secretion, GSP/Q, after the transient, is significantly 
reduced (see the dashed-dotted plot in Fig. 3B showing 
GSRP/Q) due to the increase of VmCaP/Q: the P/Q-type Ca2+ 
channels are closed (Fig. 3E). Thus, as above, it is the closing 
of the P/Q-type Ca2+ channels rather than a change in local 
Ca2+ levels (Figs. 3C and 3G) or in cytosolic Ca2+ levels (Fig. 
3H) that underlies the inhibition of glucagon release by GLP-
1 in the model. As for the previous case, the L-type Ca2+ 
channels are not relevant for the glucagon secretion (Figs. 
3B, 3D and 3F). 

C. Effects of adrenaline on glucagon secretion 
Fig. 4 shows the results of the model reproducing the effect 

of adrenaline at low (1 mM) and at physiological (6 mM) 
glucose levels. The adrenaline effect is reproduced by 
increasing the L-type Ca2+ channel conductance, gCaL, and 
decreasing the threshold value for exocytosis near L-type 
Ca2+ channels, KL (se Eqs. (1), (16) and (17) in [12]), in order 
to reproduce the Epac2-mediated increase of the L-type Ca2+ 
currents and possible priming or recruitment of granules 
around the L-type Ca2+ channels [7], [13]. Moreover, we 
increase the leak conductance, gL, and the parameter VmCaP/Q 
as for the simulated GLP-1 effect. At physiological glucose 
levels, we also decrease gKATP as simulated for the glucose 
effects. At both glucose levels, in response to adrenaline, the 
simulated electrical activity exhibits reduced spike amplitude 
with an additional decrease at the higher glucose level (see 
Fig. 4A). The L-type Ca2+ channels mainly determine the 
glucagon secretion increase (see the dashed plot in Fig. 4B 
showing GSRL) due to adrenaline: the microdomain Ca2+ 
concentration surrounding the open L-type Ca2+ channels 

(Fig. 4D) increases at both glucose levels and is much higher 
than the threshold value KL, whose value is decreased 
considerable [12]. This effect compensates for the small 
decrease of the probability for the L-type Ca2+ channels to be 
opened (Fig. 4F). The P/Q-type Ca2+ channel-dependent 
secretion is significantly reduced, as shown for the simulated 
GLP-1 effect (Figs. 4C and 4E). The secretion depending on 
the sub-membrane Ca2+ concentration, GSm (defined by Eq. 
(18) in [12]), decreases slightly (Figs. 4B and 4G), while the 
intracellular Ca2+ concentration shows a small increase (Fig. 
4H). 

III. CONCLUSION 
The model reproduces the effects of glucose increase as 

well as GLP-1 and adrenaline on electrical activity and 
glucagon secretion, by simulating changes of ion channel 
characteristics (i.e. conductance, inactivation and activation 
functions), granule availability, and putative priming or 
recruitment of granules around the HVA Ca2+ channels. Most 
of the changes are experimentally supported, while others are 
speculative in order to reproduce the experimental data and 
could guide new experiments to validate our hypotheses. 
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Fig. 1   Overview of the main mechanisms underlying glucagon secretion from alpha-cell in response to glucose and hormones. Box A: main channels 
determining alpha-cell electrical activity. Box B: calcium influx through HVA Ca2+ channels involved in exocytosis, Ca2+ diffusion and Ca2+ uptake from 
endoplasmic reticulum. Box C: inhibition of glucagon secretion by GLP-1 and stimulation of release by adrenaline.  
 

	 	 	
Fig. 2   Model results reproducing the 
effect of glucose increase between time t=2 
min and t=6 min. 	

Fig. 3  Model results reproducing the 
effect of GLP-1 between time t=2 min and 
t=9 min. 

Fig. 4  Model results reproducing the 
effect of adrenaline between time t=2 min 
and t=6 min. Solid lines for the results at 1 
mM of glucose, grey dotted lines for the 
results at 6 mM of glucose.	

Simulated electrical activity (A) and the corresponding total glucagon secretion rate, GSR (solid plot in panel B), given by the sum of GSRP/Q 
(dashed-dotted), GSRL (dashed), and GSRm (dashed with circles). GSRP/Q is a function of the microdomains Ca2+ concentration surrounding 
the open P/Q-type Ca2+ channels, CaP/Qo (C), the probability for the P/Q-type Ca2+ channels to be opened, mCaP/Q hCaP/Q (E), its complement, and 
Cam (G) (see equations (15)-(16) in [12]). GSRL is a function of the microdomains Ca2+ concentration surrounding the open L-type Ca2+ 
channels, CaLo (D), the probability for the L-type Ca2+ channels to be opened, m2

CaL hCaL (F), its complement, and Cam (G) (see equations (16)-
(17) in [12]). GSRm is a function of Cam (G) (see equation (18) in [12]). Cytosolic Ca2+ concentration, Cac, is reported in panel (H). 
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Abstract—Mathematical models for describing the tumor 
growth in animals often neglects the relationship between tumor 
and host organism. In this work we evaluate a new PK/PD  
DEB-based model able to describe the tumor-in-host growth 
kinetics under anticancer treatment and propose a comparative 
analysis between this tumor-in-host model and the Simeoni TGI 
model. 
Keywords—Tumor	 growth	 inhibition,	 DEB-based	 model,	

Cachexia,	Drug	development	 

I. INTRODUCTION 
ACHEXIA affects the majority of cancer patients and 
represents a common side effect of many types of 

chemotherapy. Hence, it is difficult to separate cancer 
cachexia from complications of anticancer therapy. 

For this reason, in the preclinical studies the decrease in the 
net body weight is considered as a fundamental toxicological 
parameter to be evaluated. However, as the focus of these 
studies is to evaluate the anticancer activity, the impact of 
drug therapy on this important toxicity parameter is still 
obtained empirically by visual inspection of the animal body 
weight curves. In addition, mathematical models used to 
describe data on tumors growing in vivo often neglect the 
interactions between tumor and host organism. 

To overcome this limitation, on the basis of the dynamic 
energy budget (DEB) theory [1], van Leeuwen et al. 
developed a tumor-in-host model able to describe the 
energetic interactions between tumor and host in rats [2].  

Starting from this model and the Simeoni TGI model [3], a 
tumor-in-host DEB based model were defined to also include 
the pharmacological effect of anticancer treatments in 
xenograft mice [4]. The results is a model able to describe the 
pharmacological effect of a compound on the treated tumor 
as well as the side effects on the host nutrition on the basis of 
the energetic interactions. 

 Here a slightly revised model formulation and a new 
identification strategy are proposed. Moreover, a comparative 
study on the tumor growth in control groups between the 
DEB-TGI model and the widely used Simeoni TGI model is 
presented.  

II. THEORETICAL: MODEL PRESENTATION 

A. Tumor-free and tumor-bearing individual model 
The DEB theory [1] constitutes the general framework 

describing the host physiology; van Leeuwen et al. expanded 

this theory to include tumor growth, and showed its 
dependence on the host physiology as well as the effect of the 
tumor on its host [2]. The basic structure of the van Leeuwen 
model is illustrated in Fig 1.   

B. Tumor-in-host DEB-based TGI model 
The van Leeuwen model were modified in order to take 

into account the effect of an administered anticancer drug [4]. 
In particular, on the basis of the Simeoni TGI model the 
inhibition effect of an anticancer drug were modeled by 
assuming that a portion of proliferating cells becomes non-
proliferating due to the anticancer treatment and goes to 
death through different stages of damage represented by a 
mortality chain. Furthermore, the drug side effect on the host 
body weight and a saturation phase in the tumor growth were 
introduced into the model. The resulted model is 
characterized by the equations reported in Fig. 2.   

III. METHODS 

A. Dataset 
Data for model validation refer to xenograft experiments 

conducted on Harlan Sprague Dawley mice. Average data of 
tumor and mice net body weight were considered for control 
and treated groups in several experiments involving six novel 
anticancer candidates and six drugs already available on the 
market. The PKs were derived from separated studies. The 
current example involves male mice treated with vehicle (arm 
a) and three groups treated with drug A following different 
schedules and doses (arms b, c and d). 

B. Data analysis: fitting strategy 
The PK/PD model were implemented in Monolix v. 4.3.3 

and the experimental data were analysed adopting the 
following strategy. First, the physiological parameters of the 
tumor-free model were estimated on growth data of typical 
HSD mice or fixed to literature values; once identified the 
tumor-free individual model, obtained values were used to 
find the initial value for the energy reserve at the beginning 
of the experiment; finally, by fixing the tumor-free model 
parameters and the energy initial value, the tumor-related and 
the drug-related parameters were simultaneously estimated. 

C. Comparative study: DEB-TGI and TGI Simeoni model 
The similarity between the tumor growth profiles of the 

two TGI models were further investigated. In particular, a 
dynamic system analysis were accomplished to characterize 
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the phases of the tumor growth, then, model simulations were 
performed with Simulx to confirm the hypothesis emerged 
from the mathematical analysis.  

IV. RESULTS 

A. Tumor-free model identification 
The physiological parameters of the tumor-free model 

have been estimated on the growth data of male HSD mice. 
The obtained parameter values are reported in Tab. I. 

 

 
B. DEB-TGI model identification 

By fixing the physiological parameters and the initial 
condition e0 to the estimated values, the DEB-TGI model 
identification was performed against the control and the 
treated arms involving the same drug of several experiments. 
This allowed to estimate the same tumor-related and drug-
related parameters in untreated and treated arms grouped by 
compound within experiment. 

As an example, body weight and tumor growth profiles, 
obtained by simultaneously fitting of the control arm and the 
treated arms b and c, are shown in Fig. 3 together with the 
experimental data. The estimated parameters are reported in 
Tab.II. The goodness of the simultaneous fitting outlines the 
excellent model capabilities to describe experimental data 
coming from control and more groups treated with the same 
drugs by using a single set of parameters. Hence, the model 
drug-related parameters well characterize the drug potency 
independently from dose levels and schedules. 
 
 
 
 
 
 
 
 
 
 
 
 

Model fitting results for the other analyzed experiments 
confirmed the model capability in well describing both body 
weight and tumor growth data from control and several 
treated groups. Of interest, tumor-related parameter were 
estimated to similar values in experiments involving the same 
tumor cell line.  

C. DEB-TGI model predictive power 
Since the proposed DEB-TGI model showed excellent 

fitting capabilities in all the considered experimental groups 
involving the control arm and different single arms, we 
decided to explore its predictive power. In particular, the 
tumor-related and drug-related parameters derived by fitting 

the control and the single agents arms b and c relative to drug 
A (Tab. II) were used to obtain the body weight and the 
tumor weight predictions for arm d involving drug A 
administered in a different schedule/dose. In Fig. 4, obtained 
prediction are shown together with the experimental data. 
Good predictive capabilities are indicated by the model 
predictions quite close to the experimental data. This 
suggests the potential use of the model for predicting new 
arms, by starting from parameter estimates obtained from 
arms involving the same compounds given in a different 
administration schedule/dose. 

D. Comparative study: DEB-TGI and Simenoni TGI model 
The mathematical analysis of the dynamic system showed 

that, as the Simeoni model, the DEB-TGI model predicts an 
exponential growth of the tumor in the early phases of its 
development. The exponential growth rate depends on 
several model parameters some of them related to the tumor 
cell lines and other to the host; its expression is reported 
below. 

𝜆𝜆 =
𝑚𝑚𝑚𝑚𝜇𝜇!
𝑔𝑔!

− 𝑚𝑚!. 

Tumor weights of nine datasets were simulated with the 
DEB-TGI model using parameters obtained on the control 
groups of all the considered experiments. Then, the Simeoni 
model was identified on the simulated dataset, and parameter 
estimates were obtained: the two exponential growth rates 
have comparable values within each simulated control group. 
This result highlights that the parameter combination of the 
DEB-TGI model plays the same role within the dynamic 
system as the growth rate λ0 in the Simeoni model. Further, it 
is worth to notice that the Simeoni switch between 
exponential and linear growth phases occurs always when the 
tumor slows down its growth, while the host degrades its 
structural biomass with a constant maximum rate, and the 
energy demand remains unfulfilled.  

V. CONCLUSION 
The tumor-in-host DEB-based model confirmed its good 

capability in describing tumor growth and host body growth 
even when an anticancer drug is administered. Moreover, 
from the comparative analysis a mechanistic meaning to the 
empirical unperturbed tumor growth function  of the Simeoni 
model is provided by the new DEB-TGI model able to 
describe the energetic interaction between tumor and host.  
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Tumor-related and drug-related parameter estimates derived by 
simultaneously fitting of the control and single agent arms b and c (RSE are 
reported).  

TABLE I 
PHYSIOLOGICAL PARAMETERS OF TUMOR-FREE MODEL 

ξ 
- 

g 
- 

ν 
cm/week 

𝑉𝑉!" 
𝑐𝑐𝑐𝑐! 

m 
1/day 

𝑒𝑒! 
- 

𝑤𝑤! 
g 

ρ 
- 

0.2116 
- 

15 
6% 

8.82 
4% 

31.2 
3% 

0.0267 
- 

0 
- 

1 
- 

1 
- 

Physiological parameter values of the tumor-free model obtained from 
literature and data fitting (RSE are reported).  
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tumor growth and host body weight,” PAGE 23 Abstr 3176, 2014 . 
Available:  http://www.page-meeting.org/default.asp?abstract=3176  
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Fig. 1.  Schematic representation of the DEB theory and van Leuween model concept; on the left energy fluxes in an individual 
organism, according to the DEB ; on the right energy-allocation rule in a tumor-bearing individual 

 
 
Fig. 2.  Equations of the DEB-TGI model; on the right the differential equations that change in the two cases different from 
dV/dt>0 are reported. 
 

 
 
Fig. 3.  Fitting results: on the top obtained body weight and tumor weight profiles together with experimental data are reported 
for the control group; below the corresponding profiles together with experimental data are shown for the treated arms b and c. 

 
 

Fig. 4.  Observed data and model predicted curves of the mice body weight (on the right) and the tumor growth (on the left) 
relative to arm d treated with Drug A. 
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Abstract— Manipulation of suspensions of particles of 
biological interest in microfluidic devices is required in 
counting, detecting, and sorting applications. Viscoelasticity of 
the suspending medium has proved to be an effective tool to 
control particle trajectories in devices with very simple 
geometries. 

 
Keywords—Microfluidics, Viscoelastic Focusing, Slippery 

Particles 
 
A great variety of analytical and processing issues, such as 

separation, sorting, counting, and detection, require the 
capability of controlling the trajectories of particles 
suspended in fluids under continuous flow [1]. Several 
techniques suitable for this purpose are based on microfluidic 
flowcells, yielding specific particle patterns [2]. In particular, 
the ability to generate single-file particles (the so called “3D-
focusing”) is important in many applications. 

A wide range of microfluidic particle focusing techniques 
are reported in the literature. Recently, it has been proposed 
to exploit the viscoelasticity of the suspending medium to 
induce the lateral motion of rigid particles. Experimental and 
numerical studies demonstrate that viscoelasticity-induced 
focusing is an effective method for particle alignment in a 
variety of geometries and flow conditions [3-8]. 

In applications of biological, biotechnological, and 
biomedical interest, the suspending fluids are often 
Newtonian, but the suspended particles, e.g., capsules, cells, 
can have a complex behavior due to their intrinsic 
deformability. Such feature promotes the onset of transversal 
motions that, in combination with particle deformation, can 
be exploited to manipulate the trajectories of the suspended 
particles, thus making it possible to focus or separate them 
[9-10]. 
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Abstract—We developed a user-friendly toolbox to 
provide the researchers community with a powerful tool 
to perform functional connectivity analysis on in vitro 
neuronal networks coupled to standard and high-density 
MEAs. The toolbox has been designed to maximize 
efficiency (in terms of computational costs) while 
maintaining reliability and accuracy. 
Keywords—functional connectivity, neural networks, 

correlation algorithms, information theory algorithms. 

I. INTRODUCTION 
ne of the major goal of contemporary neuroscience is to 
study the relationship between network structure and 

functional dynamics. This can be undertaken by specifically 
addressing structural, functional and effective connectivity at 
different level of complexity and on different experimental 
models and extracting relevant parameters of network 
topology. Within the same framework of study, understanding 
how network dynamics arises from the properties of neurons 
and especially from their connectivity is extremely 
challenging. In most experimental models, the anatomical 
connectivity is only partially known and/or can be partially 
estimated-extracted. Therefore, functional connectivity 
techniques are often used to give a directed, dynamically 
changing assessment of network interaction [1]. The analysis 
of multiple neural spike train data recorded from 
experimental models has gained tremendous relevance with 
the widespread application of Micro-Electrode Arrays 
(MEAs) [2]. This analysis has been supported by a 
simultaneous advance in the quality of analytical methods 
that attempt to quantify the often highly complex interactions 
that are observed. To the best of our knowledge, there is no 
available dedicated software that collects and implements a 
set of different functional connectivity methods for spike 
trains acquired from in vitro neural networks. The purpose of 
this work was to develop a user-friendly toolbox [3] to 
provide the researchers community with a powerful tool to 
perform functional connectivity analysis on in vitro neuronal 
networks coupled to standard and high-density MEAs, 
guaranteeing efficiency and accuracy. 

II. MATERIALS AND METHODS 
TOOLCONNECT Is a standalone windows Graphical User 

Interface (GUI) application written in C#, with a modular 
windows forms implementation using Microsoft Visual 
Studio with .NET framework 4.5 development environment. 
One of the major feature is the toolbox's independence from 
the acquisition system (e.g., Multi Channel Systems – 

Reutlingen, Germany, Qwane Biosciences - Lausanne, 
Switzerland, 3Brain – Wädenswil, Switzerland) and from the 
MEA layout (number of microelectrodes and spatial 
organization). The GUI provides the user with powerful tools 
to manipulate data and to perform functional connectivity 
analysis based on two correlation methods (cross-correlation 
and partial correlation) and two information theory based 
methods (transfer entropy and joint entropy). Some dedicated 
interfaces of the GUI allows the user to: i) plot the 
correlograms between each couple of the set of analyzed 
electrodes (for cross- and partial- correlation); ii) manage, 
thresh and plot the Connectivity Matrix (CM) and the 
connectivity graph; iii) extract the main topological features 
(degree, cluster coefficient, path length). 

A. Cross-Correlation 
Cross Correlation measures the frequency at which one 

particular neuron or electrode fires (“target”) as a function of 
time, relative to the firing of an event in another network 
(“reference”) [4]. Mathematically, CC reduces to a 
probability Cxy(τ) of observing an event in a train Y at time 
(t+τ), because of an event in another train X at time t (τ is the 
time shift or time lag). Connection strength among all 
possible pairs of neurons was evaluated on the basis of the 
peak value of the CC function. 

B. Partial Correlation 
Partial Correlation identifies the functional neural 

connectivity from simultaneously recorded neural spike 
trains. Partial Correlation analysis allows to distinguish 
between direct and indirect connections by removing the 
portion of the relationship between two neural spike trains 
that can be attributed to linear relationships with recorded 
spike trains from other neurons [5], [6]. We used the 
partialization analysis in the time domain, estimated by 
frequency domain and based on a scaled version of the partial 
covariance density. The scaled partial covariance density 
(SPCD) combines the advantages of the Cross Correlation 
histograms and the partialization analysis in the frequency 
domain. In particular, it can be interpreted in the same way as 
the Cross Correlation histograms with peaks indicating 
excitatory connections, while on the other hand it allows for 
the discrimination of direct and indirect connections and 
common inputs. 

C. Transfer Entropy 
Transfer Entropy (TE) is an information theoretic measure, 

which allows to extract causal relationships from time series, 
taking into account their past activity [7]. It shares some 
common properties with the Mutual Information (MI), and 

O 
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takes into account the history and the dynamics of the peak 
trains. Differently from MI and CC, TE is not symmetric with 
respect to the exchange of the variables (time series) X and Y. 
Additionally, with respect to cross-correlation based methods, 
TE is sensitive to linear as well as nonlinear causal 
interactions. 

D. Joint Entropy 
Joint Entropy analyzes the cross Inter-Spike-Intervals 

(cISI): if two neurons are strongly connected the cISI 
histogram will show a peak and Joint Entropy will be close to 
zero, otherwise the cISI histogram will be almost flat, and the 
Joint Entropy will be high [8]. 

III. RESULTS 
We designed and developed TOOLCONNECT taking care to 

satisfy the user-friendliness requirement, while hiding the 
algorithms implementation specifics and software’s design 
details. It is intuitive and straightforward to use and has a 
GUI, which permits also to inexperienced users to perform 
functional connectivity analysis (different methods can also 
run simultaneously), and to graphically represent the results. 
Figure 1 shows a screenshot of the last release of 
TOOLCONNECT’s GUI. Figure 2 shows the connectivity 
graphs obtained from the analysis of cortical networks 
coupled to the MEA60 and the MEA2100 acquisition 
systems of Multi Channel Systems and the BioCam 
acquisition system of 3Brain Systems. To assess the 
performances of TOOLCONNECT in terms of computational 
efficiency and accuracy, we performed functional-
connectivity analysis based on the cross-correlation method 
on hippocampal neuronal networks coupled to the MEA 60 
from Multi-Channel Systems (MCS), during spontaneous and 
stimulus-evoked activity. 

IV. CONCLUSION 
To the best of our knowledge, TOOLCONNECT is the first 

functional connectivity toolbox providing a user-friendly and 
modular GUI, dedicated to the analysis of multiple spike 
trains recorded from in-vitro neural networks coupled to 
MEAs. It offers a complete set of connectivity methods and 
some powerful graphical tools of straightforward usage. The 
toolbox is developed taking care of the optimization of the 
resources usage (requested RAM) and the reduction of the 
computational time. We obtained acceptable performances 
with computational time lower than 2 minutes (for 10 
minutes of recording sampled at 10 kHz). These 
performances make TOOLCONNECT compatible with high-
density recording systems (e.g., the 4096 electrodes of the 
3brain system). In this way, it will be possible to perform 
functional connectivity analysis on neural networks with 
dimensions of thousands of neurons preserving an acceptable 
spatial and temporal resolution, hence allowing to obtain 
realistic and complete information on the dynamics and the 
topology of such systems. TOOLCONNECT is available on 
INCF-Software center at the following web address: 
http://software.incf.org/software/toolconnect. 
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  Fig. 1. ToolConnect's GUI 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
              
 
 
 
 
 
 
 
 
 
             Fig. 2. Example of connectivity graphs obtained by ToolConnect’s functional connectivity analysis applied to  cortical networks coupled to different          
             acquisition systems: (A) MEA60 (B) MEA 2100 (C) MEA256. 
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Abstract— A method for the analysis of Electrically Evoked 
Auditory Brainstem Responses (EABR) in subjects with 
cochlear implants is presented. The extraction of the III and V 
waves, which correspond to the cochlear nuclei and the inferior 
colliculi respectively, has been achieved with a template-based 
approach based on the Dynamic-Time-Warping algorithm. 
Experimental tests have been conducted on two young subjects 
who have been recently implanted. The obtained results have 
been compared with data manually annotated by clinicians and 
with literature. The outcomes confirmed that the proposed 
method automatically extracts the parameters typically used by 
clinicians for investigating the functioning of the auditory 
system in patients with cochlear implants. The performance of 
the algorithm is particularly encouraging for future applications 
to a wider population. 
Keywords— Electrically Evoked Auditory Brainstem 

Response, Dynamic Time Warping, Cochlear implant. 

I. INTRODUCTION 
ochlear implants have been widely applied in case of 

severe or total hearing loss [1] since they can effectively 
stimulate the auditory pathways with electrical pulses. In 

the last decade, electrophysiological assessments have been 
efficiently used for investigating the functioning of the 
auditory system and providing objective data for the 
management of patients with cochlear implants [2]. In 
particular, electrically evoked auditory brainstem response 
(EABR) has been used to study post-implant outcomes [3], 
and to predict neural survival [4]. EABR is analogous to the 
acoustic auditory brainstem response (ABR) since it is 
characterized by five electrically evoked waves, which are 
recorded within the first 10 ms of presentation of a  stimulus 
[5]. However, since EABR is produced by an electrical pulse, 
the signal morphology is different from the ABR  and it is 
characterised by the presence of a stimulation artefact within 
the first millisecond [2]. For these reasons, only electrically 
evoked III and V waves, which correspond to the cochlear 
nuclei and the inferior colliculi, are usually studied in EABR 
[6]. Typically, expert clinics and specialists perform the 
manual annotation of these waves via specific graphically 
oriented software (e.g. GSI Audera, SmartEP by Intelligent 
Hearing Systems). Although such procedure is widely 
recognised, it is time consuming and the outcomes could be 
compromised by the quality of the signal and the experience 
of the clinician. For these reasons, a method for the 
processing of EABR signal, which automatically extracts the 
relevant wave parameters, would be appealing. 

While relatively few studies have investigated the 
possibility to automatically analyse ABR signals [7], [8], in 
our knowledge, scientific literature lacks of methods for the 

detection of the III and V waves in EABR. 
The aim of this paper is to present a template-based 

approach for the analysis of EABR and for the automatic 
extraction on latencies and amplitudes of the waves that 
characterise the signal. 

II. MATERIALS AND METHODS 

A. EABR analysis 
The proposed method aims at detecting the III and V waves 

with a template-based approach founded on the Dynamic-
Time-Warping (DTW) algorithm. The EABR signal is 
processes without considering the first millisecond, which is 
affected by the stimulation artefact. 

A template T(t) of a typical EABR has been built 
considering a mixture of K Gaussian distributions

∑
=

−
−

=
K

k

t

k

k k

k

ewtT
1

2
)(

2

2
)( σ

µ

πσ
 where wk are the weights, with 

1=∑ kw , µk are the mean values and σk are the standard 

deviations of the Gaussians. The parameters used for building 
the template of EABR are: K=3; w1= w2=0.3; w3=0.4; 
µ1=2.46 s; µ2=4.96 s; µ3=6.35 s; σ1=0.32 s; σ 2=0.52 s; σ 

3=0.30 s. These figures have been chosen in accordance with 
literature on the characteristics of the III and V waves in 
EABR [2]. Fig. 1 shows the template T(t), where the peaks of 
the III and the V waves are at 4.96 s and 6.35 s, respectively. 

Given a EABR signal S(t), the proposed method allows to 
align S(t) with T(t), and thus to extract the peaks of the III 
and the V waves in S(t). 

The DTW algorithm is a well-known technique to find an 
optimal alignment between two given (time-dependent) 
sequences under certain restrictions. Originally, DTW has 
been used in automatic speech recognition [9], but it has been 
applied in a wide range of signals which were characterised 
by time deformations [10], [11]. The algorithm is composed 
of two phases: the alignment phase; and the comparison 
phase. In order to find the similarity between time series, the 
DTW looks for the alignment that ensures the minimum 
distance between the aligned points (first phase); and then 
yields a distance measure between the two sequences (second 
phase). In this paper, only the alignment phase is applied in 
order to find the temporal matching between T and S and thus 
to extract the positions of the III and V waves. 

Let T and S be the two discrete time series having different 
lengths, being S={s1, s2,…, sN} the input signal and T={t1, 
t2,…, tM} the reference signal. Let tIII and tV be the samples of 

A DTW-based Method for Detecting Electrically 
Evoked Auditory Brainstem Responses 

M. Goffredo1, C. Di Nardi1, S. Giannantonio2, A. Scorpecci2, A. Ingrosso2, P. Malerba3, S. Conforto1 
and P. Marsella2  

1 Department of Engineering, Roma Tre University, Rome, Italy 
2 Centro Impianti Cocleari, Ospedale Pediatrico "Bambino Gesù", Rome, Italy  

3 Cochlear Italia s.r.l. Bologna, Italy 

C 



GNB 2016

611

GNB2016, June 20th-22nd 2016, Naples, Italy 2 

T corresponding to the peaks of the III and the V waves 
respectively. The first step of the algorithm constructs a NxM 
matrix d in which every element represents the distance 
between the ith element of the S and the jth element of T:
( ) ji stji −=,d . The algorithm looks for a DTW distance 

function between the two time series, by minimizing a cost 
function specifically calculated on the matrix DTW, obtained 
considering the cumulative distance from the adjacent cells: 

( ) ( )
( ) ( ) ( )[ ]jijiji

jiji
,1,1,,1,1min

,,
−−−−

+=

DTWDTWDTW
dDTW   

The time series are then aligned through the generation of a 
warping path, W, which defines the correspondence of an 
element si to tj with the condition that both the first and the 
last elements of S and T are aligned. This path is thus a 
sequence of points W={w1, w2,…, wK} with the generic 
element wp associated with a specific position (ip, jp). The 
position of the III and the V waves in the input signal S will 
be given by looking at the samples that match tIII and tV in W. 
Then, the amplitudes and latencies of the III and V waves of 
S are extracted. 

B. Subjects 
Two subjects with severe to profound sensory-neural 

hearing loss participated to the study. The first subject is a 
16-year-old girl who was implanted in 2015 in one ear with 
Nucleus Cochlear CI512. The second subject is a 22-year-old 
girl who was implanted in 2014 in one ear with Nucleus 
Freedom CI24RE. A verbal uniform consent was obtained for 
participation and dissemination of the results. Subjects were 
lying comfortably in a bed in a quiet testing room. No 
sedation was used. Time of recording ranged between 35 and 
45 min. 

C. EABR recording and annotation 
EABRs were recorded with the GSI Audera system. The 

active electrode was placed at the forehead (FPz) 
(International 10–20 System), reference electrode was placed 
on the contralateral mastoid, and the ground electrode was 
placed on the back of the neck. 

Stimuli used to evoke the EABR were generated by a 
computer-controlled speech processor interface. A series of 
25 l s/phase biphasic current pulses were presented to the 
patient at a rate of 21 Hz in a monopolar stimulation mode. 
Stimulus levels started from a threshold level obtained by the 
neural response telemetry [12] and up to the maximum 
comfortable level (increment steps of 5 units). Three 
stimulation electrodes were used: one located at the basal end 
of the implant electrode array (electrode 6), one in the middle 
(electrode 12) and one at the apical end (electrode 18). 

A specialist annotated the III and V waves on the 42 
recorded EABRs using the software GSI Audera. 

III. RESULTS 
The EABR waveforms have been analysed with the 

proposed algorithm and the peaks of the III and the V waves 
have been extracted. Fig. 2 shows an example of the 
detection. 

Since  the latency of the V wave is a very interesting 

parameter for the clinicians [6], the values obtained with the 
proposed method have been compared with data from 
literature [13]. Fig. 3 depicts these results in terms on mean 
values and standard deviations for the three electrodes which 
have been used for the electrical stimulation. 

The accuracy of the detection has been expressed in terms 
of true positives (TP), false negatives (FN) and false positives 
(FP), calculated by comparing the obtained results with the 
annotated data (Fig. 4): TP when a peak is correctly detected; 
FN when it is missed; and FP when a noise spike is detected 
as peak.  

IV. DISCUSSIONS AND CONCLUSIONS 
A DTW-based method for the analysis of EABR has been 

presented. The results obtained from the processing of signals 
from subjects with cochlear implants, show a high accuracy 
in detecting the III and V waves (TP higher than 65%). 

Moreover, the obtained latencies of the V waves are in 
agreement with published data [18], considering electrical 
stimuli placed at the basal end, middle and apical end of the 
implant electrode array. 

Although these results have been obtained with a limited 
number of subjects, they are particularly encouraging, and 
foster future experiments on  wider population of patients. 
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Fig. 1.  EABR template composed of a mixture of three Gaussian 
distributions. 
	

	
Fig. 2. Example of the detection of the peaks of III and V waves in a EABR 
signal (subject 2, electrode 12, +5 current level with respect to the neural 
response telemetry threshold). 
 

Fig. 3. Latencies of the V waves detected with the proposed method. Results 
are depicted as mean values and standard deviations and are compared with 
data by Zirn et al. [18]. 
 

                                                                                                         

	
Fig. 4. Overall performance of the detection algorithm in terms of true 
positives (TP), false negatives (FN) and false positives (FP). 
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Abstract—In this work, we describes the results of a pilot 
study that used the Emotional Index during the listening of a 
selected pieces of the “Divina Commedia” in a sample of 20 
voluntary participants. Noteworthy, half of the participants had 
a literary formation in their studies (Humanist; they are 
students of literature at the University) while the other half of 
the sample are attending other university courses (Not 
Humanist). The study applied the gathering of the heart rate 
(HR) and galvanic skin response (GSR) variation during the 
listening of the excerpts. Results from the ANOVA showed as 
the Humanist group reported during the listening of the Divina 
Commedia higher values of EI indexes when compared to the 
values obtained in the Not Humanist sample. Such results are 
statistically significant. 
Keywords—Neuroaesthetics, EI. 

I. INTRODUCTION 
EUROAESTHETICS is an emerging disciplines 
investigating the biological underpinnings of aesthetic 

experiences, and since its formal birth in 90s by Semir Zeki 
[1] constitutes a field receiving growing interest by the 
scientific community Although traditional topic of 
neuroaesthetic investigation are visual art and music [2],[3], 
an enlargement in the horizon of artistic items to be 
investigated is beginning and literature and poetry are 
experiencing a renewed scientific interest from the 
neuroaesthetics perspective [4]. Two aspects of poetry may 
contribute to the emotional responses it may elicit: its lexical 
content and its structural features (i.e., poetic form). Meter 
and rhyme constitute the key features in poetry [5] 
additionally they have been found to be significant 
contributors to the aesthetic and emotional perception of 
poetry [6], but it is difficult to investigate the contribution of 
the content per se due to the needing to compare different 
kinds of pieces. The possibility to overcome this limitation is 
offered by the famous Italian XIV century poem the “Divine 
Comedy” by Dante Alighieri. The book is characterized by a 
repetitive and constant structure, as it is composed by three 
parts (canticas: Inferno -Hell-, Purgatorio –Purgatory- and 
Paradiso –Paradise-), each part is composed by thirty-three 
cantos of the same length. Studying the reaction to the 
exposure to stanzas belonging to each of the three canticas 
would enable to test the effect of the content of the pieces, 
maintaining the meter and the rhyme scheme constant. 
Furthermore, the comparison among different canticas would 
enable to assess the effect of a potentially differential 
previous knowledge of the peculiar cantica. 

II. METHODS 
In the present study 20 healthy subjects(mean age 

Humanist 24.9 and Not Humanist 26.2 years old) have been 
enrolled on a voluntary base. The experiment was performed 
in accord to the principles outlined in the Declaration of 
Helsinki of 1975, as revised in 2000, and it was approved by 
the University ethical committee. Participants were sitting on 
a comfortable chair and instructed to listen to the auditory 
stimuli. The target stimuli belonged to the Divine Comedy by 
Dante Alighieri and each belonged to one of the three parts of 
the book: Inferno (Hell), Purgatorio (Purgatory) and Paradiso 
(Paradise). The three target stimuli randomly played among, 
so producing different trains. The train was preceded and 
followed by sentences belonging to a clinical standardized set 
(Audiometria Vocale. Cutugno, Prosser, Turrini), lasting 1 
minute, that have been used as the baseline. At the end of the 
listening subjects underwent a short recognition test. At the 
end of the listening, subjects were asked whether they 
recognized the audio pieces and to say what they thought to 
have listened. These behavioral data were collected and 
analyzed. 

A. HR and GSR recordings and signal processing 
Electrodermal Activitity (EDA) and Heart Rate (HR) were 

recorded by means of a NeXus-10 (Mindmedia, The 
Netherlands) system with a sampling rate of 128 Hz. To 
obtain the HR signal the Pan-Tompkins algorithm [7] has 
been employed. Skin conductance was acquired by the 
constant voltage method (0.5 V). The electrodes were 
attached, on non-dominant hand, to the palmar side of the 
middle phalanges of the second and third fingers of the 
participant, following published procedures [8]. The tonic 
component of the skin conductance (Skin Conductance Level, 
SCL) was obtained using LEDAlab software [10]. In the 
attempt to match SCL and HR signals we referred to the 
circumplex model of affect plane [11], where the coordinates 
of a point in the space are defined by the HR (horizontal axis) 
to describe the valence and by the SCL (vertical axis) to 
describe the arousal phenomena [12]. In order to obtain a 
monodimensional variable, the emotional state of a subject 
has been described by the Emotional Index (EI), as defined in 
previous studies [13].The interpretation of the EI implies that 
the higher the value the more positive the emotion 
experienced by the subject and vice versa. 

Evaluation of the Emotional Index elicited by 
the listening of Dante’s Divine Comedy 
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B. Statistical analysis 
Statistical analysis has been performed on the biometric 

results obtained during the listening of the three poems by 
ANOVA repeated measures. Duncan’s post hoc test has been 
used. 

III. RESULTS 

A. Emotional Index 
The Humanist group reported a higher average number of 
subjects who correctly recognized the different canticas. 
Approximately the 90% of the Humanist group verbally 
recognized the canticas in comparison to the 40% of the Not 
Humanists (Fisher’s exact test p=0.06). The EI index (Fig. 1) 
showed a statistical significant effect of the interaction 
between the background and the kind of cantica (F=7.47, 
p<0.01). Furthermore, a statistically significant effect was 
reported for the cantica (F=17.38, p<0.01), whilst the 
background effect did not show a statistical significance (0.84, 
p=0.37). Post hoc comparison showed a higher emotional 
reaction to Inferno and Paradiso canticas in comparison to the 
Purgatorio (p<0.01) in the Humanist group, while in the Not 
Humanist group the Inferno reported higher values in 
comparison to both Paradiso and Purgatorio (p<0.01, p=0.04 
respectively). When the comparison of the Inferno cantica has 
been peformed between the two groups no statistical 
significant differences were shown (p=0.18). Conversely, 
statistical significant differences have been reported for 
Paradiso and Purgatorio comparisons between the groups 
(p<0.01 and p=0.01 respectively). 

IV. DISCUSSION 
Leader and colleagues [14] theorized a descriptive 

information-processing stage model for the aesthetic 
experience, consisting of 5 stages: perception, explicit 
classification, implicit classification, cognitive mastering and 
evaluation. The model differentiates between aesthetic 
emotion and aesthetic judgments as two types of output. This 
hypothesis is in accord with our data when considering 
results for the Emotional Index. In particular, the Humanist 
group showed a more selective emotional involvement for 
two of them: both Inferno and Paradiso in comparison to the 
Purgatorio. Additionally, except for the Inferno, there was a 
statistical significant difference in the EI for Paradiso and 
Purgatorio between the two experimental group. This result 
could be explained by the evidence that Inferno is the most 
studied cantica by Italian students (also in high schools) and 
the one that reported the highest percentage of recognition 
among all our experimental subjects. 

V. CONCLUSION 
 In general, data suggest a difference on the base of the 

background in relation to the cantica. This result could be 
explained by the evidence that aesthetic experience is a 
function of previous knowledge [15]. In this framework, 
experts and non-experts rely on different cues to evaluate 
artworks in terms of liking and comprehension [16],[ 17]. 
The present results, obtained by a pilot study, need further 
investigation on an enlarged sample so to provide indications 
on the literature and poetry aesthetic experience in experts 
and non-experts. 
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Figure 1. Emotional Index mean values for the Divine Comedy canticas in the Humanist and Not Humanist groups. 
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Abstract— Devices with a controlled nano-topography for 
neural cells adhesion and organization were produced. The 
information content of a network of neural cells was correlated 
with the nano-geometry of the surface; the optimal roughness 
and nano-scale size of the substrate for which information in the 
network is maximized were found. 

I. INTRODUCTION 
EURONS are specialized cells which have the function 
to process and transmit information through electrical 

and chemical signals [1, 2]. There is an increasing interest in 
understanding the way neural cells assemble, and how the 
topology of the networks they form may influence, and 
perhaps improve, information transmission in those networks. 
In the body, the nanoscale structure of the extracellular 
matrix (ECM) provides a natural web of intricate nanofibers 
to support cells and present an instructive background to 
guide their behaviour [3]. ECM-cell interaction is mediated 
by transmembrane adhesion receptors, which form structures 
(Focal complexes and Focal adhesions) with a scale length 
comprised in the 30-100 nm dimensional range [4-6]. 
Nanotechnology may be used to produce controlled nano-
scaled geometries to understand how the cellular sensory 
machinery interacts with extremely small cues to regulate cell 
behaviour. Different research groups demonstrated that 
topographic cues at the nano-scale may direct, control and, in 
some cases, improve neuronal adhesion [7], growth [8], 
differentiation [9], organization or self-organization into 
simple to complex networks [10], electrical signalling [11]. 
In this work, we produced nano-structured surfaces (Figure 
1) to influence and guide the organization of neuronal cells 
into complex networks (Figure 2). We verified to which 
extent nano-topography influences the topology of networks 
that neurons form on a substrate. Using computer simulations 
and mathematical modelling based on an information theory 
approach, we provided an estimate of the information 
increase in clustered nerve cells. 

II. METHODS 

A. Fabrication 
 Planar surfaces with a roughness in the 1-100 nm range 

were fabricated. Smooth silicon surfaces and standard glass 
substrates were used for comparison. Silicon wafers were 
etched in diluted KOH (potassium hydroxide) solutions at 70 
°C to obtain corrugated profiles. Using different etching 
times, we produced surfaces with an average roughness Ra 
varying from 10 to 100 nm. 

B. Sample characterization 
Substrates for neural adhesion were verified using Atomic 

Force Microscopy (AFM). The AMF profiles of the samples 
were processed to derive the Power Spectrum density 
function, that delivers the information content of the 
substrates over multiple scales. From the power spectrum, we 
extracted the fractal dimension Df which describes the 
topography of a substrate at an intimate level. 

C. Biological preparation 
Hippocampal cultures from dissociated primary central 

neurons were used. We used the methods described in [10] 
for culturing neurons on the substrates. Neurons were plated 
on either the nano-structured substrates and Poly-D-lysine 
coated plastic tissue culture dishes and smooth silicon 
substrates used as a control. Neurons on a substrate were 
imaged using confocal imaging and the methods described in 
[12]. 

D. Deriving the topological properties of neural networks 
Confocal images of the cells cultured on the substrates 

were processed to extract the (i) average cluster coefficient 
and (ii) characteristic path length. The combination of these 
parameters gives an indication of the connectivity properties 
of the cells in a network. We implemented an algorithm 
described in details in [12], in which the core of the algorithm 
is constituted by the Waxman model. The Waxman model 
makes a decision on whether two nodes in a grid are 
connected. 

E. Simulating Information in neural networks 
We used a generalize leaky integrate and fire model to 

generate trains of signal in the grids. Resulting patterns of 
multiple spike trains in the grid were interpreted using an 
information theory based approach [13]. We take into 
account that the spike train of individual neurons, in response 
to a long sample of stimuli, may vary. A similar variability is 
described by the total entropy of the spike train, H. Similarly, 
the conditional or noise entropy N is the variability of the 
spike train in response to a sample of repeated stimuli. The 
information I that the spike train provides about the input is 
the difference between entropies, I=H-N. The Shannon 
entropy H(S) of the distribution of probabilities P(s) for each 
stimulus is defined as 

∑−= S
SPSPSH )(log)()( 2

                                     (1) 
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III. RESULTS 
Using conventional wet etching procedures (see methods), 

we generated rough silicon substrates in which the average 
roughness of the substrates varies from 𝑅𝑅!!~2 𝑛𝑛𝑛𝑛 (Figure 1a) 
to 𝑅𝑅!!~50 𝑛𝑛𝑛𝑛 (Figure 1d), with intermediate values of 
roughness 𝑅𝑅!!~15 𝑛𝑛𝑛𝑛 (Figure 1b) and 𝑅𝑅!!~35 𝑛𝑛𝑛𝑛 (Figure 
1c). The corresponding fractal dimensions were derived 
being 𝐷𝐷!!~2.08, 𝐷𝐷!!~2.22, 𝐷𝐷!!~2.35, 𝐷𝐷!!~2.5, and thus in 
this dimensional range fractal dimension is proportional to 
roughness. On culturing neural cells on the described 
surfaces, we observed that surface topography influences 
cells networking. While on planar, quasi smooth surfaces 
(𝑅𝑅!!, Figure 2a-c), after 5 days from culture, cells are 
uniformly distributed on the surface, on rough substrates (𝑅𝑅!!, 
Figure 2d-f) nerve cells show an increased ability to create 
patterns in which the nodes of the patterns form highly 
clustered groups, and the elements of the groups are 
connected by a finite, and generally low, number of steps.  

Network analysis confirms that the clustering coefficient 
increases and the characteristic path length decreases with 
roughness for all the considered cases (Figure 3b). Networks 
with similar characteristics are named small world networks. 
Recently they attracted much attention because it is 
hypothesized that dynamical systems with a small world 
topology may feature enhanced signal propagation speed and 
computational capabilities [14]. Here, we used information 
theory based algorithms (see methods) to estimate the total 
information transmitted in a grid (Figure 3a) in which the 
elements of the grid are disposed as to reproduce cell 
topology measured on different substrates. On stimulating the 
system with an uncorrelated and correlated signal, we found 
that information in a grid increases with the small world 
attributes of the grid that, in turn, depend on the roughness of 
the substrates. In the considered scale range, increasing 
roughness enhances cell adhesion and cell networking: the 
major consequence of the augmented cell-cell interaction 
resides in an increase of information quantity in the network. 

IV. CONCLUSION 
We produced substrates with a controlled nano-topography 

for interaction with neural cells. We found that in a low 
0 − 50 𝑛𝑛𝑛𝑛 dimensional range, increasing roughness 
promotes cells adhesion and networking. We estimated that 
the total information transmitted over networks of cells 
cultured over rough substrates may be increased from 3 to 4 

folds compared to nominally flat substrates. This and other 
related studies are expected to have major impacts in (i) 
neural tissue engineering and regenerative medicine, (ii) the 
diagnosis and analysis of neurodegenerative disorders, (iii) 
bio-informatics and bio-computing. 
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Abstract— Neural cells are the smallest building blocks of the 
central nervous system. Information in neural networks and 
cell-substrate interaction have been heretofore studied in 
isolation. Understanding how these fields correlate, and whether 
and to which extent surface nano-topography may induce nerve 
cells to cluster together into computational efficient networks, 
may provide new tools and criteria for tissue engineering and 
regenerative medicine. In this work, we used information theory 
approaches to study how information propagates in roughness 
induced neural cells networks. We found that information is 
maximized in small world architectures which, in turn, are 
generated over moderately rough substrates. 

I. INTRODUCTION 
EURONS are electrical active cells which process and 
transmit information through electrical and chemical 

signals [1, 2]. Understanding the way neural cells assemble, 
may provide new criteria for tissue engineering, regenerative 
medicine, the design of advanced lab-on-a-chips. Ultimately, 
it may explain the way human brain works and how it 
processes information. The complexity of human brain and 
behaviour may depend less on the specialization of individual 
nerve cells and more on the fact that a great many of these 
cells form complex networks. In complex systems 
interactions among large numbers of elements yield 
collective phenomena with improved abilities in contrast to 
isolated components of that system [3-5]. In cell-surface 
interaction, the cellular sensory machinery interacts with 
extremely small cues to regulate cell behaviour [6], therefore 
surfaces with random, rather than periodic, patterns at the 
nano-scale may control the organization of cells into clusters 
or networks with enhanced information speed. In [7], it was 
demonstrated that the adhesion and proliferation of 
neuroblastoma N2A cells is enhanced on silicon porous 
substrates with small average pore size and large fractal 
dimension: on similar substrates cells spontaneously 
assemble into clusters with a small world topology. Small 
world topology attracted recently much attention because it is 
hypothesized that dynamical systems with a small world 
topology may feature enhanced computational capabilities [5, 
8]. Here, we used information theory based algorithms to 
simulate the total information transmitted in a grid in which 
the elements of the grid reproduce the topology of nerve cells 
cultured on nanostructured surfaces. Using variable such as 
the Shannon information rate, we provide an estimate of the 
quantity, quality and density of information exchanged in a 
grid of nerve cells. Moreover, we correlate the information in 
a grid with the topology of the grid. 

II. METHODS 

A. Simulating Information in neural networks 
We used a generalized leaky integrate and fire model to 

generate trains of signal in the grids. Resulting patterns of 
multiple spike trains in the grid were interpreted using an 
information theory based approach [9]. A way to study the 
activity of neuronal populations is to calculate the 
information about a given stimulus or behavior contained in 
the neuronal responses, using the formalism of Shannon 
information theory. The temporal sequence of pulses or 
spikes that propagates along the grid encodes the information 
transmitted over that grid, which can be represented through 
the sole Shannon information entropy. The spike train of 
individual neurons in response to a long sample of stimuli 
may vary. A similar variability is described by the total 
entropy of the spike train, H. Similarly, the conditional or 
noise entropy N  represents the variability of the spike train in 
response to a sample of repeated stimuli. The information I 
that the spike train provides about the input is the difference 
between entropies, I=H-N. Suppose that a stimulus s 
belonging to a set S is presented with a probability P(s). The 
Shannon entropy H(S) of the distribution of probabilities P(s) 
for each stimulus is defined as 

 P(S)log P(S)-=H(S) 2
S
∑                                       (1) 

The above formula quantifies the uncertainty about which 
stimulus is presented or, conversely, the average amount of 
information gained with each stimulus presentation. Entropy 
and information are both  measured in bits if the logarithm is 
taken with base 2. Operatively, to estimate the information 
transmitted in a specific network, we (i) stimulated the grid 
with an uncorrelated, random stimulus, from which we 
derived H; (ii) then, we stimulated the same grid with a 
periodic signal of time, from which we derived N; (iii) we 
derived the information I as I=H-N. 

B. Deriving the topological properties of neural networks 
Confocal images of the cells cultured on the substrates 

were processed to extract (i) the average cluster coefficient 
(CC) and (ii) the characteristic path length (CPL). The 
combination of these parameters gives an indication of the 
connectivity properties of the cells in a network. We 
implemented an algorithm described in detail in [10], whose 
core is constituted by the Waxman model. The Waxman 
model makes a decision on whether two nodes in a grid are 
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connected. It states that the probability of being a link 
between any two nodes exponentially decays with the 
Euclidean distance between them. Thus, for a given set of 
two nodes u and v, the link probability, P(u, v) is defined as: 

L/)v,u(de=v)P(u, β−α                                              (2) 
where d is the Euclidean distance between nodes u and v, 

and L is the largest possible Euclidean distance between two 
nodes of the grid. In the equation, α and β are the Waxman 
model parameters and, upon tuning these, the graph may be 
more or less dense. The scalars α and β should be chosen 
between 0 and 1, in a fashion that the network is sufficiently 
dense to reflect the topology of the system without loss of 
information. On the basis of P, one may derive the clustering 
coefficient 

)1k(k
E2

C i
i −
=

                                                             (3) 

where k is the number of neighbors of a generic node i, Ei is 
the number of existing connections between those, k(k- 1)/2 
being the maximum number of connections, or combinations, 
that can exist among k nodes. The clustering coefficient Ci is 
defined locally, and a global value, CC, is derived upon 
averaging Ci over all the nodes that compose the graph. 
Similarly, the characteristic path length (CPL) is derived; 
CPL is calculated as the average minimum distance between 
any pair of nodes in the graph.  

C. Fabrication 
Planar surfaces with a roughness in the 1-100 nm range 

were fabricated following the methods reported in [11]. 

D. Sample Characterization  
Substrates for neural adhesion were verified using Atomic 

Force Microscopy (AFM) [11]. 

E. Biological preparation  
Hippocampal cultures from dissociated primary central 

neurons were be used. We used the methods described in [12] 
for culturing neurons on the substrates. Neurons on a 
substrate were imaged using confocal imaging and the 
methods described in [10]. 
  

III. RESULTS 
 In isolated neurons, electric pulses excite the neuron until 

the response (potential) at the postsynaptic sites reaches and 
surpasses a limiting value (that is, a threshold), then, the 
target neuron produces an impulse (an action potential) that 
propagates in turn to another neuron; the time distribution of 
pulses encodes information. In considering an ensemble of 
neurons in a grid, the response of the grid is described by the 
superposition of individual responses, i. e. by a set of coupled 
differential equations. Using the algorithms described in the 
methods section, we extracted the cell centers and the cell to 
cell connections (Figure 1b-d) from confocal images of nerve 
cells cultured on nano-structured surfaces (Figure 1a), and 
the topology of the grid. We used these information to 
reproduce artificial networks in which the elements of the 
networks were excited with a variable function of time. Upon 
excitation, spikes propagate in cascade in the grid. Time 
spikes are grouped in sets of words, in which a word is an 
array of on (presence of a spike)/off (absence of a spike) 

events in a binary representation (Figure 2a). On sorting 
words in order of decreasing occurrence in the train, we 
obtained the associated entropy using equation (1) (Figure 
2a). We repeated this procedure in response to an 
uncorrelated (Figure 2b) and time locked signal, and to a 
correlated (Figure 2c) signal of time. From the difference of 
entropies, we calculated the information transmitted over all 
the nodes of the grid (Figure 3a). We derived the information 
starting from cells cultured on either planar and rough silicon 
substrates and observed that information increases with 
surface roughness (Figure 3b). More important, information 
and topology of a grid are correlated, meaning that 
information in a network increases with the clustering 
coefficient and the inverse of the characteristic path length of 
that network (Figure 3c-d). These findings reinforce the view 
that networks with a small world architecture are 
computational efficient. 

IV. CONCLUSIONS 
We used information theory variables to simulate the 

information exchanged in neural networks. We found that 
information depends on the topology of the network over 
which it propagates: information increases moving from 
random to small world graphs. We demonstrated that cells on 
etched substrates may spontaneously assemble into clustered 
groups of cells, thus nano-topography can be used to control 
the organization of cells into computational efficient grids. 
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Abstract—2D neuronal populations coupled to Micro-Electrode-
Arrays (MEAs) constitute a well-established experimental in-
vitro platform to study neurobiology, network 
electrophysiology, and basic injury-disease mechanisms. Besides 
clear advantages related of controllability and observability, 
such 2D neuronal model systems have major limitations, as they 
might be inherently unable to exhibit characteristics of in-vivo 
systems. Under this perspective the development of a 3D 
engineered in-vitro neuronal model can certainly be seen as a 
complementary-alternative and interesting tool for 
neurophysiological investigations. In this work, we propose a 
new approach for designing  3D  engineered in-vitro neuronal 
cultures. To this aim, we have developed a 3D scaffold based on 
the assembly of chitosan microparticles in the view of mimicking 
the extracellular matrix environment.  
We show the procedure for fabricating the microbeads scaffold, 
for cell seeding and network formation and how we couple this 
3D neuronal culture to standard MEAs. We present the 
spontaneous electrophysiological activity of such 3D neuronal 
networks and we compare the obtained dynamics from two 
types of chitosan-derived microbeads with standard 3D 
networks grown onto glass-microbeads and 2D nets. 
 
Keywords—3D neural networks, network dynamics, chitosan, 
MEAs. 
 

I. INTRODUCTION 
N the last years, new studies have been performed for 
developing in-vitro 3D neuronal systems [1]–[2]. The 
potential advantages of 3D engineered constructs are 

evident as they can be used as a more accurate investigational 
in-vitro platform than standard 2D network models [1]. 
Indeed, 3D networks coupled to Micro-Electrode Arrays 
(MEAs), represent a powerful in-vitro model capable of 
better emulating in-vivo physiology. In this work, we propose 
and compare different methods for the development of 3D in-
vitro neuronal models with respect to a previous work, where 
the scaffold of 3D networks were realized by means of glass 
micro-beads [1]. Here, 3D neuronal constructs were 
developed and implemented by using assembled chitosan 
microparticles, ranging in diameters from 40 to 80 µm, 
depending on the preparation procedure [3].Chitosan is 
characterized by a greatest surface of amine content and, at 
the same time, by a lowest equilibrium of water content 
which contribute to the high viability of cells in culture [4]. 
Specifically, two protocols were adopted for the preparation 
of the micro-particles, one based on the use of a neutralizing 
solution as hardening medium and one based on the use of a 
cross-linking solution. Then, the micro-particles were 
assembled with neurons and the obtained 3D construct was 

coupled to a planar MEA to record the electrophysiological 
activity of the network. We analysed the dynamics of such 
3D neuronal networks comparing their spontaneous activity 
with the ones of two specific control systems: (i) 3D 
hippocampal neuronal network grown onto glass microbeads 
and (ii) standard 2D networks, both coupled to MEAs [1]. 
 
 

II. MATERIAL AND METHODS  

A. Cell culture 
Hippocampal neurons were dissociated from rats E18 

Sprague Dawley. MEAs supports and all micrometric beads 
(made of neutralized and cross-linked chitosan) were 
sterilized and pre-coated with adhesion proteins (poly-lysine 
and laminin). The hippocampi were dissociated in a trypsin 
enzymatic solution and the cells were kept in a Neurobasal 
medium + B27 + Glutamax 1%  and 1% Pen-Streptomycin.  
The cell suspension was added both to the preconditioned 
microparticle suspension at an high concentration of 3.106 
cells\ml,  and to the preconditioned MEA substrate at a lower 
concentration of 7.105 cells/ml. After few hours, the 
assembled neurons-microparticles suspension was transferred 
onto the top of the neuronal monolayer already attached to 
the MEA surface. Cultures were maintained in the incubator 
at 5% CO2, 95% humidity and half of medium was changed 
weekly for a time around of 28 days.  

B. Chitosan micro-beads 
Chitosan neutralized micro-beads were formed by 

extruding 1% w/v chitosan solution through a 0.25 mm 
nozzle into a basic coagulation solution consisting of sodium 
hydroxide-ethanol-water (20:30:50 v/v). The cross-linked 
micro-beads were obtained based on ionic gelation of TPP 
with chitosan. Briefly, in this case the chitosan was extruded 
into a 1% w/v TPP solution at pH6. The micro-beads were 
removed from the neutralizing and cross-linking solutions by 
centrifugation followed by four washing steps in distilled 
water. The so obtained microspheres were finally sterilized in 
70% ethanol for 3 hours. 

C. Data and Statistical analysis 
Data analysis was performed off-line by using a custom 

software package named SpyCode [5] developed in 
MATLAB (The Mathworks, Natick, MA, USA). We 
characterized the spontaneous activity by means of first-order 
statistics like mean firing rate, percentage of random spike, 
mean bursting rate, burst duration, network burst duration, 
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mean network bursting rate. Data were expressed as mean ± 
standard error of the mean. Statistical analysis was performed 
using MATLAB. Since data do not follow a normal 
distribution, we performed a non-parametric Mann-Whitney 
U-test. 

D. MEA set-up 
The electrophysiological activity of neuronal networks (18-

21DIV) was recorded in all the performed experiments by 
means of planar TiN 60 channels MEAs, supplied by Multi 
Channel Systems (MCS, Reutlingen, Germany).  

 

III. RESULTS 
 
The obtained chitosan microparticles were firstly 

characterized by optical microscopy. The obtained micro-
particles showed a spherical shape for both protocols. The 
average diameter was found to be 70 ± 6µm for the 
neutralized microparticles and 40 ± 4µm for the cross-linked 
ones. The microstructure of the particles was then 
characterized by scanning electron microscopy (fig. 1a). The 
neutralized micro-particles showed a porous structure, while 
the cross-linked ones showed a more compact structure.  
The microparticles based scaffold, put in contact with 
neurons showed to support quite well the development, over 
three to four weeks, of the hippocampal neuron culture. In 
fact, this polysaccharide is able to exert a positive effect on 
the cellular adhesion and to promote a quick neuritic growth. 
At the end of the electrophysiological sessions, the cultures 
were  processed according to the methods of 
immunofluorescence (Fig. 1b). Confocal imaging was 
performed by using Leica TCS SP5 AOBS Tandem DM6000 
upright microscope equipped with HCX APO 20x N.A. 0.50 
WI objective. 
We analysed the spontaneous electrophysiological activity of 
3D neutralized chitosan hippocampal neuronal network and 
3D cross-linked CS/TPP hippocampal neuronal network 
compared with the two gold-standard reference models (i.e., 
2D and 3D with glass microbeads). We evaluated the 
percentage of random spikes and the mean firing rate in all (n 
=4) the performed experiments (Fig. 2). We observed that 2D 
networks exhibit a low percentage of random spikes (10.4 ± 
3.8%) with a high frequency of firing (12.9 ± 7.1 spikes/s), 
differently the 3D networks show a higher level of random 
spikes with a lower firing rate. In particular, the 3D 
neutralized chitosan network presents a significant higher 
level of random spikes (40.7 ± 1.5%) but a very low 
frequency (2.3 ± 1 spikes/s). To quantify the bursting activity 
at the single channel level, the frequency and the duration of 
the bursts were evaluated in all the performed experiments. 
2D networks present a strong synchronous bursting activity 
with a higher bursting rate (21.5 ± 9.8 burst/min) than the 
three 3D neural networks. In addition, we observed that 3D 
neutralized chitosan network exhibits a burst duration (311.7 
± 54.3 ms) higher than other cultures. Then, we computed the 
network mean bursting rate and duration evaluated over the 
entire dataset. In particular, the 3D neutralized chitosan 
network shows few network bursts (12.4 ± 5.2 NB/min) with 
a high duration (978.5 ± 310.5 ms).  

 

IV. CONCLUSION 
The new developed scaffolding procedure for realizing 3D 

neuronal networks can constitute an alternative 3D in-vitro 
neuronal model that can be used to investigate 
neurophysiological mechanisms and computational properties 
of neuronal networks in a controlled experimental setting. To 
further exploit the proposed 3D engineered neuronal 
networks and to study how the 3D neuronal network 
dynamics changes in different layers of the structure, 3D 
recording devices are needed. Finger like structure with 
embedded microelectrodes, sandwich-structure (i.e. standard 
MEA from the bottom side and a planar multi-channel 
recording structure on the upper side) or truly 3D-MEAs 
have to be developed to record the activity of the 3D 
neuronal network from different locations in the 3D space. A 
complete 3D-3D in-vitro system might open new prospects 
for manipulating, stimulating and recording the neuronal 
activity to elucidate neurophysiological mechanisms and to 
design bio-hybrid microsystems. 
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Fig. 1. (a). Scanning electron microscopy image of chitosan neutralized microparticles. (b). Confocal image (max projection, 213X213 µm) that shows rich 
neurite extension at DIV24 in-vitro of an hyppocampal culture, growth on neutralized chitosan microparticles immunolabeled with anti-tubulin ßIII-
Alexa Fluor 546 conjugated. 

 
 
 

 

 
 
 

Fig. 2. (a). Percentage of random spikes (∗  𝑃𝑃!"#$% = 2 ∗ 10!!, ∗∗ 𝑃𝑃!"#$% = 6 ∗ 10!!, ∗∗∗  𝑃𝑃!"#$% = 4 ∗ 10!!, Mann-Whitney U-test). (b). Mean Firing Rate 
(∗  𝑃𝑃!"#$% = 6 ∗ 10!!, ∗∗  𝑃𝑃!"#$% = 6 ∗ 10!!, ∗∗∗ 𝑃𝑃!"#$% = 6 ∗ 10!!", Mann-Whitney U-test). Asterisks above the plots indicate statistically significant 
differences. 
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Abstract— We introduce an in vitro technique to modulate ion 
fluxes through cell membranes that over-express mechanically 
activated ion channels, namely Piezo channels, by the remote 
application of ultrasound.  

We propose this technique as a novel paradigm for 
noninvasively modulating the electrical activity of specific 
populations of neurons in the brain using acoustic waves: 
selected neurons are modified to sensitize them to mechanical 
stimuli, remotely generated acoustic waves can then provide a 
low intensity mechanical stimulus that excites/inhibits selectively 
and non-invasively the electrical activity of such neurons, 
without any risk of interfering or damaging the surrounding 
cells and tissues. 

We present preliminary experimental results on the 
intracellular calcium response to the application of ultrasound 
on model cells transfected with Piezo1 channel as a proof of 
principle of the proposed strategy. 

 
Keywords—mechano-receptors, acoustics, ultrasound 

stimulation, neuroengineering 

I. INTRODUCTION 
PTOGENETICS is widely considered as one of the 
major breakthrough technologies of the last decade [1-

4]; one main critical aspect when in vivo therapeutic 
applications are foreseen is its invasive nature (light needs to 
be brought close to the modified neurons). Recently a 
procedure to manipulate the behaviour of C. elegans 
earthworms by ultrasound application has been proposed [5], 
presumably via stimulation of endogenous mechanosensitive 
ion channels. We propose to extend this strategy to 
vertebrates and, eventually, to humans: specific neuronal 
populations are sensitized to ultrasound stimulation by the 
targeted expression of mechanosensitive ion channels, thus 
providing selectivity as with optogenetics, yet in a much less 
invasive way. 

Two proteins, Piezo1 and Piezo2, have been recently 
identified as the only directly mechano-gated mammalian 
membrane ion channels [6, 7]; both cation-selective channels 
are directly and rapidly (millisecond-timescale) activated by 
mechanical deformation of the plasma membrane; we 
hypothesize that modification of specific neuronal 
populations by the introduction of the Piezo channels will 
render the neurons sensitive to low intensity ultrasonic 
stimulation in a highly specific and predictable manner. To 
prove this hypothesis we conducted preliminary experiments 
on a model, easy to transfect, cell line named HEK293 and 
measured channel activation either as a direct current flow or 
as a flux of Ca2+ ions through the membrane. 
  

II. MATERIALS AND METHODS 

A. Cell transfection 
HEK293 cells were co-transfected with plasmid DNA 
encoding both human Piezo1 and a fluorescent label (Green 
Fluorescent Protein, GFP) using the Effectene reagent 
(Qiagen). GFP allows the identification of positively 
transfected cells in culture by fluorescence microscopy. 

B. Patch clamp 
Standard whole-cell patch clamp recordings were performed 
using the following solutions: extracellular: 140 mM NaCl, 6 
mM CaCl2, 2 mM KCl, 10 mH Hepes (pH 7.3); intracellular: 
130 mM CsCl, 2 mM MgCl2, 10 mM Hepes, 10 mM EGTA 
(pH 7.3). Cells were held at -60 mV and mechanically 
stimulated by indentation with a second blunt glass 
micropipette fixed to a computer-controlled piezoelectric 
actuator. 

C. Ultrasound stimulation 

We employed a commercial piezoelectric transducer (type 
BJC-4060T- 49HN PZT-8, Beijing Ultrasonic, China) driven 
by a custom built high frequency, high voltage power 
amplifier.  

In order to optimize ultrasound transmission and generate a 
focused and uniform pressure field onto the cell culture area 
we designed and fabricated a coupling element consisting of 
a polymeric cone with an aperture of 5 mm in diameter, filled 
with degassed water. Figure 2A shows a schematic drawing 
(left) and a picture (right) of the set-up for ultrasound 
stimulation which was mounted onto an inverted microscope 
equipped for epi-fluorescence. The fine approach of the 
coupling cone toward the cell culture was controlled using a 
micrometer screw and the focusing capability of the inverted 
microscope in order to reproducibly reach a distance between 
the tip of the cone and the cell culture of 500 µm 
The intensity and uniformity of the generated pressure field 
was mapped using a calibrated miniaturized hydrophone 
(Reson model TC4038-1) which was moved in front of the 
coupling cone using a micromanipulator. 

D. Calcium imaging 
The set-up for acoustic stimulation was mounted on top of an 
inverted microscope (Olympus IX70) equipped with a LED 
light sources (Rapp OptoElectronic) at 470 nm and 530 nm 
for fluorescence excitation and CMOS camera (ORCA-
Flash4.0, Hamamatsu, Japan). Images were collected using 
Hamamatsu’s proprietary software (HCImage) and post-
processed using ImageJ software.  
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Intracellular Ca2+ was monitored non ratiometrically using 
the Ca2+ sensitive dye Rhod4, loaded into the cells at 10 µM 
as the AM-ester, with excitation at 530 nm and emission at 
555 nm. 
Normalized fluorescence intensity changes !!

!
 were 

calculated, as in Eq. (1). 
 

!!
!
= !!!! ∙ !!!!!

!!!!!
    (1) 

Where F is the raw fluorescence signal, FB is the background 
fluorescence, and F0 is the average fluorescence signal in a 
time interval prior to the ultrasound stimulation (baseline).  

III. RESULTS AND DISCUSSION 
Piezo1 DNA plasmids were amplified and co-transfected 
with a GFP expression marker into HEK293 cells. Piezo1 
functionality in the transfected cells was first validated using 
patch clamp and direct mechanical stimulation, following the 
procedure described in [6]. Figure 1 shows an example of the 
current response to increasing indentations using a small 
glass pipette. Increase in the measured current after the 
pipette touches the cell is ascribed to the opening of 
membrane channels. 
In parallel we preliminary verified the optical system's ability 
to reliably detect intracellular [Ca2+] changes by adding the 
ionophore ionomycin to the culture medium (data not 
shown).  
In a typical experiment we first loaded cultured Hek293 cells 
with the red fluorescent Ca2+ indicator Rhod4. We then 
imaged the cell culture in order to detect the green emission 
from GFP label as shown in figure 2B. From the image it is 
possible to identify transfected cells, that, we assume, express 
the Piezo1 channel. By phase contrast imaging we could 
select different cell areas (transfected and non transfected as a 
reference) where to monitor the fluoresce signal from the 
Ca2+ indicator during acoustic stimulation. We then applied a 
sequence of US pulses (30 ms duration, 100 ms interval 
between pulses, 16.6 kPa amplitude, 44kHz frequency) while 
monitoring the fluorescence intensities in the different 
regions of interest as shown in figure 2C. The graph in figure 
2C shows an evident change fluorescence during the acoustic 
stimulation only for the two GFP-expressing cells. By 
repeating the experiment several times with different cell 
preparations we observed that the pulsed US train led to 
detectable stimulus–locked Ca2+ increases in a fraction of the 
GFP/Piezo1-expressing cells, but in none of the GFP/Piezo1-
free cells, thus indicating an observed response specific to the 
presence of Piezo1.  
Interestingly, the US parameters necessary for the observed 
channel activation (pressure of 10-20 kPa at low ultrasonic 
frequency of 44kHz) correspond to a Mechanical Index < 0.2, 
which is well below the upper limit of 1.9 set by FDA for 
diagnostic ultrasound scanners. At the same time, pressure 
levels found in extreme environmental conditions (e.g. in the 
air close to ultrasonic welders, where pressure waves of 
~130dB=63.24 Pa at 22 kHz have been measured [8]) are 
unlikely to interfere with the proposed acoustic stimulation, 
because such values are three orders of magnitude lower than 
the local pressure necessary to obtain the observed cellular 
response, even without taking into account i) the almost 

complete reflection at the air/tissue interface due to the 
difference in acoustic impedance and ii) the skull attenuation. 
This makes the proposed stimulation strategy, at least in 
principle, compatible for in vivo chronic operation and, at the 
same time, seems to rule out the risk of interferences from the 
environment. 

IV. CONCLUSION 
We propose a new technique based on acoustic stimulation of 
cells overexpressing specific membrane receptors that is 
similar to optogenetics; yet, its non-invasive way of 
stimulation represents a major advantage when considering in 
vivo operation: while light needs to be brought close to the 
target cells in order to stimulate them, acoustic waves can be 
remotely focused virtually anywhere within the human 
central nervous system.  

Our preliminary results provide a fundamental in vitro 
validation to the feasibility of the proposed approach. The 
long term goal is to develop a novel class of neuroprosthetic 
devices to induce compensatory neural activity in 
malfunctioning areas of the brain (e.g. in epilepsy, in hyper-
excitability conditions after traumatic brain injury, or in other 
neuropathological situations). 
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Fig.2 (A) Schematic drawing and picture of the set-up set-up for acoustic stimulation and calcium imaging; (B) 
GFP fluorescence images of transfected HEK293 cells; (C) change in Rhod4 fluorescence intensity (calcium 
signal) calculated over the three cell areas indicated in (B), being cell 2 a reference cell not expressing GFP. 

The red bar in the graph indicates the 10 sec interval during which a train of 30 ms pulses of acoustic signal at 
44 kHz was generated. 

 
 
 

Fig. 1 Current responses to mechanical stimulation from a HEK293 cell recorded in whole cell mode. Different 
plots correspond to increasing stimulation pipette indentation at the time point indicated by the arrow. 
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Abstract— Nowadays, public service announcements (PSAs) 
against smoke  are considered “Effective” or “Ineffective” on 
the base of official reports concerning behavioral/attitudinal 
changes toward healthier patterns and health-related savings 
following the exposure to the PSA. In this pilot study, we 
described the results of the use of two neurometric indexes for 
the evaluation of the efficacy of a couple of antismoking PSAs in 
a reduced sample of voluntary participants. The neurometric 
indexes here employed are the Approach-Withdrawal (AW) and 
mental Effort (EfI). 

Keywords—Smoking, PSA, AW, Effort. 

I. INTRODUCTION 
OBACCO  use is the leading cause of preventable death 
and smoking-related illness worldwide. Research has 

shown that antismoking Public Service Announcements may 
help reduce this tendency [1], [2]. In order to identify these 
PSAs as “Effective” or “Ineffective”, not only by the official 
reports concerning behavioural/attitudinal changes, we 
studied the cognitive reaction to a couple of PSAs belonging 
to the two categories, according to key performance 
indicators (KPI) provided by independent health 
organizations. 
EEG data has been gathered during the vision of these PSAs 
in a restricted group of  voluntary participants: analysing the 
rhythm variation we were able to evaluate Approach-
Withdrawal (AW) index [3] and Effort (Eff) [4]. 
Results are the comparison of these indexes related to the 
PSAs perception among the sample population. 

II. METHODS 

A. Sample population 
Seven healthy subjects (mean age 22,8, min 19 max 31 

years old) have been enrolled on a voluntary base. Concerning 
smoking habits, 2 subjects were smokers and 3 ex-smokers, 
the remaining 2 subjects were not smokers. All subjects were 
given of detailed information about the study and signed an 
informed consent. The experiment was performed in accord to 
the principles outlined in the Declaration of Helsinki of 1975, 
as revised in 2000, and it was approved by the University 
ethical committee. 

B. Stimuli presentation 
Participants were sitting on a comfortable chair in front of 

a screen, where a series of TV advertisings were played. The 
two target stimuli, the Effective and the Ineffective TV 
advertisings were randomly interspersed among 8 distractors, 
so producing a 10 spots train, proceeded and followed by two 
parts of a documentary (60s each).  

The two TV advertisings can be retrieved at the following 
links respectively:  
https://www.youtube.com/watch?v=aHrdy6qcumg 
https://www.youtube.com/watch?v=3B133Es-CKA . 

C. EEG recording and signal processing 
The EEG activity was recorded by means of a portable 24-

channel system (BEmicro, EBneuro, Italy); 19 electrodes 
were used according to the 10-20 international system, with 
impedance below 10 kΩ, and a recording sampling rate of 
256 Hz. In order to detect end remove eye movements, blinks 
and muscular artifacts from the EEG signal a notch filter (50 
Hz), a lowpass filter (30 Hz) were applied as well as the 
Independent Component Analysis (ICA). 

Individual Alpha Frequency (IAF) has been calculated for 
each subject in order to define the frequency bands as 
suggested in literature [5]. From the each frontal channel has 
been calculated the Global Field Power (GFP); several 
studies [3], [6], [7] suggest that the frontal cortex is an area of 
interest for the analysis of the Approach-Withdrawal attitude 
[3] and cerebral effort [5], [8] in response to a wide range of 
stimuli. 

The AW index has been obtained as in Eq. (1). 
AW = GFPa_right – GFPa_left  (1) 

Where GFPa_right stands for the GFP calculated on frontal 
right electrodes (Fp2, F4 and F8) and GFPa_left on frontal 
left electrodes (FP1, F3 and F7), in alpha band, estimated for 
each second and then average for all the duration of the 
stimuli. 
Then the AW index has been standardized to the baseline 
EEG activity acquired before and after the stimuli train, so 
that positive AW values mean an approach motivation toward 
the stimulus of the subject, while negative AW values a 
withdrawal tendency. 

 
While for the evaluation of the cerebral effort GFP of 

frontal electrodes (Fp2, F4, F8, Fz, F7, F3and Fp1) of theta 
band has been calculated. Even in this case the effort index 
(Eff) has been standardized to the baseline EEG activity 
acquired before and after the stimuli train; in this way higher 
level of Eff imply higher level of task difficulty [4]. 

D. Statistical analysis 
Paired t-test comparisons have been performed on the EEG 

estimated indexes. 
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III. RESULTS 

A. Approach Withdrawal Index (AW) 
The AW indexes estimated for the two evaluated PSAs 

reported a statistically significant higher value for the 
“Effective” PSA compared to the “Ineffective” PSA in the 
sample population (t = 3.20, p = 0.02), as reported in the Fig. 
1. We can also note that the AW index is positive for the 
“Effective” PSA, but negative for the “Ineffective” PSA. 

B. Effort Index (Eff) 
Even for the estimated Effort Index, the values for the 

observation of the “Effective” PSA were higher when 
compared to the values of the “Ineffective” PSA,  with a 
statistical significance (t = 2.8, p = 0.03), as shown in Fig. 2. 

IV. DISCUSSION 
The AW index values report a higher activity in the left 

frontal area and a reduced activity in the right frontal area [3]  
while observing the “Effective” PSA. This evidence is 
supported in literature [9] where is observed an increased 
deactivation in the right dorsal medial prefontal cortex and 
the parallel increased activation in the left frontal gyrus 
during the exposure to high quality and persuasive 
advertisement. The negative AW index values reported 
during the vision of the “Ineffective” PSA, suggesting a 
withdrawal motivation toward the spot, can be explained by 
the instinctive refuse of identification by the subjects, with 
the monkey that is the main feature of this ad.  

Concerning the Eff values the higher level of effort shown 
for the “Effective” PSA can be explained, at the light of the 
AW results that supports a positive reaction toward this ad, 
by a higher level of cerebral involvement experienced by the 
subjects; on the contrary the “Ineffective” spot can be 
perceived as “too simple” by the subjects, explaining the low 
values of Effort index. 

V. CONCLUSION 
The neurometric approach applied in this pilot study to the 

evaluation of anti-smoking PSAs seems to be consistent with 
the classification of effectiveness based on behavioural and 
economic data, also it could be helpful in pre-evaluation of 
public health announcements to be aired. 

Performing such studies on a realized PSA can be 
important in order to know in advance if a campaign can be 
successful or not and save, in this way, relevant economic 
support from the local Minister of Health. In the framework 
of a recently funded EU project, named “SmokeFreeBrain”, 
the aim is to better characterize the successful antismoking 
PSAs, from the neurometric point of view and spread this 
knowledge among EU Minister of Health. 

It must be noted that due to the small sample population 
and the limited number of PSAs analysed, further 
investigations must be conducted in term of enlarged stimuli 
sample and number of participants to extract the relevant 
features that characterize the realization of an effective anti-
smoking PSAs. 
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Fig. 2.  Effort Index mean values for the “Effective” and the “Ineffective” PSAs. The differences are statistically significant 
at p = 0.03. 

 
Fig. 1.  Average values for the AW index for the “Effective” and “Ineffective” PSAs. The differences are statistically 
significant at p = 0.02. 
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Abstract— The control of biochemical processes is a major goal 
in many fields, encompassing metabolic engineering and 
synthetic biology. Current approaches are based on ad-hoc 
designs, whereas a general and modular framework would be 
highly desirable, in order to exploit the well-assessed methods of 
control theory. A well-known problem when dealing with 
complex biosystems is represented by the retroactivity effect, 
which can significantly modify the dynamics of interconnected 
subsystems, with respect to the behaviour they exhibit when 
disconnected from each other. In the present work an 
implementation of a zero retroactivity Chemical Reaction 
Network Subtractor (CRNS) is proposed and its effectiveness is 
investigated through singular perturbations analysis. The 
proposed CRNS represents a first step towards the modular 
designing of embedded feedback biochemical controllers. 
Keywords—Retroactivity, synthetic biology, chemical reaction 

networks. 

I. INTRODUCTION 
HE development of a general control theory for 
biomolecular processes would require the realization of a 

set of basic molecular circuits that can be assembled in a 
modular way. Unfortunately, in biological systems, 
modularity is generally compromised by retroactivity, which 
plays a role similar to impedance in electrical circuits, and 
consists of the effect of the reciprocal interactions arising 
from the interconnection of two modules [1]. 

Towards the realisation of modular embedded feedback 
controllers in synthetic biological systems, the availability of 
a well-characterised subtraction module is a key step. As 
illustrated in Fig. 1, a subtraction module is required to 
compare the desired set-point with the actual output of the 
process to be controlled. In particular, the theoretical analysis 
and the results obtained via numerical simulation show that 
the time-scale separation of the connected molecular 
subtractor can attenuate the retroactivity to the output effects 
[2]. 

The present work proposes a zero-retroactivity CRN-based 
subtraction module, which can be used as a basic component 
for designing feedback controllers for biochemical reaction 
networks. An implementation of a CRN feedback control 
system, using a CRN subtractor (CRNS) as a module for 
comparing the set-point and the process output, according to 
the scheme in Fig.1, is assumed. 

II. PRELIMINARIES 

A. Chemical reaction network subtractors 
Let us consider a reactor, containing a generic CRN C	

comprising four species. Let us assume that it is possible to 
inject from outside only species A and B into the reactor, and 
denote by uA(t)	 and uB(t)	 the number of molecules per unit 

volume injected per unit time, and by yC(t)	the corresponding 
number of molecules per unit volume of a species C 
produced by the CRN in the same time interval. 

The CRN 
 

∅
!! A

!! C  ∅
!! B 

(1) 

A + B
!! W 
 

produces an output flux yC =	 k1	 a that, as shown in Fig. 2, 
tends asymptotically to the difference of the input fluxes (if 
the changes over time of the input fluxes is sufficiently slow), 
therefore we will call it a CRNS [3]. 

Alternatively, let us consider another CRN (see Fig. 3), 
which involves a species B that can exist in two forms (e.g., a 
protein in phosphorylated or dephosphorylated form), which 
will be denoted by B° and B*. We consider as input to this 
CRN the total flux of species B (in either one of the two 
forms), say uB , and assume that such input flux is composed 
by a fraction λ of molecules of the form B°. Therefore, we 
have 
uB = uB° + uB* =	λ uB + (1 − λ)	uB	and the CRN reads 
 

∅
!! A

!! C  ∅
!"! B° 

(2) 

A + B°
!! B∗

!!! !! ∅ 
 

B. Interconnected systems and retroactivity 
Let us consider a generic system S with 𝜎𝜎 𝜖𝜖 𝐷𝐷!  ⊂  ℝ!

! , 
𝑥𝑥 𝜖𝜖 𝐷𝐷!  ⊂  ℝ!

!  and 𝜈𝜈 𝜖𝜖 𝐷𝐷!  ⊂  ℝ!
!
	 denoting concentrations of 

chemical species, such as proteins, enzymes, DNA sites, etc. 
Our aim is to investigate whether and to what extent the 
dynamics of system S change upon interconnection with 
other modules. Therefore, we consider the case in which the 
system S is connected to an upstream and a downstream 
module, as illustrated in Fig.4. 

In the following, in place of a generic system S, we shall 
consider the two CRNSs (1) and (2). Moreover, in order to 
evaluate the retroactivity of the two  subtractor realizations, 
we shall use the CRN 

 
∅ ⇌!!

!! A    ∅ ⇌!!
!! B    (3) 

 
as source module. As for the load module, we shall adopt the 
generic transcriptional mechanism,  

C + p ⇌!!""
!!" D, 
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where p represents a promoter region, to which the species C 
can bind, and D denotes the complex C:p. 

III. MAIN RESULTS 
In what follows, we analyse the interconnected scheme 

described in the previous section, by applying an approach 
based on singular perturbations analysis [4]. The 
interconnected CRN (1) corresponds to the following 
reaction network 

 

∅ ⇌!!
!! A

!! C    ∅ ⇌!!
!! 𝐵𝐵      (4a) 

A + B
!! W    C + p ⇌!!""

!!" D     (4b). 
 
Let us assume mass-action kinetics and define the non-

dimensional variables  
 

𝑘𝑘! ≔
!"#!!!(!)

!!
, 𝑘𝑘! ≔

!"#!!!(!)
!!

, 

𝜎𝜎! ≔
!
!!

, 𝜎𝜎! ≔
!
!!

, 

𝑥𝑥! ≔
!
!!

, 𝑥𝑥! ≔
!
!!

, 𝜈𝜈 ≔ !
!!

, 

𝑘𝑘!(𝑡𝑡) ≔
!!(!)
!!!!

, 𝑘𝑘!(𝑡𝑡) ≔
!!(!)
!!!!

 

 
and τ = δ t (hence, 𝑥𝑥! will denote !!!

!"
), and the timescale 

parameters 
𝐺𝐺! ≔

!!
!!

,  𝐺𝐺! ≔
!!!!
!!

,  𝐺𝐺! ≔
!!""
!!

, 

which weigh the relative velocity of dynamics, source, 
subtractor and load module, respectively. Then, the dynamics 
of the CRN (4) are described by 

 
𝜎𝜎! = 𝑘𝑘! 𝑡𝑡 − 𝜎𝜎! − 𝐺𝐺!𝜎𝜎! − 𝐺𝐺!𝜎𝜎!𝜎𝜎!    (5a) 
𝜎𝜎! = 𝑘𝑘! 𝑡𝑡 − !!

!!
𝜎𝜎! − 𝐺𝐺!𝜎𝜎!𝜎𝜎!      (5b) 

𝑥𝑥! = 𝐺𝐺!𝜎𝜎!𝜎𝜎!            (5c) 
𝑥𝑥! = 𝐺𝐺!𝜎𝜎! + 𝐺𝐺!(𝜈𝜈 −

!!
!!

𝑝𝑝!"! − 𝑘𝑘!𝜈𝜈 )  (5d) 

𝑣𝑣 = −𝐺𝐺!(𝜈𝜈 −
!!
!!

𝑝𝑝!"! − 𝑘𝑘!𝜈𝜈 )     (5e), 

 
where 𝑘𝑘! ≔

!!""
!!"

 is the dissociation constant. We can identify 

the dynamics of the source module, that are 

 𝑔𝑔! 𝜎𝜎!, 𝑡𝑡 = 𝑘𝑘! 𝑡𝑡 − 𝜎𝜎! ,   𝑔𝑔! 𝜎𝜎!, 𝑡𝑡 = 𝑘𝑘! 𝑡𝑡 − !!
!!
𝜎𝜎!. 

 
This means that, when the source module is not connected 

to the subtractor, the dynamics of the input species are given 
by 𝜎𝜎! = 𝑔𝑔!(𝜎𝜎!, 𝑡𝑡) and 𝜎𝜎! = 𝑔𝑔!(𝜎𝜎!, 𝑡𝑡).  

Our goal is to evaluate how these dynamics are modified 
by the interconnection scheme, that is to quantify the 
retroactivity to the inputs of the subtractor. 

In order to exploit singular perturbation analysis, we 
assume that the system dynamics can be separated into a slow 
and a fast subsystem, which is true if G3 >> G2 >> G1 >> 1. 
Under the latter assumption, the standard singular 
perturbation form can be found by using the change of 
variables  

 
z1 = σA + x1 + x2 + ν, 
z2 = σB + x1, y1 = x1 

y2 = x2 + ν. 
 
From this form it is easy to derive the solutions of the slow 

part for the dynamics of y1 and y2, which will be denoted by 
γy1 and γy2, respectively. The solutions of the fast subsystems 
enable us to compute the modified dynamics, which read 
𝜎𝜎! = 𝑔𝑔! 𝜎𝜎!, 𝑡𝑡 − 𝛾𝛾!! − 𝛾𝛾!! and 𝜎𝜎! = 𝑔𝑔! 𝜎𝜎!, 𝑡𝑡 − 𝛾𝛾!!. 
Finally, we get 

 
𝜎𝜎! =

!!(!!,!)
!!ℛ!

,   𝜎𝜎! =
!!(!!,!)
!!ℛ!

,     (6) 

where ℛ! =
!!!!
!!!

+ !!!!
!!!

  and ℛ! =
!!!!
!!!

 represent a measure 

of the retroactivity to the first and to the second input, 
respectively. 

Now, let us consider the second module, CRNS (2), to 
show that it exhibits zero-retroactivity to the input species B. 
The analysis performed above can be repeated for this CRNS, 
by substituting b° for b and b* for w. Note that the source can 
produce only the form B°, i. e. we are in the case λ =	1. 

Differently from CRNS (1), in this case the (non-
dimensional) dynamics of the input species B are given by 
𝜎𝜎! = 𝜎𝜎!° + 𝑥𝑥!. Therefore, the analysis of the reduced-order 
system, obtained through the singular perturbation analysis, 
yields 

𝜎𝜎! = 𝜎𝜎!° + 𝛾𝛾!! = 𝑔𝑔!(𝜎𝜎!, 𝑡𝑡), 

which means that the dynamics of the input species B are not 
modified upon interconnection of the source and load 
modules with CRNS (2). 

IV. CONCLUSIONS 
One of the main goal in synthetic biology is the design of 

modular control systems for biochemical processes. A major 
obstacle toward this aim is represented by retroactivity of 
interconnected reaction networks. We have analysed the 
retroactivity of a CRN module that can be used as a 
subtractor in classical feedback control schemes. Using 
singular perturbations analysis, we have devised a special 
version of such module that exhibits zero-retroactivity to one 
of the inputs. 
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Fig. 1.  A block diagram of the classical feedback control scheme is represented. The subtractor module allows the current output of the process being 

controlled to be compared with the desired value of the output (set-point), the difference between these two quantities computed by the subtractor then forms 
an error signal which constitutes the input to the controller. Retroactivity to the two inputs of the subtractor are shown as red arrows. 

 
 

 
Fig. 2.  Response of the isolated CRN subtraction module: The first input flux (species A) is uA	=	0.8 µM s−1, the second input flux (species B) is 

uB = 0.2 µM s−1. The kinetic parameters in CRN (1) are set to κ1 = 4s−1 and κ2 = 3 (µM s)−1	therefore the output flux (solid line) of species C represents the 
difference between the two input fluxes (dashed lines). 

 
 

 
Fig. 3.  Two alternative implementations of the CRN subtractor. 

 
 

 
Fig. 4.  The analysis of the retroactivity is realised by a modular interconnection of the CRN-based subtraction module. The CRN-based subtraction module 

takes as inputs the fluxes of species A and B generated from an upstream module. This source block is composed of reactions of formation and degradation for 
each input species. The output of the subtractor module is the flux of species C produced by the reactions of the CRNS. The transcription factor C binds to 

the promoter p, inducing the transcription and translation of a protein D. The red arrows denote retroactive fluxes arising upon interconnection of the CRNS 
with the source and load modules. 
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Abstract—Three-dimensional (3D) cell cultures represent 
fundamental tools for the comprehension of cellular phenomena 
both in normal and in pathological conditions. When realizing 
3D in vitro models, a proper design of chemical, physical and 
biological properties of the substrate has to be taken into 
account to positively influence cells activity. In particular, 
mechanical stimuli have a relevant role on cell fate, cancer onset 
and malignant progression. However, they can be difficulty 
tuned since they generally depend by a lot of variables. 
Here, we realized mechanically tuned alginate hydrogels for 
studying the role of substrate elasticity on breast 
adenocarcinoma cells (MCF-7) activity. The Elastic Modulus (E) 
was measured via Atomic Force Microscopy and a remarkable 
range (20–4000 kPa) was obtained. MCF-7 cells were 
encapsulated within the gels, on standard Petri and on alginate-
coated dishes (as 2D controls). Cells showed dramatic 
morphological differences when cultured in 3D and in 2D, 
maintaining only in 3D a circular, cluster-organized 
conformation similar to the in vivo one. In 3D cultures, we 
observed a strict correlation between cells viability and 
substrate elasticity: MCF-7s constantly decreased in number 
with increasing hydrogel elasticity. The highest cellular 
proliferation rate, associated to formation of cell clusters, 
occurred in two weeks of culture only within the softest 
hydrogels (E=20-40 kPa), highlighting the need of adopting 
more realistic and a priori defined models. 

Keywords—3D in vitro cancer models, breast cancer, 
hydrogels, stiffness. 

I. INTRODUCTION 
wide range of new 3D in vitro models is emerging to 
better mimic the physiological human context both in 

healthy and in pathological conditions, besides allowing 
reducing animal experiments. In the field of cancer disease, 
these clinically relevant in vitro models could help 
understanding tumor pathogenesis and cells chemo-resistance 
[1]. Significant potential exists with 3D Tissue Engineering 
(TE) based in vitro models, which can account for a number 
of advantages, such as reproducibility and tailorable 
complexities (e.g. cell types, substrate diffusion gradients, 
architecture and mechanical properties) [2]. These strategies 
aim to replicate the tissue/organ in culture, besides giving the 
ability to answer questions not amenable using traditional 
approaches [3]. To carry out experimental manipulation 
under physiological contexts, various 3D in vitro models 
have been proposed. Numerous scaffolds, ranging from 
ECM-derived materials to polymers in the form of foams or 
hydrogels are being investigated [2]. In particular, natural or 
synthetic hydrogels offer several advantages such as good 
biocompatibility and bioactivity, high water content as well 
as efficient transportation of oxygen and nutrients due to the 

reticulated structure of the cross-linked polymer chains. 
Specifically, hydrogels have been frequently used for probing 
the microenvironment influence on cell functions, as their 
properties can be finely tuned in space and time [4]. Among 
them, the seaweed-derived alginate is typically thought to be 
inert because it lacks the native ligands allowing interaction 
with mammalian cells [5]. For this reason, it would allow 
isolating substrate mechanical contribution on cells fate 
better than chemically bioactive materials, such as Matrigel, 
laminin-rich or collagen matrices, already adopted as 3D 
substrates for modeling cancer microenvironment [6]; 
moreover, alginate mechanical properties can be precisely 
tuned via calcium ions mediated cross-link. 
In this study, we comparatively evaluated viability, 
proliferation, morphology and cluster organization in breast 
cancer cells (MCF-7) growing in mechanically tuned 3D 
alginate hydrogels. Among solid tumors, breast cancer has 
been chosen in this study, since satisfactory 3D in vitro 
models are not available yet, although it remains the second 
leading cause of cancer death among women [7].  
The evaluation of the substrate stiffness effects on cells fate 
in a 3D environment puts the basis for the development of an 
in vitro breast cancer model directly mediated by substrate 
stiffness, exploiting the mechanotransduction principle. 

II. MATERIALS AND METHODS 

A. Gels realization 
3D alginate gels were realized as follows. Firstly, a 1% 

Agar solution containing calcium ions (solution A) was 
prepared by mixing Agar (DIFCO Laboratories) in 
physiological buffer enriched with CaCl2 (J.T. Baker) at 
defined concentration (0.2 M, 0.5 M or 1 M). Solution A was 
brought to boiling point, poured into 6-well multi-well plates 
until obtaining 1 cm height and allowed to cool until 
complete solidification. 0.5 cm diameter molds were obtained 
by digging wells in the agar gel through a Pasteur glass. 0.5% 
w/v, 1% w/v or 2% w/v alginate solution (solution B) was 
prepared by mixing Alginate (Manugel GMB, FMC 
BioPolymer) in physiological buffer. A volume of 120 µm of 
solution B was put into each mold by a syringe. Gelation was 
allowed to take place at 37°C for 1 h, in order to ensure a 
complete diffusion of calcium ions from the agar mold to the 
alginate solution. 

B. Atomic Force Microscopy (AFM) analysis 
AFM was chosen for the mechanical characterization of 3D 

substrates, since it allows measuring substrates elasticity with 
a size-scale comparable to the cellular one, for a better 

Mechanically-tuned alginate gels as new 3D 
breast cancer models 

M. Cavo1,2, M. Fato1,2, F. Beltrame1,2, and S. Scaglione1 

1 National Research Council (CNR) – IEIIT institute, 16100 Genoa (IT) 
2 University of Genoa – DIBRIS department, 16100 Genoa (IT) 

A 



636

SYSTEM BIOLOGYGNB2016, June 20th-22nd 2016, Naples, Italy 

 

2 

understanding of the cell-substrate stiffness interaction. We 
used an AFM microscope (Agilent Technologies 5500 ILM) 
mounted on an inverted optical microscope (Olympus IX70), 
equipped with triangular microcantilevers with nominal 
spring constant 0.06 N/m and pyramidal tips of a nominal 
radius of 10 nm. For each sample, 3 maps of 256 curves were 
taken over a regular grid in a 5×5 µm2 area. The elastic 
modulus was calculated by considering the load–indentation 
curve. 

C. Cell culture 
MCF-7 (breast adenocarcinoma) cell line was expanded in 

Eagle’s minimal essential medium (EMEM) enriched with 
10% Fetal Bovine Serum (FBS), 1% L-glutamine and 1% 
pen/strept (all from Sigma Aldrich). Cell seeding within the 
gels was achieved by directly suspending cells in sterile 
alginate solution in order to obtain an amount of 0.8x105 
cells/sample. 2D cell cultures were carried out as control. 
Both 2D and 3D cell cultures were carried out up to 2 weeks 
in incubator at 37° C in an atmosphere of 5% CO2 to allow 
gas exchange.  

D. Cell viability: Live/dead staining 
After 7 days, cellular viability was evaluated within the 3D 

gels. Gels were washed with phosphate-buffered saline (PBS) 
and incubated with a live/dead assay (Live/Dead Cell Double 
Staining Kit, Sigma Aldrich) at 37° C for 15 min. They were 
then imaged by using a microscope equipped with 
epifluorescence (Eclipse Ni-U, Nikon). The number of alive 
and dead cells per area were quantified using the open source 
image analysis software ImageJ (NIH).  

E. Confocal fluorescence microscopy 
To examine the spatial distribution and morphology of 

cells, both 2D and 3D samples were analyzed by optical 
confocal laser scanning microscopy. For all typologies, 
samples were fixed after 1 week with 4% paraformaldehyde. 
Nuclei were stained with DAPI dye (1 µg/ml), while actin 
filaments were stained with Alexa Fluor 488 phalloidin (100 
µM), all by Sigma-Aldrich. Images were acquired by a 
confocal laser scanning microscope (Leica TCS SP5 AOBS). 

 
F. Histology and immunohistochemistry 

3D alginates were processed for histological analysis after 
1 and 2 weeks of culture. Samples were fixed in 4% buffered 
formalin for 3 h and dehydrated in ethanol scale. Samples 
were paraffin embedded, cross-sectioned (7-µm thick) at 
different levels and stained with haematoxylin–eosin (H&E). 

III. RESULTS 
A. Gel mechanical characterization by AFM 

A remarkable range of elasticities (20–4000 kPa) was 
obtained by varying alginate and cross-linker contents. In 
particular, a weaker cross-linker content (i.e. 0.2 M CaCl2) 
didn’t allow obtaining mechanical properties significantly 
different despite the increase of alginate percentage, resulting 
in overlapped elasticity ranges. Contrariwise, elastic moduli 
were significantly different among 0.5-1-2% alginate 
concentrations when gels were cross-linked with a higher 

CaCl2 content (data not shown).  
 

B. Cell viability  
The quantitavive analysis of alive cells highlighted some 

differences among the gels: the amount of cells was 
significantly higher in gels characterized by an elastic 
modulus ranging between 20-40 kPa, where a significant 
cellular proliferation was observed. The total number of cells 
and the amount of alive cells was observed to strongly 
decrease with the progressive increase of stiffness. 

 
C. Cell morphology: 2D versus 3D 

The morphological observation showed alarming 
morphological and hence biochemical differences between 
cells in 2D and 3D. Cells embedded in the 3D gels were 
characterized by rounded shapes and a cluster organization. 
In contrast, cells showed a flat morphology and organized in 
a layer when seeded in Petri dish or in alginate-coated Petri 
dish (Fig. 1).  

 
D. Cell cluster formation 

The presence of cell clusters was confirmed also in the inlet 
parts of 3D gels by histological analysis. For this analysis, 
only alginates characterized by the best cellular viability 
results (20-40 kPa, 150-200 kPa and 500-1000 kPa) were 
analyzed. Interestingly, cell clusters greater than 100 µm and 
300 µm were respectively found after 7 and 14 days in softest 
alginates (20-40 kPa), also corresponding to best Live/dead 
results (Fig. 2). In contrast, in stiffer gels clusters were 
composed only by few cells.  

IV. CONCLUSIONS 
3D mechanically-tuned alginate gels were successfully 

realized. MCF-7 breast cancer cells activity was investigated, 
carefully correlating cell fate to substrate mechanical 
properties. A deep difference among cell viability and 
proliferation capacity was observed by varying substrate 
elasticity. In particular, the best results appeared for substrate 
stiffness of 20-40 kPa, which promoted the formation of 
clusters up to 300 µm in two weeks. This organization was 
compared with 2D cultures, showing a greatly more 
representative structure of tumors than 2D cultures. 
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Fig. 1.  Cells cultured on plastic (A), alginate thin layer (B) or embedded in 3D alginate hydrogel (C). Cells were stained 
with phalloidin for F-actin (green) and with DAPI for nuclei (blue). 

 

 
 

Fig. 2.  H&E staining of alginate gel sections from 7 days (left) and 14 days (right) of cell culture. 
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Abstract— The development of innovative nano-bio-
encapsulation system continues to be an area of intense 
activity as new challenges demand the use of improved 
delivery systems. So an important aim is to carry out 
appropriate changes on this nano-systems-carrier able to 
satisfy the organ target features and appropriate in situ 
release.  

  
Keywords: CaCo2, Transwell cell culture, Drug delivery, 

Nanoemulsions, Curcumin 

INTRODUCTION 

The use of molecules or food ingredients with positive effects 
on health, prevention and treatment of diseases is 
increasingly in demand. However, many nutraceuticals result 
unstable or poorly water soluble and their oral administration 
is limited. Developing suitable carrier systems remains a 
major challenge for biomedical scientists, since 
bioavailability is limited by the epithelial barriers of the 
gastrointestinal tract (GIT) [1]. Curcumin, a natural 
nutraceutical, was chosen as model drug because of its 
lipophilic nature, its poor stability and its poor oral 
administration. Furthermore, Curcumin is a major component 
of the Curcuma species, contains antioxidant and anti-
inflammatory properties. Although it was found to induce 
apoptosis in cancer cells, the functional role of curcumin as 
well as its molecular mechanism in anti-inflammatory 
response, particularly in intestinal cells, has been less 
investigated. The intestine epithelial barrier is the first barrier 
and the most important location for the substrate coming 
from the lumen of the gut [1]. In this work an air liquid 
interface (ALI) of CaCo2 cells in Transwell was realized as 
an in vitro testing platform to evaluate the potential of an oral 
nano-delivery system (Figure 1) – i.e. an oil-in-water 
nanoemulsion [2] coated with an adhesive chitosan 
derivative. The presented testing platform allowed a 
comprehensive understanding on the route of the nano-
system carrying the curcumin, its interaction with the 
intestinal mucosa and the antioxidant effects on cells. In this 
work an air liquid interface (ALI) of CaCo2 cells in 
Transwell was realized as an in vitro testing platform to 
evaluate the potential of an oral nano-delivery system,  oil-in-
water nanoemulsion coated with a thiolated glycol chitosan. 
Curcumin was chosen as model drug because of its lipophilic 
nature, its poor stability and its poor oral administration. The 
presented testing platform allowed a comprehensive 
understanding on the route of the nano-system carrying the 
curcumin, its interaction with the intestinal mucosa and the 

antioxidant effects on cells.[3] Results demonstrated that the 
in Transwell model, able to promote the polarization of the 
intestinal epithelium, is suitable to mimic as closely as 
possible the in vivo conditions. 

METHODS 
 
 

CaCo2 cell Monolayer were seed on polycarbonate Transwell 
insert and grown for 21 days. The Oil-in-Water 
nanoemulsion was chemically modified with GC, Rhodamine 
B and NAC to increase the mucoadhesion on intestinal 
mucosa.  
The Delivey after 4h and 24h was assessed through confocal 
imaging and the Curcumin release was analysed by RP-
HPLC. 
 

RESULTS AND DISCUSSIONS 
 
Nanoemulsion analysis.  
Particles size of the starting nano-emulsion and of the nano-
emulsion coated with glycol chitosan was characterized by 
DLS. – size increases of few nanometer (~105 nm) and PDI 
value remains below ~0.08. the final oil concentration is 2% 
(v/v) and only few milliliters are required for the tests. In 
addition to DLS analysis, confocal imaging of nanoemulsion 
coated with rhodamine B labelled chitosan and electron 
microscopy imaging of nanocapsules stained with OsO4 
vapors were performed (SEM micrograph in and TEM 
micrograph), thus clearly confirming the good size 
distribution and dimensions. 
 
Cell cytotoxicity. 
 We tested the biosafety of the nano-emulsions by carrying 
out cytotoxicity tests on the system loaded with curcumin. As 
resulted from MTT test, cell viability was demonstrated, thus 
indicating the biosafety of the tested nanocarrier towards 
Caco-2 cells. 
Effect on transwell cell culture.  
Transepithelial electrical  resistance  (TEER),  a  widely  
accepted  quantitative  technique  to  measure   the  integrity  
of  tight  junctions in  2D cell culture models, was used to  
evaluate the  transport  of drugs or chemicals.  

Transport of nanoemulsion. 
 Confocal analysis allowed to evaluate the presence, the 
localization and the transport of our nano-delivery system. In 
order to understand the transport of the nanoemulsion, glycol 
chitosan coating was covalently labelled with Rhodamine B. 
This labelling, together with the specific staining of the 

Curcumin-biodistribution through biocompatible 

nanocapsules for oral release in intestinal epithelia in vitro 
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biological sample, allowed to discriminate between the 
nanoemulsion (red channel), the nuclei (blue channel) and the 
cytoskeleton (green channel). (Figure 3). 
 
 
 
 
 

CONCLUSIONS 

Studies on polymeric nanoparticles used for drug delivery  
have led to innovative methods to develop ‘functional foods’ 
and found more application in treatment of many intestinal 
disease. Our major efforts was to confirm the curcumin  
benefic properties and to value the response in a in vitro 
model.   
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Figure 1. Schematic representation of air liquid interface of Caco-2 cells in 
Transwell system (on the left). In the central inset an enlarged view of the 
cell monolayer grown on the microporous membrane. On the left the oral 
nano-delivery system consisting of O/W nanoemulsion coated with a 
thiolated glycol chitosan. 

 
 
 
 
 
 
 
Figure 2. Schematic representation of the oral nano-delivery system 
proposed: an oil in water nanoemulsion loaded with the curcumin and coated 
with GC-NAC (glycol chitosan modified with N-acetyl-L-cysteine 

  
 
 
 

Figure 3 Confocal images of Caco-2 monolayer: Y-view matching on the 
left and Z-view matching on the right. 
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Abstract—The distance between the feet during walking could 
be a key factor to better understand gait stability. The aim of 
this work was to investigate the application of an Infrared Time-
of-Flight sensor in the inter-foot distance estimation during leg 
oscillation exercises. The results, compared to a stereo-
photogrammetric system used as gold standard, showed a mean 
absolute error between 3.6 mm and 6.9 mm and a mean absolute 
percentage error in the range of 1.9% to 3.8%. An improvement 
of 50% (6 mm) in the inter-foot distance accuracy, compared to 
a wearable platform based on ultrasound and inertial sensors, 
was observed. 
Keywords—Inter-foot distance, wearable devices, Time-of-

Flight, proximity sensor. 

I. INTRODUCTION 
 simple and effective way to analyse human gait is 
through the estimate of the spatio-temporal parameters. 
Temporal parameters such as stride time, double support 

time, swing time and step time, allow the segmentation of the 
gait cycle into phases characterized by different body support 
and leg swing configurations. Spatial parameters are typically 
estimated by combining the temporal parameters estimates 
with foot kinematics information to obtain parameters such as 
stride length, velocity, step length, step width. Traditionally, 
spatio-temporal parameters during gait are determined in the 
laboratory setting using either an electronic walkway or 
stereo-photogrammetric (SP) systems [1]. These solutions 
can provide accurate estimates, but they are costly and their 
use is limited to the laboratory environment. To overcome 
these limitations, numerous studies employed wearable 
sensors to estimate many temporal and spatial gait parameters 
[2]. However, the step width represents an exception, even 
though it is considered a valuable parameter descriptive of 
the base of support during gait [3]. Wellar and colleagues 
found that decreased step width was closely correlated with 
fall frequency and dynamic instability, especially for elderly 
[4], [5]. The step width can be seen as the value of the inter-
foot distance (IFD) during the double support phase of gait 
(i.e. both feet in contact with the ground). IFD is defined as 
the projection along the medio-lateral direction of the 
distance between corresponding points of the feet. Few 
studies have proposed the use of wearable technologies, such 
as ultrasounds and light intensity infrared sensors integrated 
into inertial measurement units, to estimate IFD during the 
mid-swing phase of gait as an alternative parameter to the 
step width (IFDsw) [6], [7]. When using ultrasound 
technology, the distance between feet is determined by 
measuring the time required by an ultrasonic wave to travel 
from the transmitter to the receiver. Conversely, light 
intensity infrared sensors determine the distance by 
measuring the amount of the light reflected from the target. 
Light intensity infrared sensors have a faster response time 
than ultrasound, but their accuracy depends on many 

experimental factors, such as the color and the reflectance of 
the target surface [8]. Very recently, the Infrared Time-of-
Flight technology (IR-ToF) has become popular for distance 
measurement thanks to the development of wearable and 
low-cost sensors. IR-ToF sensors measure the time an 
electromagnetic wave needs to travel a distance [9]. This 
technology has the advantage that it is more robust to the 
color of the target and the environmental conditions (such as 
ambient light) than light intensity infrared sensors. Moreover 
it provides a faster response than ultrasound due to the higher 
wave propagation speed. 
The aim of this preliminary study was to investigate the 
feasibility of the use of IR-ToF sensor for IFDsw estimates 
and to assess its accuracy in dynamic conditions similar to 
those encountered during gait. 

II. MATERIALS AND METHODS 
A. IR-ToF proximity sensor characteristics 

A development board (NUCLEO-F411RE) with a high-
performance and low-power ARM Cortex-M4 
microcontroller has been used in combination with the 
expansion card X-NUCLEO-6180XA1 of the IR-ToF 
proximity sensor VL6180X (measuring distance up to 0.6 m). 
This system prototype was connected to a personal computer 
via USB to acquire the measurements. Specifically, the 
present IR-ToF proximity sensor estimates the duration of the 
light travel to the nearest object and back to the sensor, by 
measuring the phase shift φ between the radiated s(t) and 
reflected r(t) IR waves (Fig. 1). 
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where R is a reflection coefficient. Once φ is measured (e.g. 
phase comparator circuit), the distance d between the position 
of the IR emitter and the target point can be easily calculated 
from Eq. (2) as follows: 

ϕ
π

⋅=
mf
cd
4

          (3) 

where c is the speed of light (3·108 m/s) and fm is the 
modulation frequency of the radiated and reflected signals. 
B. Experimental setup 

Data from five healthy subjects (two females, three males; 
mean age 28.2 ± 3.9 years, mean height 1.74 ± 0.09 m) were 
acquired. The IR-ToF sensor expansion board was attached 
to a stationary wooden board perpendicular to the floor 
(height 80 mm) (Fig. 2a); the reflecting surface was a green 
flat cardboard (90 mm × 150 mm) firmly attached to the right 
shoe (Fig. 2b). The left foot was kept stationary, parallel to 
the right foot and out from the IR-ToF proximity sensor 
measuring cone. The green color for the reflecting surface 
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was chosen after a preliminary evaluation of different colors 
(red, blue, yellow, white and black). Three retro-reflective 
markers were placed on the right foot and three markers were 
attached to the IR-ToF sensor evaluation board. Markers 
positions recorded using a six-camera SP system (Vicon) 
were used as gold standard. 
C. Experimental data acquisition 

The following acquisitions were performed: 
(1) Subject standing with parallel feet at a distance of 0.20 m 
(Static20); (2) Subject standing with parallel feet at a distance 
of 0.30 m (Static30); (3) Subject standing while oscillating the 
right leg five times (5 forward and 5 backward) at a distance 
of 0.20 at comfortable speed (OscComfortable20); (4) Subject 
standing while oscillating the right leg five times at a distance 
of 0.20 m at slow speed (OscSlow20); (5) Subject standing 
while oscillating the right leg five times at a distance of 0.30 
m at comfortable speed (OscComfortable30); (6) Subject 
standing while oscillating the right leg five times at a distance 
of 0.30 m at slow speed (OscSlow30). 
D. Data analysis 

For each subject, a single value for the IFDsw value was 
obtained in static trials and ten IFDsw values (two times for 
each oscillation cycle) were obtained for the oscillation trials. 
The firmware of the IR-ToF proximity sensor was 
programmed to return a “0” value when no target point was 
in front of it. The sampling rate was set to 10 Hz, but, if 
required, it can be easily set up to a higher frequency by 
reprogramming the firmware. During static trials the IR-ToF 
based estimate of IFDsw (IR-ToFIFDsw) was obtained as the 
mean of the estimated distances, while for the oscillation 
trials, it was obtained as the minimum of the readings (point-
to-point distance) returned while the target point was in front 
of the IR-ToF sensor (Fig. 3). The IFDsw estimated with the 
SP system (SPIFDsw) was obtained as the average value of the 
point-to-plane distance over the time interval during which 
the orthogonal projection of the IR-ToF sensor position fell 
within the reflective surface (Fig. 2b). For each measurement 
i, the error of the IR-ToFIFDsw estimate was computed as the 
difference (ei = IR-ToFIFDsw - SPIFDsw). Only for the dynamic 
trials, the mean error e over the 10 values measured during 
the five cycles of oscillation was calculated. Mean absolute 
error (maei) and mean percentage absolute error 

⎟
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 were also computed. Finally, for each 

condition, the grand mean values E (standard deviation SD), 
MAE and MAE% were computed over the subjects. 

III. RESULTS 
The mean ± sd duration of a leg oscillation cycle was equal to 
1.9 ± 0.4 s for comfortable speed trials and 3.2 ± 0.9 s for 
slow speed trials. An example of an oscillation cycle 
acquisition during OscSlow20 trial is reported in Fig. 4. The 
values of E varied from 6.1 mm and 6.9 mm for static trials 
and from -1.3 mm and 3.3 mm for the dynamic trials. The 
MAE (MAE%) values varied between 6.1 mm (2.7%) and 6.9 
mm (1.9%) in static trials, while for dynamic trials they 
varied between 3.6 mm (1.9%) and 5.2 mm (3.8%) (Table I). 

IV. DISCUSSION 
The aim of the present study was to investigate the feasibility 
of the use of an IR-ToF sensor for estimating the IFD during 
the swing of gait. Since the board currently available is not  

TABLE I 
E (SD), MAE AND MAE% OF THE IFD FOR THE SIX CONDITIONS 

 

Condition E (SD) 
[mm] 

MAE 
[mm] 

MAE% 
[%] 

Static20 6.1 (0.9) 6.1 2.7 
Static30 6.9 (2.6) 6.9 1.9 

OscComfortable20 1.7 (4.5) 3.7 3.8 
OscSlow20 3.3 (4.9) 4.6 3.8 

OscComfortable30 -0.5 (4.3) 3.6 1.9 
OscSlow30 -1.3 (5.8) 5.2 2.2 

 

wearable, we determined the accuracy of the IFD estimations 
during static trials and during the execution of leg oscillations 
evoking the leg swing during gait. The results showed a 
slight overestimation of the IFD in static trials. Instead, in 
dynamic trials, the probability to over/under estimate the IFD 
was very similar due to the closeness of E to zero. No 
noticeable variations of the accuracy were observed 
increasing the distance between the reflecting surface and the 
IR-ToF sensor and changing the characteristics of the 
oscillation. We found an increased accuracy by 50% (6 mm) 
with respect to that obtained in similar studies employing 
ultrasound technology [6]. The error mean values obtained in 
this study are similar to those obtained when IFDsw was 
estimated with a light intensity sensor [7], while their 
standard deviation is lower. This is probably the result of the 
IR-ToF sensor signals being less noisy than those obtained 
from light intensity sensors. 
 

V. CONCLUSION 
The findings of this study confirm that IR-ToF proximity 
sensors can be effectively used for the IFD estimation during 
leg swing with an average error up to 5.2 mm. The next step 
will be the integration of the IR-ToF sensor in a wearable 
inertial sensing platform for gait analysis in daily life. 
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Fig. 1. The IR-ToF proximity sensor provides the distance estimate from the 
reflecting surface by measuring the phase shift φ between the emitted s(t) 
and the reflected r(t) signals. 
 
 
 

   

  (a) Evaluation system       (b) Target 
Fig. 2. Experimental setup. 

 
 
 

 
 

Fig. 3. The IR-ToFIFDsw value was obtained as the minimum distance between 
the IR-ToF sensor and the reflecting surface. di-1, di and di+1 were an example 
of the distance values obtained by the IR-ToF sensor during the oscillation 
exercise. 
 
 
 
 
 
 
 
 

 
 

Fig. 4. An example of the readings from the IR-ToF sensor during a full leg 
oscillation (OscSlow20), at a sampling rate equal to 10 Hz. The minimum 
IFD values are reported with a red square. 
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Abstract—To develop reliable and effective in vitro models for 
basic neuropathological research purposes, we have optimized a 
miniaturized microfluidic bioreactor. In this work we have 
adapted this 3D cell culturing concept to assess the effect of 
mesenchymal stromal cell (MSC) secretome on neuronal-like 
cells (SH-SY5Y) subjected to oxidative stress. MSC secretome 
has shown a significant neuroprotective effect, laying the 
groundwork for molecular studies searching for protective 
effect mediators. 

Keywords—Bioreactor, 3D cell culture, neuroprotection, 
mesenchymal stromal cell. 

I. INTRODUCTION 
ECAUSE of the biological complexity of the 
mammalian brain, conventional 2D culture systems fail 

to provide topographical cues, enable cell differentiation into 
specific phenotype and fully reproduce in vivo cell behaviour 
[1]. Mimicking the 3D physical microenvironment of the 
multi-cellular cerebral architecture is thus crucial to study 
both neuropathological features and innovative therapeutic 
approaches. 

We have recently developed a miniaturized bioreactor for 
the dynamic culturing of 3D cell constructs under perfused 
condition (Fig. 1A). It is also optically accessible, allowing 
the direct observation of cell constructs by viable staining 
and a standard fluorescence microscope (Fig. 2) [2]. 

In this work, we have optimized this 3D culture system to 
develop a reliable and effective in vitro model of Parkinson’s 
disease to study the neuroprotective effect of mesenchymal 
stromal cell (MSC) secretome on SH-SY5Y neuroblastoma 
cells subjected to oxidative stress. 

II. MATERIALS AND METHODS 

A. The miniaturized and optically accessible bioreactor 
The dynamic culture system is characterized by three 

independent culture chambers, two of which may be 
eventually connected by a hydraulic bypass. Each chamber 
contains a 3D scaffold (6x3x0.4 mm, 3D Biotek, Fig. 1B). 
The scaffolds are made of poly(styrene) and they are 
obtained by fuse deposition modelling. They are composed of 
four layers of fibres (100 µm diameter, with a pore size of 
300 µm) shifted of 150 µm with respect to the adjacent. The 
miniaturized bioreactor is optically accessible thanks to the 
optical transparency and low thickness of the components, 

allowing the direct observation of cell constructs while in 
culture, without the need of stopping the flow of culture 
medium [2]. 

B. Cell culture 
SH-SY5Y human neuroblastoma cells (ATCC® CRL-

2266™) were used as a model of dopaminergic neurons, 
while MSCs were extracted from rat bone marrow. 

SH-SY5Y cells were cultured in Dulbecco’s Modified 
Eagle medium, while MSCs were kept in alpha-Minimum 
Essential medium, both supplemented with 10% fetal bovine 
serum, 2 mM L-glutamine, 100 U/ml penicillin and 100 
µg/ml streptomycin sulphate (Euroclone®). 

Cell seeding in 3D scaffolds was optimized from a 
previous work [2]. The scaffolds were placed in an ultra-low 
attachment 24-well microplate (Corning® Costar®) and 
incubated overnight with 400 µl medium (under 5% CO2 at 
37 °C). The following day, they were covered with cell 
suspension (0.5 or 1·106 SH-SY5Y cells/400 µl; 0.25·106 

MSCs/400 µl) and shaken by a 3D multifunction rotator (PS-
M3D, VWR) for 3 h. The following day the samples were 
moved into clean wells and covered with 400 µl fresh 
medium. 

To evaluate the number of SH-SY5Y cells in 3D scaffolds, 
cells were detached and lysed by repeated cycles of freezing 
(-80 °C) and thawing (37 °C on a orbital shaker). 2 µl lysate 
was assayed on a NanoQuat PlateTM (Infinite M200 PRO, 
Tecan) and DNA concentration was calculated by measuring 
the absorbance at 260 nm. Finally, the total number of cells 
in 3D scaffolds was estimated considering 6.4 pg DNA as the 
total amount of DNA in a human diploid cell [3]. Results 
were compared to those obtained after plating 0.5·106 SH-
SY5Y cells in a standard 24-well microplate. 

C. Oxidative damage 
To produce oxidative and mitochondrial damage, SH-

SY5Y cells were exposed to different concentrations (125 
and 250 µM) of the neurotoxin 6-hydroxydopamine (6-
OHDA, Sigma-Aldrich) in static or shaken conditions (by 
placing the samples on a multifunctional rotator). To assess 
the stability of the induced oxidative damage with time, cell 
metabolic activity was evaluated by Alamar Blue® assay 
(resazurin sodium salt, Sigma-Aldrich), at subsequent time 
points. 

A miniaturized in vitro 3D model to assess the 
neuroprotective effect of mesenchymal stromal 
cell secretome on neuroblastoma cells exposed 

to oxidative stress 
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D. Conditioning assay 
To assess the neuroprotective effect of MSC secretome on 

damaged SH-SY5Y cells, 3D scaffolds were assembled in the 
microfluidic bioreactor (Fig. 1A). A scaffold seeded with 
MSCs was placed in chamber 1, while chamber 2 hosted a 
scaffold seeded with SH-SY5Y cells previously damaged 
with 6-OHDA. We have connected chamber 1 and 2 by a 
bypass, so that MSC secretome could flow through the 
scaffold seeded with damaged SH-SY5Y cells. As a control, 
chamber 3 hosted a 3D scaffold seeded with damaged SH-
SY5Y cells not conditioned by MSC secretome. After 3 days 
of conditioning, the bioreactor was disassembled and cell 
metabolic activity was evaluated by Alamar Blue® assay.  

E. Alamar Blue® assay in dynamic conditions 
Taking into consideration the possibility of assessing cell 

metabolic activity while in perfused culture, we have 
determined the conditions in which the results from Alamar 
Blue® assay in static conditions (incubation with 400 µl 
working solution for 3 h) are comparable to Alamar Blue® 
assay in dynamic conditions (perfusion with working solution 
at a flow rate of 5.0 µl/min for 3 h). 

F. Western Blotting 
To search for biochemical mediators of the neuroprotective 

effect of MSC secretome, 20 µg of the total protein extracts 
were assessed by Western Blotting and stained with 
antibodies specific to target proteins involved in 
neuroprotection against oxidative stress, such as Hsp70 and 
SIRT3 [4, 5]. We have quantified protein signals by 
densitometric analysis using ImageJ software. 

G. Statistical analysis 
Two-way analysis of variance (ANOVA) followed by 

Tukey’s multiple comparison test was used for comparisons 
among the groups and time frames, while one-way ANOVA 
followed by Tukey’s multiple comparison test was used for 
comparisons among the groups. The significance level was 
set at p-value < 0.05. All the results were reported as mean ± 
standard deviation (SD). 

III. RESULTS 

A. Assessment of oxidative damage on SH-SY5Y cells 
DNA measurements have indicated that the scaffolds 

seeded with 1·10-6 SH-SY5Y cells contained a greater 
number of cells with respect to those seeded with 0.5·10-6 
SH-SY5Y cells and the 2D controls. However, 
morphological analysis has shown that scaffolds seeded with 
a greater cell density revealed pore occlusion due to cell 
clusters. On the contrary, scaffolds seeded with 0.5·10-6 SH-
SY5Y cells have shown a more homogeneous cell 
distribution in the fibres. For this reason, 0.5·10-6 SH-SY5Y 
cells/scaffold was selected as seeding density. 

The incubation with 6-OHDA reduced cell metabolic 
activity. In particular, we observed a reduction by 50% and 
80% (mean value) for samples treated with 125 µM 6-OHDA 
or 250 µM 6-OHDA, respectively (p-value < 0.0001). Since a 
stable damage may be induced with a lower toxin 
concentrations, the incubation with 125 µM 6-OHDA may be 
preferred. 

B. Neuroprotective effect of MSC secretome on SH-SY5Y 
cells  

In the conditioning assay, SH-SY5Y cells conditioned with 
MSC secretome have shown a significant recovery from 
damage by up to 30% with respect to the untreated control. 
The protocol for Alamar Blue® assay adapted to perfused 
culture resulted in a reliable method to assess cell metabolic 
activity while in culture, avoiding the need to remove cell 
constructs from the bioreactor. 

Currently we are searching for molecular basis of this 
neuroprotective effect. So far, we have identified Hsp70 and 
SIRT3 as possible candidates. 

IV. CONCLUSION 
Coherently with previous observations in static in vitro 

models and in vivo [6, 7], our advanced in vitro model was 
able to reproduce the neuroprotective effect of MSC 
secretome on damaged neuronal cells. In addition, thanks to 
the perfusion and optical accessibility of the bioreactor, our 
system offers the advantage of monitoring the effect of MSC 
conditioning non-destructively and for a longer culture period 
in comparison to standard 2D cultures, thus mimicking 
features of chronic neurodegeneration more realistically. 
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Fig. 1.  (A) Scheme of experimental set-up. Culture medium is conveyed to the chambers by a syringe pump and 
microfluidic channels. The optical transparency and low thickness of the components allow the direct observation of cell 
constructs by a standard fluorescence microscope. Chambers 1 and 2 are connected by a hydraulic bypass. Chamber 1 
contains a scaffold seeded with MSCs, chamber 2 hosts a scaffold seeded with damaged SH-SY5Y cells, while chamber 3 is 
independent and hosts a scaffold seeded with damaged SH-SY5Y cells. (B) 3D scaffold (6 mm×3 mm×0.4 mm). 
 

 
Fig. 2.  Live imaging of a cell-seeded 3D scaffold under perfusion in the bioreactor. Cells are double-labelled with DAPI 
(nucleus, in blue) and quantum dots (cytoplasm, in orange). 
 

50µm 
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Abstract—We demonstrate an easily reconfigurable all-fiber 
setup for spectral and low coherence interferometric 
measurements of fluids collected in rectangular glass micro-
capillaries, in view of their application as micro-opto-fluidic 
devices. Two broadband light sources emitting in the near 
infrared region (1.2-1.7 µm) were used, allowing optical readout 
in a spectral range that is minimally invasive for biological 
materials. We here report the results obtained on glass micro-
capillaries with channel depth of 50-µm and 20-µm, and 
compare the applied measuring techniques in terms of detection 
limits and detection range. 
   Keywords—Low-coherence interferometry, spectral 
reflectivity measurements, glass rectangular micro-capillaries, 
infrared radiation. 

I. INTRODUCTION 
In recent years, great interest has been paid to the 
development of label-free sensors, since label-free detection 
methods are safer, less invasive, and potentially realizable at 
lower cost [1], [2]. Among these sensors, increasing attention 
is devoted to optical label-free devices that measure 
volumetric changes of the refractive index of homogeneous 
solutions [3]. A glass micro-capillary can be view as an 
optical device composed by two borosilicate glass walls 
separated by the inner gap [5].    In this perspective, glass 
micro-capillaries with rectangular cross-section are good 
candidates to be the core elements of micro-opto-fluidic 
devices. In fact they are commercially available at low cost 
and allow to work with ultra-low quantities of materials, 
important factor for example in biochemical and biological 
analysis, since the refractive index (RI) of a solution scales 
with its bulk concentration, instead of the total number of 
molecules [3]. Moreover, rectangular micro-capillaries are 
well suited for optical analysis since optical distortions and 
scattering caused by the wall curvature of round cross-section 
capillary are strongly reduced [4]. In this work we propose an 
all-fiber setup that can be easily reconfigured for low-
coherence interferometric measurements or for spectral 
reflectivity measurements. Both techniques are suitable for 
characterization and readout of rectangular glass micro-
capillaries in view of their application as micro-opto-fluidic 
devices for RI detection. We have tested two kinds of 
capillaries, with inner channel size of 50 µm x 500 µm and 
20 µm x 200 µm, and wall thicknesses of the order of the 
channel minor dimension (nominal values). We have applied 
our setup for detection of glucose concentration in water 
solutions and we here compare the results obtained with both 
measuring techniques.  

II. INSTRUMENTAL CONFIGURATION   
Fig. 1 shows the block diagram of the experimental setup 
used for spectral and low-coherence interferometric 
measurements. In both cases a broadband light source 

emitting in the near infrared region (1.2 µm to 1.7 µm) was 
used, namely a Tungsten lamp for interferometric 
measurements and a diode-pumped Erbium-doped fiber 
source (EBS) for spectral measurements. The Tungsten lamp 
emitted a power spectral density of about −60 dBm/10 nm in 
the wavelength range from 1.2 µm to 1.7 µm, while the EBS 
provided an optical power with spectral density of around -10 
dBm/0.1 nm on a 45 nm bandwidth, with central wavelength 
λc  ≈ 1.55 µm.  The emitted light is fiber coupled and it is 
divided along two different arms: the measuring path, ending 
toward the device under test, and the reference path, both 
ending with a pigtail style focuser with aspheric lens (by 
OzOptics). The lens on the measuring arm shines a 50 µm 
diameter beam orthogonally to the capillary under test placed 
at a working distance of 23.5 mm. Mirror and device under 
test are mounted on a x-y-z micro-positioner. In case of 
spectral measurement, the reference path is ended with an 
angled connector to avoid back-reflection. The light reflected 
back from the device (and from the reference mirror in case 
of interferometric measurements) is coupled back into the 
optical fiber path and redirected to the photodetector. As it 
can be noticed, several components are common to both 
experimental configurations, namely the light source, the 
fiber paths, the readout lens and the beam-splitter, allowing a 
rapid exchange between configurations.  

III. EXPERIMENTAL RESULTS  
We applied low-coherence interferometry and spectral 
reflectometry for optical detection of the concentration of 
aqueous solutions inside of borosilicate glass rectangular 
cross-section micro-capillaries (Vitrotubes™, VitroCom, 
New Jersey, USA). We used capillaries with channel depth d 
= 50 µm and glass wall thicknesses tf e tb of the same size and 
flat side w = 500 µm, as well as capillaries with d= tf = tb = 
20 µm and w = 200 µm, as reported in Fig.1. All capillaries 
were 50 mm long. Standard tolerances are equal to ± 10 % 
for channel depth and width and ± 20 % for walls 
thicknesses. We applied the proposed detection methods to 
fluids of biological interest, i.e., glucose solutions in water at 
different concentrations. Solutions filled the capillaries just 
by capillary action.  

Interferometric Measurements 

The signals were acquired in the time domain and then 
converted in the Optical Path (OP) domain thanks to the 
relation OP = v * t, where v = 5 µm is the speed of the 
reference mirror. Fig. 2 shows the interferometric signals 
collected on a 50-µm capillary. Each group of fringes 
corresponds to an in-depth interface of the device (i.e., air-
glass interface). Each trace is normalized with respect to the 
peak value and a digital filter improved the signal-to-noise 
ratio. Since in the case of broadband radiation and dispersive 
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media the optical path is also defined as OP = ng*d, where ng 
is the group refractive index of the crossed medium and d its 
geometrical thickness, when a liquid is inserted into the gap, 
the relative OP increases proportionally [6]. This causes a 
lengthening of the optical path OPgap relative the capillary 
channel, as can be noticed by the black trace in Fig. 2. As 
expected, being the refractive index of glucose higher than 
that of air, we detected a longer OPgap when the capillary was 
filled with this fluid. We repeated the experiment with 
solutions at different concentrations of glucose in water, from 
0 to 30%. For each acquired signal we extracted the optical 
paths relative to walls and channel and plotted them as a 
function of the concentration of glucose in water. Reported 
values and standard deviations were calculated on at least 
three different measurements. As an example, in Fig. 3 are 
reported the optical paths relative to the channel and to one of 
the walls as a function of the concentration of glucose in 
water. As expected a linear increase of the OPgap was found 
as the glucose concentration increased, while no 
concentration dependent change in the OPwall was observed. A 
sensitivity value, defined as S = dOPgap/dC, equal to 0.065 
µm/C [%] was found. Another important parameter is the 
limit of detection (LOD), defined as [7] LOD = 3σ/S where σ 
is the standard deviation of data, that gives the minimum 
change of concentration of the solute in solution that can be 
detected. In our experiment we calculated a best LOD of 2.6 
C [%]. 

Spectral Measurements  
Shining a broadband light source orthogonally to the flat long 
side of the capillary and coupling the back-reflected light to 
an optical spectrum analyzer, it is possible to observe that the 
spectrum exhibits different deep reflectivity notches 
separated by intervals were the reflectivity is high [8]. Since 
resonances usually correspond to spectral reflectivity 
minima, a change in the RI of the tested fluid sample is easily 
recognized from a shift of the wavelength position where the 
resonance occurs [9]. Specifically, a shift toward longer 
wavelengths is observed when fluids with increasing RI 
values are inserted in the capillary. Fig. 4 shows a subset of 
four reflectivity spectra collected on a 50-µm capillary filled 
with solutions with different concentrations of glucose in 
water. As expected, a shift of the spectra toward longer 
wavelengths as the glucose concentration is increased can be 
clearly noticed. The FSR (Free Spectral Range) highlighted 
in the picture is the distance between two consecutive 
minima (or maxima) of the same spectrum, and gives the 
maximum interval of wavelength in which the spectrum shift 
can be detected without ambiguity. The FSR highlighted in 
picture is equal to 6 nm. This gives a limit to the maximum 
change of concentration (and consequently of RI) that can be 
investigated. Fig. 5 shows the mean value of the wavelength 
positions of minima as a function of the concentration of 
glucose. All reported values and standard deviations were 
calculated at least on three values. For this experiment we 
obtained a maximum sensitivity S = 0.00051 µm/C [%] for 
the minimum starting at λmin = 1.56 µm and LOD of the order 
of 10-2 C [%]. We then repeated the same experiment on a 
20-µm capillary. Being the FSR of a cavity inversely 
proportional to its depth, we were able to investigate fluids 
with a wider RI change. We used Glucose solutions in water 
with concentration up to 25 % and all shifts were maintained 
within a FSR. The calibration curve is reported in Fig. 6. 

Sensitivities of the same order of magnitude and LOD of the 
order of 10-1 were obtained. 

IV. CONCLUSION 
In this work, we demonstrated an easily reconfigurable 

setup for spectral and low-coherent interferometric 
measurements combined with rectangular glass micro-
capillaries in view of their application as micro-opto-fluidic 
sensors of fluid refractive index.  Good results in term of 
sensitivity and ability to discriminate between different fluids 
were obtained.  In particular, interferometric measurements 
allowed to reach high sensitivity values, while lower values 
were obtained for spectral reflectivity measurements. 
Moreover, spectral reflectivity is affected by a maximum 
change that can be detected without ambiguity, depending on 
the FSR of the monitored structure, and consequently on its 
dimensions. On the other hand, spectral measurements 
exhibited a better LOD, in the range of 10-2 – 10-1 C [%], 
compared to LOD of the order of 101 obtained with the 
interferometric technique. In conclusion, low-coherence 
interferometry allows to investigate big leaps of RI but has 
not the ability to detect very small changes. On the other 
hand, spectral reflectivity has a better resolution but with a 
limit in the range of variation that can be monitored without 
ambiguity. So, investigating the same capillary with the two 
techniques it is possible to overcome the limitations of each 
measurement. 
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Fig. 1.  Reconfigurable instrumental configuration. Inset: schema of 
capillary section tf, tb: thickness of the front and back glass wall. d: depth 
of the inner channel. w: width of the flat side of the capillary. 

 
Fig. 2.  Normalized interferometric signal as a function of the optical 
path obtained on a 50-µm capillary. Red trace: empty capillary; black 
trace: capillary filled with glucose solution at 10% concentration. 

 
Fig. 3.  Optical paths (OP) relative to the inner channel (red) and to one 
wall (black) of a 50-µm capillary as a function of the glucose 
concentration in water expressed in %.  
 

 
Fig. 4.  Optical power spectra relative to 50-µm capillary 
considering glucose solutions in water at 0% (blue trace), 1% (green 
trace), 3% (black trace), and 7% (red trace) concentrations as filling 
fluid. As an example, the grey arrow indicates the shift of one 
spectrum minimum at the increase of the refractive index of the 
solution. FSR= Free spectral range. 
 

 
Fig. 5.  Calibration curves of a 50-µm capillary as solution concentration 
sensor.  Mean values with error bars of the wavelength position (as an 
example) of some detected experimental minima as a function of the 
concentration of the tested glucose solutions. Glucose solutions in water 
in a range concentration of 0-10% were used for the experiment. Linear 
fitting provides the sensitivity. 
 
 

 
Fig. 6.  Calibration curves of a 20-µm capillary as solution 
concentration sensor.  Mean values with error bars of the 
wavelength position of all detected experimental minima as a 
function of the concentration of the tested Glucose solutions. Data 
reported in the image are relative to the wavelengths within a Free 
Spectral Range. Glucose solutions in water at concentration of 0%, 
0.1%, 0.3%, 0.5%, 0.7%, 1%, 3%, 5%, 7%, 10%, 12%, 15%, 
16.5%, 20%, 22%, and 25% were used for the experiment. Linear 
fitting provides the sensitivity. 
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Abstract—Hypo and hyperglycaemic oscillations in preterm 
newborns during the first days of life are associated with 
increased mortality and neurological impairments. Recently, 
real-time continuous glucose monitoring systems proved to be 
superior in maintaining glucose within the safety range in 
neonatal intensive care unit with respect to standard sparse heel 
pricks. However, one major limitation is that glucose 
concentration values are available only on the portable sensor 
receiver. We improved the system with a telemonitoring service 
for the transmission of data, acquired through the Dexcom G4 
PLATINUM with Share, from hospitalized preterm new-borns 
to a remote server. This allows clinicians and health-care staff to 
better oversee the situation and enforce standard care practices.  
Keywords— glycaemia sensor, Bluetooth low energy, remote 

monitoring, preterm newborns. 

I. INTRODUCTION 
YPERGLYCAEMIA (HYPER) and hypoglycaemia (HYPO) 
represent dangerous conditions for very low birth weight 
infants (VLBWI). HYPER proved to be associated with 

increased mortality and morbidity [1], [2], while HYPO 
episodes could lead to neurological impairments [3].  

Current techniques for glucose monitoring applied on 
VLBWI include arterial sampling or heel prick performed 
several times during the day. Due to the fragility of those 
patients, the frequency of samples is less than the one 
adopted in adults and precludes the detection of all HYPER 
and HYPO possibly occurring between sampling times. The 
introduction of a continuous glucose monitoring (CGM) 
system yields a better control of glycaemia values, reducing, 
in the meanwhile, the pain suffered by the patient during heel 
prick measurements. Despite their effectiveness, there is 
some controversy about the adoption of CGM systems in 
intensive care, especially considering HYPO events detection 
[4], [5]. However, “the clinical advantages of the use of 
CGM systems in the intensive care setting would not be to 
diagnose hypoglycaemia, but to provide continuous 
information regarding trends in glucose levels” [6]. 

In preterm infants, preliminary results showed that a 
continuous blood glucose control using a Dexcom G4 
PLATINUM with Share (DEXG4) sensor with a suitable 
algorithm regulating glucose infusion rates and HYPO 

alarms, increased the time spent in normal glycemic range 
when compared to standard glycemic monitoring. [7]. 
However, one of the major limitations was that the CGM 
signal and its processing output were available only on the 
DEXG4 portable receiver and could not be remotely 
monitored outside of the Neonatal Intensive Care Unit 
(NICU).  

In this paper, we describe the remote monitoring (RM) 
system we developed for acquiring data from DEXG4. That 
system is presently being used experimentally at the Padova 
NICU for accessing and visualizing data remotely by the 
physicians (trial approved by the Ethical Committee of 
University-Hospital of Padova; 3440/AO/15).  

II. METHODS 
The design of the overall architecture, shown in Figure 1, 

was influenced both by previous experiences accomplished 
by some of the authors in acquiring and transferring medical 
data [8], [9], and by the specific requirements of this case 
study. 

Data acquisition starts from the DEXG4 system, 
comprising a sensor and a portable receiver. The sensor is 
applied on the preterm infant’s thigh and continuously 
acquires blood glucose levels. The portable receiver collects 
glycaemia values and makes them available over the 
Bluetooth Low Energy (BTLE) protocol. Then an Android 
smartphone receives the data from the DEXG4 and securely 
relays those to a server. The smartphones may be located on 
the cradles next to the DEXG4s or be positioned in a 
common shelf in the NICU room. A WiFi or 3G connection 
is used to send data by the smartphone over the network, 
while a Web application at monitoring stations allows to 
visualize data. 

Additional specific requirements were the following ones:  
• Real-time operation: data acquisition and visualization 

replicating the DEXG4 operation, to monitor the preterm 
newborn health status with minimal delay; 

• Flexibility: visualization of the latest and historical CGM 
values using charts and textual interfaces including the 
possibility of downloading data;  
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• Alarms: signaling dangerous events such as HYPO and 
HYPER; 

• Annotations: possibility of manually adding annotations 
about significant events through the web interface. 

III. RESULTS 
Two different components were developed in order to 

implement the RM service: an Android mobile application, 
called Neokid, and a web application. In the main screen of 
Neokid, shown in Figure 2, the user sees the identifier of the 
patient associated to the mobile device, the most recent 
glycaemia value-time pair and the last sensor calibration 
value-time pair. In addition, two icons in the upper part of the 
interface give visual feedback about connection status of the 
mobile device with DEXG4 device and with the remote 
server. Those links and other useful parameters can be 
configured before starting the session through three screens 
provided by Neokid. Finally, Neokid is equipped with a 
buffering feature that, in case of network connectivity 
problems, temporarily saves any data on a local data storage 
on the mobile app until the connection towards the remote 
server is resumed.  

The second component is the web application, which 
comprises two separate screens. The first one provides a 
summary overview of all the patients currently being 
monitored. In fact, the web app was designed to streamline 
the activities of the physicians, that need a general overview 
of all their patients’ health statuses in order to promptly 
undertake corrective actions if needed. Figure 3 shows the 
web application summary panel, where information about the 
last glycaemia value, hypo- and hyper- risk and global blood 
glucose tendency are reported. In case of missing data or 
dangerous glycaemia values, the panel border of that patient 
is highlighted in red, and an optional beeping sound along 
with a message is provided to the user depending on the 
alarm severity.  

The second main feature of the web application is provided 
by the real-time monitoring chart, visible in Figure 4. The 
orange vertical line corresponds to the current date time, 
while glycaemia values are drawn as consecutive red circles, 
interspersed by blue squares used for marking sensor 
calibration events. The interface refreshes automatically, 
according to the chosen frequency, and shows data with a 
delay between 5 and 10 minutes that recalls the delay with 
which data become available on the DEXG4 portable 
receiver. On the left of the graph, information about the last 
glycaemia value is shown. Finally the user can manually 
insert some remarkable events in order to possibly detect 
correlations between those and glycaemia trend. 

IV. CONCLUSION 
The overall system has been tested on twelve VLBWI, each 

one enrolled into a seven-day trial. During that test no 
technological limits were noticed. Accessing all VLBWI data 
from a central location that also signalled alarms, reduced the 
daily workload of physicians that did not have to consult 
anymore every single receiver’s display nor to hear the 
alarms coming from those. Moreover, the general supervision 

was improved considering that both physicians on ward at the 
NICU and those outside it could see blood glucose values in 
real-time, and have the opportunity to react in case of HYPO 
events. 

The web component has turned out to be modular enough 
to be used in different contexts concerning the RM of 
patients’ health status [10], [11], [12]. The mobile 
application, instead, is very specific due to the unique 
communication protocol used by DEXG4 receiver.  

Future developments may include the integration of 
glycaemia trend together with other signals, already 
displayed on single monitors located near the cradles in the 
NICU, in order to simplify the task of overseeing all VLBWI. 
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Fig. 1.  The remote monitoring system architecture. 

 
Fig. 2. The mobile application main screen. 

 
Fig. 3. Running patients’ overview in the web application showing glycaemia last values and trends. 

 
Fig. 4. The chart illustrating the patient’s glycaemia evolution in the web application. 
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Abstract—Active ageing and tele-health platforms are, 
nowadays, the most sought-after means to overcome the rising 
problem of population ageing. Helping older adults live 
autonomously in their homes through ICT solutions could be a 
way to relieve the burden on the Healthcare Systems. This paper 
presents a novel ICT platform designed specifically for the 
elderly and aimed to improve their independent living and their 
health status, exploiting remote health monitoring features. 
Preliminary studies on usability allowed to improve the system 
in preparation for the field trials in three European countries. 
Keywords—Active ageing, telemonitoring, ICT. 

I. INTRODUCTION 
HE modern society is dealing with a progressive ageing 
of the population. The disproportion between new-borns 
and elderly will lead to a drastic change in the age 

population structure. This will have many consequences for 
the society, including an increase in the health expenditure 
[1]. In this scenario, the development of services for 
independent living is of paramount importance to enable the 
elderly to live autonomously in their homes as long as 
possible. Such services often include health telemonitoring 
features, aimed at supporting vital signs monitoring from 
remote. Nowadays, telehealth is one of the most sought-after 
approach for chronic patients’ management, allowing to 
provide hitherto unavailable monitoring features at an 
affordable cost. From a technological viewpoint, digital 
divide hampers the widespread adoption of these platforms 
[2]. User-centred design is the key to pursue usability and 
acceptability of ICT systems targeted to the elderly.  

This paper presents the architecture of a novel ICT 
platform with tele-health features, designed to support older 
adults’ independent living. The platform, developed within 
the European project HEREiAM, aims to overcome the 
digital divide problem by exploiting the TV as interaction 
mean and paradigm, since previous studies [3] demonstrated 
this is the most familiar technological instruments for the 
elderly. Preliminary results of usability tests conducted both 
with elderly users and general practitioners are presented. 

II. MATERIALS AND METHODS 

A. HEREiAM global architecture 
HEREiAM provides several independent living services, 
such as remote-care services (tele-health), participation 
services (video-call and social apps), shopping services 
(shopping app), some support services (agenda and message 
apps) and a security service (activities detection app). To 
provide them, the system architecture is organized in three 
levels:  

• the platform level (the server side of the system) 
managing the HEREiAM registered users  

• the third party level 
• the home level, including all the hardware and 

software present in the users’ homes. 
1) Platform level 

In order to support tele-health along with other less critic 
services, the platform level includes features enabling the 
secure exchange of medical data with a remote server, 
according to the current regulations. It follows a Service 
Oriented Architecture (SOA) and a documental approach, i.e. 
it is based on the production, exchange and sharing of 
documents. It is an innovative evolution of the commercial 
product X1.V1 (Dedalus S.p.A.). Natively implemented in 
compliance with the Integrating Healthcare Enterprise (IHE) 
standards, it conforms to several standards [4]. To enable 
sharing measurements with other systems (such as Electronic 
Health Record ones), the medical data and all the other data 
exchanged through the platform comply with an XML 
schema derived from the Clinical Document Architecture 
(CDA), an HL7 draft standard for trial use document format.  

2) Third party level 
The third party level includes external service providers, 

caregivers or relatives of the users that, through a web portal 
developed for them, will have access to some data and will be 
able to communicate with the users at home. In order to 
facilitate third parties to join the platform and offer their 
services, being able to customize the system to the different 
regional uses and needs, we decided to exploit Android as 
operating system at home level, developing the services as 
Apps. Taking into account the target of users and the user 
interaction paradigm, third parties can offer services only if 
their (approved) App follows precise guidelines developed in 
the framework of the project. This ensures that appearance, 
user interaction paradigm, symbols, colours, fonts, etc. all 
respect precise usability criteria. 

3) The home level 
All the services are developed as Android Apps and the 

elderly are able to use them through a TV and remote control. 
The core of the system is an Android TV-box connected to 
the Internet, and to the TV via the HDMI port (Fig. 2). It can 
be controlled through a custom remote control developed 
exploiting the experience gained in several usability tests 
carried out during the project. Additionally, a webcam 
enables video-call functionalities whereas Bluetooth support 
and a ZigBee dongle provide wireless connectivity to medical 
devices and home sensors. User authentication is provided by 
a personal smart card. 

B. The health telemonitoring service 
This service exploits an asynchronous store-and-forward 
paradigm. The platform level provides secure transmission 
and storing of data. At third party level, a general 

An ICT platform for independent living and 
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practitioner’s web front-end (hereafter called Health Portal) 
provides access to the medical data, in a simple and secure 
way, for monitoring purposes. From this service’s viewpoint, 
the home level represents a front-end for the medical devices 
in charge of performing the vital signs acquisition.  

From the Health App (Fig. 3), the users can select the 
medical device (sphygmomanometer, weight scale and 
glucometer). The data is sent from the medical device to the 
app, which displays it and, after the user approval, formats it 
as an XML document to be sent through a secure connection.  

Bluetooth allows wireless connection of the medical 
devices to the system. To enable the use of different medical 
devices, HEREiAM supports both Serial Port Profile (SPP, 
still featured by several medical devices) and the newest 
Health Device profile (HDP). The former requires to know 
the low-level proprietary protocol details to interpret the 
acquired data whereas the latter not, being it part of the 
standard. Details on this aspect can be found in [4]. 

Finally, the Health Portal is a web interface, designed to be 
simple and intuitive, with only the important information 
highlighted. After the login, general practitioners or 
caregivers can view the list of their patients, select one of 
them, select the type of measurement and the time range. A 
line chart ( 

 
Fig. 4) allows analysing the trends of records over time, 

whereas a table contains the details of each point. A 
messaging service allows sending feedback to the patient, 
who will be notified through the Message App included in 
HEREiAM. 

C. Platform evaluation 
To perform a preliminary validation of the telehealth 

framework, some usability tests have been carried out.  
For the usability tests with the elderly, 28 older adults 

(14M and 14F, aged 79±6) were recruited in a general 
practitioner facility. Three of them had a primary school 
certificate, 22 had a high school diploma and the remaining 3 
had a university degree. The test consisted in a brief 
presentation of the system by the experimenter, and a set of 
tasks to be performed with the app and the medical devices. 
No sensible data has been gathered during the tests. After 
trying the application, all participants filled in two usability 
questionnaires, the System Usability Scale (SUS) [5] and the 
Post-Study System Usability Questionnaire (PSSUQ) [6].  

For the evaluation of the Health Portal usability, seven 
general practitioners (3M and 4F, aged 41±13), selected by 
convenience sampling, were asked to autonomously use the 
website, populated with real data taken from one of the 
researchers. Then, they were asked to fill in the Website 
Quality (WQ) [7] and the WebQual 2.0 questionnaire [8]. 

III. RESULTS 
All the results are encouraging. The elderly rated the 

system 85.8±13, over 100, with the SUS, whereas the four 
different results generated by the PSSUQ questionnaire are 
shown in  

 
Fig. 5 (the lower, the better). Notably, the system 

usefulness marked the lowest score, since the interviewed 

elderly where not chronic patients requiring daily monitoring 
of such parameters. 

The general practitioners’ evaluations are reported in Table 
I and II. All four aspects evaluated by the WQ questionnaire 
marked a high score (maximum is 7). The specific content 
scored the lowest result, since the Health Portal is very 
simple and essential and it does not include many contents, 
except the required ones. 
The three aspects evaluated in the WebQual 2.0 marked a 
high score, as the overall satisfaction. The results are very 
similar to those obtained with the WQ questionnaire, as 
expected. 
 

 
 
 
 
 
 
 
 
 

IV. CONCLUSION 
In this paper, the architecture of a novel ICT system, based 

on the TV, for independent living and remote health 
monitoring has been presented. The system aims at providing 
different kind of services to support elderly daily activities, 
including a vital signs Telemonitoring one. Results obtained 
from preliminary usability tests performed on the 
telemonitoring framework were encouraging. In the next 
months, three field trials will take place, in Italy, the 
Netherlands and Belgium, where 75 users will test the system 
with all its services and data gathered will help evaluate the 
real usability of the platform. 
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Fig. 1.  Overview of the main user interface and remote control 
 

 

 
 

Fig. 2.  Home level hardware 

 
 

 
 

Fig. 3.  Health App main screen 

 
 

Fig. 4.  The Health portal data visualization interface 
 
 

 
 

Fig. 5.  PSSUQ scores 
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Abstract—NiTi devices are widely used in biomedical fields 
due to the material flexibility and ability to recovery high 
strains. However the fatigue behaviour of these devices is still 
undermined by failure. The particular biomechanical operating 
environment is characterized by multi-axial cyclic loading 
transferred to the implanted device. The computational finite 
elements analysis is a power tool to investigate the state of load 
imposed from point to point in the devices, but the numerical 
results have to be correctly analyzed. In this work the fatigue 
performance of different geometries have been numerically 
studied and analyzed with different fatigue criteria. The 
comparison of the results allowed to highlight similarities and 
differences of the studied approaches and to get some hints for 
the selection of the most suitable criteria for NiTi cardiovascular 
devices. 
Keywords— Nitinol, stent, peripheral, fatigue. 

I. INTRODUCTION 
ickel-Titanium alloys (NiTi) are widely used in 

biomedical fields. In particular, several cardiovascular 
minimally-invasive devices exploit NiTi pseudo-elastic 
behavior. Notwithstanding the high performance of NiTi 
peripheral stents or cardiovascular valves, due to the material 
flexibility and ability of recovery high strains, the fatigue 
behavior is still an open issue[1]. Stents and valve 
implantation foresees a first step of device crimping, then a 
partial recovery of the original shape during self-expansion in 
the site to be treated and finally cyclic loading due to leg or 
heart movements that may induce multi-axial solicitations 
[2]. During these three phases, the material response greatly 
varies from point to point due to the complex geometry of the 
devices [3]. Accordingly, the material is subjected to elastic 
cycles in austenitic phase in some zones, while it is partially 
transformed in martensite in other zones where it may cycle 
elastically from the lower plateau to the upper one or vice 
versa. Finally plasticization of martensitic phase may be 
reached in other areas. Considering also that the interaction 
of mean and alternate strains on the NiTi fatigue life does not 
follow the Goodman relation and it is strongly dependent 
from the specimen production process, it is clear that the 
prediction of cardiovascular device fatigue resistance is not 
an easy task. In this work, we numerically analyzed the 
fatigue performance of two geometries under multiaxial loads 
using different fatigue criteria. 
 

II. MATERIALS AND METHODS 
 
Physiological loads acting on NiTi stents may induce axial, 

bending and torsional cyclic solicitations. Accordingly, 

fatigue analysis requires criteria able to take into account 
multiaxial load conditions. In order to compare failure 
prediction of few multiaxial criteria proposed in the 
literature, two different geometries and different loading 
conditions were considered by finite element analyses. A V-
shape geometry, resembling the basic element constituting a 
stent, was used to have a quick and useful view on the 
performance of the different criteria. Moreover, a stent 
geometries composed by 6 rings, reproducing a commercial 
stent (Maris Plus), was analysed to capture in more detail the 
influence of the complexity of the device geometry on the 
fatigue behaviour. Maximum and minimum displacement (L) 
and angle (A) were applied to get the load ratio R = 
Lmin/Lmax=Amin/Amax equal to 0, -1 and >0 (Fig.1). The 
corresponding alterante and mean component 

;  considered 
are reported in Table 1 for the two geometries.  

 
In this work 5 different fatigue criteria have been 

compared: Coffin-Manson (Δε1), Tresca strain (Tresca), 
Smith-Watson-Trooper (SWT), Brown Miller (BM), Fatemi-
Socie (FS). 

For each analysis, the results obtained through the different 
criteria have been compared in terms of the location of the 
critical nodes in the geometry and the critical nodes damage 
parameter values.  

III. RESULTS 

A. V-shape geometry 
The results of the different analyses performed on the V-
shape geometry indicate that the most critical zone is the 
peak of the V. The difference between criteria results is in the 
position of the most critical nodes of the inner zone of the 

Numerical comparison of fatigue criteria for 
NiTi cardiovascular devices  

D. Allegretti1, L. Petrini2, W. Wu1, F. Miliavacca1 and G. Pennati1 

1 Laboratory of Biological Structure Mechanics, Dept. CMIC ’Giulio Natta’, Politecnico di Milano, Italy 
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N TABLE I 
Loading applied in the analysis  

 mm | 
Degree V-Shape Stent 

R=0 
ΔL m 10 15 
ΔL a 10 15 
ΔA m / 30° 
ΔA a / 30° 

R=-1 
ΔL m 0 0 
ΔL a 15 2,5 
ΔA m / 0° 
ΔA a / 15° 

R>0 
ΔL m 17.5 25 
ΔL a 2.5 5 
ΔA m / 45° 
ΔA a / 15° 

Different loading conditions imposed in the analysis. The 
displacement [ΔL] is given in mm, the angle [ΔA] in degree. 
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peak. An example of the results for the load ratio R>0 are 
reported in figure 2. For each criterion the 5 most critical 
nodes have been considered: they are reported in Table 2 by 
the node number and distinguishing the location with respect 
to the geometry by colour, point positioned at the left of the 
peak are in black, at the center are in green and the  right side 
are in red.  

 
B. Stent geometry 
The results of the different analysis performed on the stent 
geometry have been studied with the 5 different fatigue 
criteria. An example of the results for the load ratio R>0 are 
reported in the table 3 and in figure 3. The critical nodes are 
grouped in five main critical zones. For each criterion the 5 
most critical nodes have been considered (Fig.3): they are 
reported in Table 3 by the node number and distinguishing 
the critical zones with respect to the geometry by colour.  
 

 

IV. CONCLUSION 
The comparison of the results allowed to highlight 

similarities and differences of the studied approaches and to 
get some hints for the selection of the most suitable criteria 
for NiTi cardiovascular devices. Finally, the influence of 
plasticity on the fatigue response was numerically 
investigated.  

These analyses represent a preliminary study and a future 
development is the comparison of the presented results with 
planned ad-hoc experimental fatigue tests to validate the 
predictions.  
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TABLE II 
V-Shape – R>0 

Tresca BM FS SWT Δε1 

23093 
24728 

23202 24510 24619 23202 
24728 24619 24401 24510 24619 
23202 23093 24506 24401 23093 
24619 24728 24619 24728 24728 
22984 23311 24292 24292 23311 
Most critical nodes for each fatigue criteria used in the analysis of the 

V-shape geometry. 

TABLE II 
Stent – R>0 

Tresca BM FS SWT Δε1 

111171 
24728 

113547 111171 112359 113547 
111172 111172 111163 

 
112360 111172 

111163 113548 111172 112351 113548 
107275 111171 111164 107275 111171 
107276 113539 111170 112362 113539 

Most critical nodes for each fatigue criteria used in the analysis of the 
stent geometry. 
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Fig. 2.  Results of the V-shape geometry for the load ratio 
R>0. The inner zone of the peak are highlighted. The most 
critical nodes resulted by the analysis done with the different 
fatigue criteria are reported. 

 
Fig. 3.  Results of the stent geometry for the load ratio R>0. 
The most critical nodes resulted with the different fatigue 
criteria are highlighted. 

 
Fig. 1.  Example of displacement applied to the V-shape 
geometry. The deformed (colour map image) and the 
underformed shapes (dashed image) are reported. 
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Abstract— Tracheal tissue is a complex multi-layer structure. 
Accurate information on its mechanical properties are essential 
for a reliable prediction of tracheal deformation, which has a 
significant clinic relevance. The use of a decellularized trachea 
does not ensure stable mechanical properties of the construct. A 
coating process with a porous synthetic membrane based on 
PLLA allowed a precise control of the mechanical proprieties. 
Keywords—Decellularization, mechanical proprieties, hybrid 

tissues, tracheal tissue. 

I. INTRODUCTION 
ecellularized tissues and organs have been 
successfully used in a variety of tissue 

engineering/regenerative medicine applications, 
and the decellularization methods used vary as 
widely as the tissues and organs of interest [1]. The 
efficiency of cell removal from a tissue is 
dependent on the origin of the tissue and the 
specific physical, chemical, and enzymatic 
methods that are used. Each of these treatments 
affect the biochemical composition, tissue 
ultrastructure, and mechanical behaviour of the 
remaining extracellular matrix (ECM) scaffold, 
which in turn, affect the host response to the 
material [2]. Tracheal tissue is a multi-layer 
structure composed of cartilage, trachealis muscle, 
mucosa, submucosa membrane and adventitial 
membrane. An accurate knowledge of its 
mechanical properties is essential for a reliable 
prediction of tracheal deformation, which has a 
significant clinic relevance [3, 4]. 

The use of a decellularized trachea (natural 
scaffold), as a matter of fact, dose not ensure stable 
mechanical properties of the construct, does not 
guarantee a reproducibility of the internal and 
external structure and, eventually, does not allow a 
precise control of its biodegradation kinetics. 

In this work, a coating process with a porous 
synthetic membrane via a combination of Dip-
coating and Diffusion Induced Phase Separation 
(DIPS) was designed and carried out. Experimental 
results show that coating with the synthetic 
material helps to recover the mechanical properties 

lost, owing to decellularization of porcine trachea 
rings [5]. 

II. MATERIALS AND METHODS  
The porcine trachea used in this study were 
supplied from Villabate slaughterhouse. 
A. Decellularization methods 

Sodium Dodecyl Sulfate (SDS) was used as 
detergent for the decellularization. The porcine 
trachea was soaked into SDS bath for 24 h at room 
temperature. THereafter, the sample was 
maintained in a box containing PBS 1X at 4°C 
until it was analysed. 

B. Tracheal tissue coating 
Dip coating consists in the immersion of a 

biological tissue in a PLLA-dioxane viscous 
solution (with 8% wt/wt of dioxane) with 
subsequent extraction at a controlled constant rate. 
Via this technique it is possible to control the 
thickness of the coating layer by varying tissue 
extraction rate, solution temperature and polymer 
concentration (see fig. 1). 

The subsequent pool immersion of the tissue, 
covered by a continuous layer of a viscous polymer 
solution, into a coagulation bath, represents the 
Diffusion Induced Phase Separation (DIPS) step. 

Comparison of mechanical properties of neat, 
decellularized and coated thacheal tissues  

S. Montesanto, O. Fici, M. Cammarata, V. Brucato, V. La Carrubba, G. Baratta, and M. Zingales 

1 Department of Civil, Environmental, Aerospace, Materials Engineering (DICAM)- University of Palermo, Viale delle 
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D 

(a)      

(b)     
Fig. 1.  Schematic of the Dip-coating (a) and DIPS (b) processes. 
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The bath contains pure water. Via DIPS, the 
simultaneous solvent (dioxane) diffusion out of the 
polymeric film and counterdiffusion of the 
nonsolvent (water) from the coagulation bath 
towards the polymeric film will induce the phase 
separation process. Fig. 1 reports a schematic of 
the two processes. In this study, extraction rate, 
polymer solution concentration and process 
temperature were taken constant in all experiments: 
the extraction velocity was set to 3cm/min, the 
polymer solution concentration to 8 wt% PLLA 
and the temperature to 30 °C [6]. 

 
C. Mechanical characterization 

Tensile tests were performed to investigate the 
mechanical behaviour of trachea rings obtained 
using porcine tracheas. A force speed of 0.1 g/s 
was set, while the temperature was taken constant 
at the value of 30°C. Bose biaxial instrument was 
utilized in uniaxial mode to determine the 
stress/strain behaviour. 

 

III. RESULTS AND DISCUSSION 
A. Tissue decellularizzation 

SDS is very effective in removal of cellular 
components from tissue (see figure 2). On the other 
hand, however, it tends to disrupt the native tissue 
structure, and it causes a partial loss of tissue 
integrity. However, it does not appear that SDS 

severely removes collagen and/or cartilage from 
the tissue. 

B. Tensile behaviour 
By coupling dip coating and DIPS it is possible 

to produce a 3D biohybrid synthetic/natural 
scaffold able to guarantee enhancement of the 
mechanical properties lost during decellularization 
of the native tissue. 

Mechanical tensile tests on the native trachea, ofn 
the neat polymeric film and on the bioengineered 
(hybrid) tissue are reported in fig. 3, to show the 
recovery of the mechanical properties attained via 
coating with PLLA. The improvement of the 
mechanical performance is evident up to strains as 
high as 1%, comparable with the physiological 
deformations of the examined tissue. 

IV. CONCLUSIONS 
A biohybrid material has been prepared via 

coating of a decellularization tracheal tissue with a 
PLLA membrane. Mechanical preliminary tests 
show that the biohybrid material exhibit 
performances similar to those of native tracheal 
tissue, thus allowing one to recover the property 
loss due to the decellurarization protocol. 
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Fig. 2.  Comparison between a native tissue (right side)  and a  
decellularized tissue (lef side). 

 
Fig. 3.  Comparison of tensile mechanical properties of polymer, hybrid 
tissue and tracheal ring. 
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Abstract—A novel computational approach for analysing the 
mechanical response of aortic segments accounting for patient-
specific data is proposed. A parametric tool, suitable for 
parametric biomechanical analyses, is developed by integrating: 
(i) segmentation techniques to define the geometry from aortic 
patient-specific CT images; (ii) multiscale homogenization 
techniques to describe the non-linear mechanics of biological 
tissues, as depending on micro- and nano-structural parameters 
obtained from histological and biochemical data; (iii) a non-
linear finite-element formulation of the equilibrium problem.  
The proposed model has been applied for reproducing an 
inflation test on aortic segments. Moreover, the influence on 
aortic macroscale response of a localized defect affecting the 
crimp of collagen fibers is analyzed, proving that the adopted 
multiscale structural approach is able to investigate the etiology 
of cardiovascular diseases and physio-pathological remodelling 
mechanisms. 
Keywords—Aortic mechanics, patient-specific computational 

models, Multiscale tissue modelling, Non-linear finite element 
formulation, Cardiovascular diseases. 

I. INTRODUCTION 
ARDIOVASCULAR diseases (CVDs) are the leading cause 
of death worldwide but their etiology is debated and the 

therapeutic approaches are still based on the definition of risk 
parameters mainly evaluated on the own experience of 
clinicians. In this framework, computational models have 
recently provided novel insights into aortic biomechanics, in 
both health and disease scenario [1],[2]. Although several 
reliable methods exist for reconstructing the geometry of 
computational domains from patient-based CT (computed 
tomography) images, a key aspect for accurate analyses is 
represented by the constitutive description of the tissue, 
characterized by anisotropic and non-linear mechanical 
response. Many constitutive formulations are available in  
literature [3],[4], but they generally have  weak relation with 
histological/biochemical parameters. On the other hand, a 
multiscale structurally-motivated approach for tissue 
constitutive description has been recently proposed by some 
of the authors and has been proved, referring to simple study 
cases only, to be effective to reproduce tissue behaviour, by 
introducing parameters that straight describe histological and 
biochemical properties [5]-[9]. In order to allow the use of 
this refined constitutive description, that has never been 
employed in numerical simulations reproducing complex 
patient-specific geometries, a fully-personalized clinical 
application  integrating a computational strategy for non-
linear finite-element (FE) analyses of aortic segments is 
herein presented. In detail, patient-specific geometrical 

modeling is coupled with the aforementioned multiscale 
structural constitutive formulation, resulting in an overall 3D 
macroscale description explicitly depending on dominant 
micro- and nano-scale personalized features. The preliminary 
case study of a thoracic aortic segment undergoing an 
inflation test is numerically addressed, comparing different 
constitutive strategies and proving the capability of the 
proposed integrated computational approach to analyze the 
influence of possible localized tissue defects on aortic 
biomechanics.  

II. MATERIALS AND METHODS 
A general methodology for developing 3D-FE models of 
blood vessels incorporating patient-specific geometry from 
computer tomography (CT) images and histological,  
biochemical and biophysical data is herein described. The 
corresponding schematic is represented in Fig. 1. 

A. Constitutive description 
In the framework of a multiscale strategy and referring to the 
tunica media only, the multi-layered histologic structure of 
the aortic tissue, constituted by the occurrence of media 
lamellar units (MLUs), is modelled as a layered structure 
comprising N perfectly-bonded layers characterized by the 
same thickness. Each MLU is composed by an elastin layer 
(EL) of thickness ℎ!" and an interlamellar substance (IL) of 
thickness ℎ!". In turn, the interlamellar substance has a multi-
layered sub-structure made up of concentrically fiber-
reinforced sub-layers, comprising elastin, muscle cells, and 
crimped collagenous fibers whose main direction is helically 
arranged around the vessel axis. The orientation of collagen 
fibers with respect to the vessel axis is described by the 
wrapping angle 𝜗𝜗!, varying along the vessel thickness. Each 
IL sub-layer is here modelled as a composite material made 
up of crimped collagen fibers, taken aligned in the same 
direction, embedded in a linearly elastic isotropic matrix, 
describing both the elastin network and the muscle cells, 
having comparable stiffness [10]. Collagen fibres in soft 
tissues are bundles of densely packed tilted fibrils, laterally 
linked by means of proteoglycans. In turn, collagen fibrils are 
made up of staggered arrays of tropocollagen molecules, 
mutually interconnected by intermolecular covalent cross-
links. Both micro-scale and nano-scale features of collagen 
fibers are accounted for, via a multiscale homogenization 
process [5]-[9].  

B. Vessel geometry 
The reference vessel configuration Γo is reconstructed from 
3D contrast-enhanced CT images (Fig. 1). Such images 
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mechanics via a patient-specific strategy 

D. Bianchi1, M. Marino2, and G. Vairo1 

1 University of Rome "Tor Vergata"- Department of Civil Engineering & Computer Science (DICII),  
Via del Politecnico 1, 00133 Rome - Italy, e-mail: d.bianchi@ing.uniroma2.it, vairo@ing.uniroma2.it ; 

2 Leibniz Universität Hannover - Institut für Kontinuumsmechanik, 
Appelstr. 11, 30167 Hannover - Germany, e-mail: marino@ikm.uni-hannover.de  

C 



666

ESB 2016GNB2016, June 20th-22nd 2016, Naples, Italy 2 

describe, with a sub-millimetric resolution, the anatomy of 
blood vessels through 3D arrays of grayscale intensities, and 
they contain body projection over coronal, sagittal and axial 
planes. By employing a region- based model which involves 
the Geodesic Active Contours algorithm [11], an image 
segmentation process is applied, providing a description of 
the aortic geometry via a surface mesh. Segmentation errors, 
due to possible coarse resolution of medical devices and/or 
involuntary patient movements, are reduced by applying a 
Taubin smoothing algorithm [12].  Finally, curves resulting 
from the intersection of the smoothed surface mesh with a 
family of planes orthogonal to the mean vessel axis are 
employed for generating the loft surface Γo used for FE 
simulations. 

C. Numerical model 
The surface of the aortic segment, resulting from the 
geometric reconstruction, is treated as a Mindlin-Reissner  
shell. In order to avoid locking phenomena related with both 
shell formulation and tissue incompressibility, a mixed 
displacement-pressure finite-element formulation is 
employed, by considering a MITC shell element [13]. In 
detail, shell surface is discretized by means of iso-parametric 
6-nodes 2D-triangular elements with quadratic (resp., linear) 
shape functions for displacements and rotations (resp., for 
pressure). In agreement with a computational 
homogenization strategy, a material map is computed on the 
basis of the homogenization procedure previously recalled. 
By employing an updated-Lagrangian strategy, both 
geometric and material non-linearities are treated via an 
incremental approach, by solving a series of incremental 
linearly-elastic sub-problems, and thereby allowing for a 
step-by-step updating of: (i) geometry; (ii) reference 
coordinate system; (iii) material properties. Figure 2 gives a 
schematic representation of the implemented solution 
algorithm. 

III. RESULTS  
As a case study, a thoracic aortic segment subjected to an 
inflation test up to 180 mmHg is numerically addressed. 
Numerical results are obtained by adopting the above 
introduced multiscale homogenization procedure and by 
describing histochemical properties as referred to a 
homogeneous distribution into the aortic domain 
(homogeneous non-linear model, HNM) and to a localized 
defect (defect non-linear model, DNM). In the latter case, 
values of model parameters coincide with the HNM's ones 
with the exception of an higher initial collagen fiber 
amplitude in a region located below the middle section of the 
aortic segment (Fig. 1). Figure 3 shows that the localized 
defect of collagen fiber crimp in the DNM case induces 
significant differences in the macroscopic strain field of the 
overall aortic domain with respect to the HNM case. 

IV. CONCLUSIONS 
The mechanical response of aortic segments has been 

addressed by proposing a novel integrated computational 
approach able to describe, in a general patient-specific 
framework, both aortic geometry and material properties. A 
geometric reconstruction procedure from 3D computer-
tomography images has been coupled with a multiscale non-

linear constitutive description, accounting for highly-
personalized histological and biochemical features. In detail, 
a multi-step homogenization approach based on a bottom-up 
strategy (from the nano-up to the macroscale) has been 
employed for describing the non-linear and anisotropic 
response of aortic tissues. Dominant nano- and micro scale 
mechanisms have been consistently up-scaled following a 
structurally-motivated multiscale strategy, which allows to 
couple in a non-phenomenological scheme the tissue 
macroscale mechanics with both histological subscale 
arrangement and biochemical environment. 
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Fig. 1  Patient-specific aortic models. From left to right: CT images; geometric reconstruction; numerical model integrated 
with a multiscale homogenization approach to describe the tissue mechanical behavior; computational mesh. 

 
 

 
Fig. 3  (left) Distribution of the circumferential strain 𝜀𝜀!  at p = 180 [mmHg] in HNM and DNM cases. (right) Average 
circumferential strain vs. the pressure p in the defect zone 𝜀𝜀!!  and in the surrounding tissue 𝜀𝜀!!  for the DNM case. 

  

 
Fig. 2 Flowchart of the implemented solution algorithm. CT: computer tomography; LRS: local reference system; FE: finite 
element. 
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Abstract—Developing cell culture substrates that mimic the 
mechanical properties of the native cellular micro-environment 
is critical to engineer physiologically relevant in-vitro organ 
models. Moreover, considering that tissue ageing and fibrotic 
processes are generally associated with an extracellular matrix 
(ECM) stiffening, cell culture substrates capable of reproducing 
this healthy-to-aged/fibrotic transition in-vitro are fundamental 
for the realization of pathophysiologically relevant organ 
models. Here, we present transglutaminase-gelatin hydrogels 
with stiffenable properties as cell culture substrates for 
engineering tissue ageing or fibrotic models in-vitro. 
Keywords—nano-indentation, gelatin, transglutaminase, 

hydrogels, fibrotic models, in-vitro organ models. 

I. INTRODUCTION 
The classical tissue engineering approach based on the 

successful interaction between cell, scaffold and bioreactor, 
represents an attractive strategy for the development of in-
vitro organ models [1]. An ideal scaffold should mimic most 
of the properties of the native extracellular matrix (ECM) to 
provide cells with an appropriate microenvironment 
promoting their growth, differentiation and function. Among 
the ECM cues, biomechanical properties play a critical role in 
regulating pathophysiological cell behaviour and directing 
the development of tissue fibrosis, which is generally 
associated with an enzyme-mediated ECM hardening [2]. 
Tissue ageing is also associated with ECM hardening. For 
example, ageing in the cardiovascular system is characterized 
by an enhanced collagen and calcium deposition in the ECM 
and an increased protein cross-linking [3], while fibrosis may 
be observed in hepatic or pulmonary tissue affected by 
hepatitis [4] or lung disorders [5], respectively.  

 Based on the hypothesis that tissue stiffness increases as 
ageing/fibrosis progresses, dynamic scaffolds that mimic the 
elasticity of healthy and aged/diseased tissue ECM in-vitro 
need to be engineered to temporally manipulate their 
mechanical properties on demand [6].  

Gelatin (a commercially available biomaterial derived 
from collagen) is often used as the organic component of 
scaffolds because of its biocompatibility [7]. However, due to 
its rapid degradation in typical cell culture environments (T = 
37 °C), gelatin-based scaffolds are often covalently 
crosslinked using various chemical reagents (e.g. 
glutaraldehyde, formaldehyde [7]) or enzymes (e.g. 
transglutaminase [8]) to improve their stability and enhance 
the mechanical properties. In particular, transglutaminase is a 
calcium-independent enzyme that catalyses the formation of 
covalent cross-links between glutamine and lysine residues in 
proteins. Since it is commonly used in food manufacturing 
processes approved for human consumption by the U.S. Food 
and Drug Administration, this enzyme seems to be a 

promising cross-linking agent with respect to glutaraldehyde 
and formaldehyde, that may reduce gelatin biocompatibility 
if not completely washed out prior to cell seeding, and cannot 
be used in presence of cells.  

Here we present the use of microbial transglutaminase 
(mTG) as a biocompatible second step enzymatic crosslinker 
for gelatin hydrogels to engineer pathophysiological in-vitro 
models that can be dynamically stiffened during cell culture 
from healthy towards aged/fibrotic environments at a user-
defined time. 

II. MATERIALS AND METHOD 

A. Hydrogel Preparation  
Since we are interested in characterizing mTG-mediated 

hardening at 37 °C (physiological temperature), gelatin 
hydrogels need to be stabilized via pre-crosslinking. Two 
series of pre-crosslinked mTG-gelatin samples were obtained 
adding 1 and 10 units of mTG (Activa WM, kindly gifted by 
Ajinomoto) per gram of gelatin to 5% w/v Type A gelatine 
solution (G2500, Sigma-Aldrich). The latter was then cast 
into custom cylindrical moulds (13 mm diameter – 8 mm 
height) and incubated at 37 °C (Day -1), obtaining 1 and 10 
unit/gram (U/g) mTG-gelatin samples, respectively.  

After 24h (Day 0), the hydrogels were carefully removed 
from the moulds and each sample was placed in different 
wells of a 12-well plate. Here, the hydrogels were submerged 
in 5 mL of mTG solutions at different concentrations 
(prepared in 1x phosphate buffered saline, PBS) to 
exogenously provide 10 and 100 units of mTG per gram of 
gelatin to crosslink (U/g). Finally, samples were incubated at 
37 °C to be stiffened towards aged/fibrotic models. Samples 
immersed in 1x PBS (i.e. provided with no exogenous mTG 
or 0 U/g mTG) were used as controls.  
  

B. Mechanical Testing 
Nano-indentation tests were performed using a PIUMA 

Nanoindenter (Optics11) with a 61.5 µm spherical tip. Each 
hydrogel was  glued on a Petri dish using cyanoacrylate 
(Attack, Loctite) and submerged with deionized water before 
testing. At least 10 indentations were performed on different 
surface points of each sample, using a constant strain rate of 
𝜀𝜀 = 0.05 s-1. Hydrogels were tested at day 1 and 7 after 
incubation in mTG solution. Experimental data were 
analysed with the nanoepsilon dot method, deriving elastic 
moduli as the stress-strain slope within 0.10 strain [9]. 

Enzymatically Stiffenable Gelatin Hydrogels for 
Engineering Pathophysiological Organ Models  
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C. Statistical Analysis 
Statistical analyses were performed with GraphPad Prism 

(Graph Pad Software Inc.). Data obtained for 1 and 10 U/g 
mTG-gelatin hydrogels were analysed separately with a 2-
way ANOVA to investigate the effect of both exogenous 
mTG concentration and incubation time on the elastic 
modulus of each group of samples. Multiple comparisons 
were performed with Sidak test, in order to investigate either 
the effect of incubation time on resultant E for each 
exogenous mTG concentration or the effect of mTG 
concentration at the same time point. Statistical significance 
was set to p < 0.05. 

III. RESULTS 
Figure 1A shows mTG-gelatin hydrogels removed from the 
moulds (day 0): 10 U/g hydrogels appear opaque and more 
stiff with respect to 1 U/g ones that are transparent and soft. 

After 24 h of incubation in mTG, the elastic modulus (E) 
of 1 U/g gels significantly increases with exogenous mTG 
concentration (Fig. 2). Although higher in controls with no 
mTG (0 U/g), as expected, at 24 h the modulus of 10 U/g 
samples immersed in mTG solution is generally lower than 
that of 1 U/g gels and reaches a plateau at 10 U/g mTG. 

 The differences measured via nanoindentation are also 
appreciable in Fig. 1. At day 1 (Fig. 1B), control samples 
appear softer with respect to day 0 (Fig. 1A), while the other 
gels tend to shrink and become more opaque with increasing 
exogenous mTG concentration. On the contrary, differences 
are less evident in 10 U/g gels, except for the control that 
seems to be less shrunk and opaque than those exposed to 10 
and 100 U/g exogenous mTG. 

After 7 days of incubation, the E continues to increase 
significantly for both 1 and 10 U/g samples immersed in both 
10 and 100 U/g mTG solutions with respect to 24 h (Fig. 3A-
B), while it decreases in case of controls (p < 0.05 only in 
case of 10 U/g gels), suggesting that hydrolysis prevails over 
the enzymatic crosslinking. 

The interaction between the two factors (i.e. exogenous 
mTG and incubation time) was significant for both 1 and 10 
U/g pre-crosslinked samples, with incubation time effect 
depending on the level of mTG concentration. In particular, 
the elastic modulus increases with time only in presence of 
mTG, while it decreases between day 1 and day 7 in absence 
of the enzyme (Fig. 3A-B). Moreover, the E increases 
increasing the exogenous mTG concentration (p < 0.05 only 
in the case of 10 U/g gels at day 7, between 10U/g and 
100U/g exogenous concentrations). 

IV. CONCLUSION 
Pathophysiological in-vitro models are important to 

understand the processes underneath aging and several 
diseases, such as fibrosis. Given the critical role of the 
biomechanical environment in regulating cell behaviour and 
directing the development of tissue fibrosis, mTG-gelatin 
hydrogels were designed to reproduce the typical stiffness of 
healthy soft tissues and to subsequently be stiffenable via 
enzymatic activity to recreate aged or fibrotic environments, 
in an in-vivo like manner. 

We demonstrate that mTG can be used as a second step 
crosslinker to increase the elastic modulus of gelatin 
substrates, thus reproducing the transition from healthy to 
aged/fibrotic environments in-vitro. Microbial 
transglutaminase is an attractive biocompatible agent [8] for 
altering the mechanical properties of amino-containing 
scaffolds during cell culture to engineer fibrotic/aged organ 
models in-vitro.  

Thanks to exogenous mTG administration, the elastic 
modulus of 1 U/g samples can be varied from about 4 to70 
kPa. These values cover the range of typical 
pathophysiological elastic moduli of soft tissues [10].  
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Fig. 1. mTG-gelatin hydrogels: a) day 0 (1 U/g and 10 U/g represent the internal concentrations of mTG); b) day 1 (U/g values on the rows represent mTG 
internal concentrations, while U/g values on the columns are the exogenous mTG concentrations administered to mTG-gelatin samples). 

 

 
Fig. 2.  Elastic moduli of 1 and 10 U/g mTG-gelatin samples immersed in mTG solutions after 1 and 7 days.  
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Fig. 3.  ANOVA interaction plot of a) 1 U/g and b) 10 U/g mTG-gelatin samples. For each exogenous mTG concentration, significant differences between E at 
day 1 and 7 are denoted with an asterisk (p < 0.001). 
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Abstract—Malignant melanoma is a highly aggressive skin 
cancer whose rate of mortality dramatically decreases if 
detected in the initial phases of its development. For this reason, 
early recognition of melanoma is of upmost importance. 
Enhancement in the imaging technique such as confocal laser 
scanning microscopy (CLSM) enabled the obtainment of high-
resolution images but up to date, a definitive diagnosis can be 
achieved only after excisional biopsy and subsequent histological 
analysis. Literature studies assessed alteration in the mechanical 
properties of the biological tissue when a pathological condition 
occur. In this context, we propose a combined approach 
comprising an experimental analysis and a computational 
modelling. The latter will be devoted to the obtainment of 
transverse displacement from CLSM images while the former 
will be devoted to the development of a multiscale approach to 
fully characterize the skin and skin lesion. Such a combined 
approach will allow further understanding on biomechanical 
changes that occur in presence of skin lesions.  
Keywords—skin lesion, multiscale, skin biomechanics  

I. INTRODUCTION 
ALIGNANT melanoma is a highly aggressive skin 
tumour whose incidence has dramatically risen in the 

last decades causing the 75% of skin cancer-related deaths 
[1]. The 5-years survival rate ranges from 15% if lately 
detected to 99% if early detected [2]. For these reasons, the 
early recognition of melanoma is of upmost importance. 
Currently, the diagnosis is performed using the so-called 
ABCDE rule, which is based on the visual evaluation of 
dermatoscopic features (Asymmetry of the lesion, Border 
irregularity, Color variegation, Diameter dimension and 
Evolution). Suspicious melanoma undergo to excisional 
biopsy and subsequent histological analysis. Improvements in 
diagnostic imaging technique allowed the obtainment of 
higher resolution with respect to classical dermatoscopy 
analysis. Confocal laser scanning microscopy (CLSM) is able 
to provide the visualization of the upper layers of the skin 
layers with a cellular resolution. Nevertheless, biopsy and 
histological analyses are mandatory to provide a final 
diagnosis. In this context, exploring new methodologies to 
investigate the changes occurring when such a pathological 
conditions initiate could suggest new clinical pathways. 
Starting from these considerations, our study aims at 
evaluating if mechanical alterations that occur when the 
pathology develops can be used to help the clinical decision. 
Several literature study in fact assessed a modification of the 
mechanical properties of biological tissues during the 
development of the metastasis of cancers such as carcinoma 
[3], [4] or melanoma [5]-[7]. 
In this view, a combined approach including an experimental 

analysis and a computational study is proposed to 
characterize the mechanical properties of the superficial 
layers of the skin and skin lesion . In the latter CLSM images 
of the skin and skin lesions are obtained before and after the 
application of a mechanical stimulus. The depth-dependent 
behaviour of the skin layers is investigated by calculating the 
transverse displacement after the stimulus. The former is 
aimed at reproducing the experimental condition to identify 
the different layers material parameters for skin and skin 
lesions that allow reproducing the transverse displacement 
experimentally obtained.  

II. MATERIAL AND METHODS 
 
To fully characterize the skin and skin lesions, a combined 
approach is proposed comprising an experimental and a 
computational analysis. The former is devoted at the 
evaluation of the response of the skin and skin lesion when a 
displacement field is applied. The latter is aimed at the 
assessment of the different mechanical properties of the skin 
layers and to establish if the skin and skin lesions exhibit a 
different behaviour.   
 

A. Experimental set up 
The experimental set up consisted of a CLSM Vivascope® 

1500 (MAVIG VivaScope Systems, Munich, Germany), a 
tissue ring, an adhesive plastic window, an adhesive tape 
(Opsite Flexigrid, Smith & Nephew, London, UK) and a 
(pliers) support. The schematic of the experimental set up is 
illustrated in figure 1. The CLSM probe is coupled to the 
tissue ring on which a disposable adhesive plastic window is 
glued. This plastic window adheres to the skin. In this way, a 
displacement is applied to the CSLM probe, which in turn 
transmits it to the skin. In vivo CLSM images were acquired 
on the dorsal forearm of healthy Caucasian volunteers. Image 
stacks (500 x 500 µm, depth 152 µm) were acquired in 
undeformed and deformed (i.e., the CLSM probe is submitted 
to a displacement of 250 µm along the X direction) 
configurations (Fig. 1). For both configurations, the stacks 
were reconstructed and the displacement field was computed 
through a registration strategy, which estimated the best 
alignment of the deformed and undeformed images [8]. The 
depth-dependent displacement was computed to evaluate if 
different behaviors are evident in the different layers for the 
skin and skin lesion. 

Biomechanical evaluation of skin lesions: a 
combined approach 
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B. Computational model 
To obtain the mechanical information of the different skin 

layers, a multi-scale approach was adopted ranging from 
macroscale, microscale up to cellular scale. The schematic of 
the multi-scale approach is illustrated in figure 2.  

Starting from CLSM subject specific model of the skin and 
skin lesions have been created. 

1. Tissue macroscale model 
The subject specific 3D FE tissue macroscale models were 

developed using Abaqus 6.13 ® (SIMULIA, Dessault 
Systèmes, France). Each layer was modelled as an isotropic 
hyperelastic material using the Neo-Hooke constitutive 
equation and incompressibility was assumed. For each layer 
the thickness is measured from CLSM images and assumed 
constant. A displacement type boundary condition is applied 
in correspondence of the area of the adhesive plastic window, 
a shear stress is applied to simulate the effect of the fluid 
under the same plastic window. The model is complemented 
with appropriate boundary conditions to simulate the effect of 
surrounding tissue. The material parameters of the different 
layers are initially set according to literature data and then 
iteratively varied until the numerical transverse displacement 
matches the experimental one.  

2. Tissue microscale model 
Once the material parameters in the tissue macroscale models 
are obtained, the corresponding subject specific 3D FE tissue 
microscale models accounting for the upper layers of the skin 
(i.e., stratum corneum, epidermis, basal membrane and 
dermis) are set up. These models were developed using 
Abaqus 6.13 ® and the material behaviour of each layer is 
describe as an incompressible isotropic hyperelastic material 
as in the tissue macroscale models. At this level, the peculiar 
morphology of the basal membrane is taken into account. The 
geometry of the basal membrane is reconstructed from 
CLSM images using Rhinoceros (Seattle, WA, USA). To 
obtain the material parameter of the membrane a traction test 
in numerically performed on a specimen comprising the 
subject specific basal membrane the epidermis and the 
dermis. This information is then added to the tissue 
microscale models. Each subject specific model is then 
complemented with displacement boundary conditions 
obtained from the corresponding tissue macroscale model.  

3. Cellular model 
The cellular scale model was developed using Chaste 

(Cancer, Heart And Soft Tissue Environment, University of 
Oxford), an open source code which allows the modelling of 
the interactions among different types of cells. The aim of the 
model is to reproduce the cellular composition of different 
regions of interest modifying the ratio of melanocytes- and 
keratinocytes. Two families of cells have been defined, the 
leukocytes and melanocytes each with a cellular dimension of 
8 µm. The cellular interaction are set according to literature 
indications. A displacement boundary condition is applied.  

C. Results 
For the sake of brevity, we report the comparison of the 

transverse displacement computed for skin and skin lesion 
from the CLSM registration and that numerical simulated 

using the tissue macroscale model (Fig. 3). A good 
agreement has been achieved between the experimental (dots) 
and the computational (line) for both the skin lesion (a) and 
the skin (b). In addition, it worth noting that while in the case 
of skin the slope of the displacement show only a variation 
from the stratum corneum to the lower layers, in the skin 
lesion the changes in the slope are observed in the epidermis, 
the DEJ and the dermis. These changes depend on the 
variation of the mechanical properties: the estimated Young’s 
modulus in case of skin lesion at the derma-epidermal 
junction the is five-fold greater than case of normal skin. The 
analysis of the deformation field for skin (c-d) and skin 
lesions (e-f) also showed a higher gradient of the deformation 
in the skin lesion in correspondence of the DEJ. 

III. CONCLUSION 
The combined approach here proposed allowed to obtain the 
experimental transverse displacement in skin and skin lesions 
of healthy volunteer. The multiscale model provided 
important information on the modification of the mechanical 
properties in the skin lesion with respect to the normal skin. 
Such a methodology represents an interesting and suitable 
tool to be applied in the investigation of the melanoma to 
obtain further understanding of such pathology as well as 
indications to support clinical diagnosis. 
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Fig. 1. Schematic of the experimental set up. The CLSM probe is attached to the skin through a tissue ring and an adhesive plastic 
window (left). The adhesive plastic window was cut so that only half was attached to the skin surface and on the opposite side, an 
adhesive tape was attached onto the skin surface and held through a support to obtain an encastre (right). 

Fig. 2. Schematic of the multiscale model. From the left to the right: tissue macroscale (green), tissue microscale (red) and cellular scale 
model (blue).Geometrical data from CLSM and data from literature are integrated in the models. The figure underlines the communications 
of parameters between the three models. 

Fig. 3. Results of the computational model. Top: comparison of the transverse displacement for the skin (a) and skin lesion (b) obtained from 
the CLSM images (dots) and from simulation (line). Bottom: maps of the deformation for the skin (c-d) and the skin lesion (e-f).  
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Abstract—The aim of this study was to measure, for the first 
time, the full-field three-dimensional strain distribution inside 
prophylactic-augmented vertebrae in the elastic regime and to 
failure. Eight porcine vertebrae were prophylactically 
augmented using two different cements.  They were micro-CT 
scanned (40 micrometer voxel) in the unloaded state and at 5%, 
10% and 15% compression. Internal strains were computed 
using digital volume correlation (DVC). For both cement types, 
the highest strains were measured in the regions adjacent to the 
injected cement mass, whereas the cement-interdigitated-bone 
was less strained. While this was already visible in the elastic 
regime (5%), it was a predictor of the localization of failure, 
which became visible at higher degrees of compression (10% 
and 15%) when failure propagated across the trabecular bone, 
sometimes reaching the cortex.  Localization of the high strains 
and failure was consistent between specimens, but different 
between the two cement types: for one cement (having a lower 
young modulus) this was located at mid-height, at the same level 
as the cement mass; for the other one (having a higher young 
modulus) strain concentration and failure were cranial or 
caudal to the cement mass. This study demonstrated the 
potential of DVC in measuring the internal strain (elastic 
regime) and failure in prophylactic-augmented vertebrae.  
While the cement-interdigitated region becomes stronger (less 
strained), the adjacent non-augmented trabecular bone is 
affected by the stress concentration induced by the cement mass, 
and tends to fail.  This approach can help establishing better 
criteria to improve the vertebroplasty and augmentation. 
Keywords— Prophylactic vertebral augmentation, Digital 

volume correlation, Bone fracture, Full-field three-dimensional 
strain measurement. 

I. INTRODUCTION 
HERE are cases in which vertebrae are at high 
risk of fracture, such as in with low bone 

mineral density or metastatic lesion. One 
prophylactic strategy that has recently been 
proposed to reduce fracture risk in weak vertebrae 
is the mechanical reinforcement of the vertebral 
body by injection of a foreign augmentation 
material. Past studies only investigated structural 
failure [1-3] and the surface strain distribution [4].  
To elucidate the failure mechanism of the 
augmented vertebral body, information is needed 
about the internal distribution of strains. With the 
recent and rapid progress of high-resolution micro-
CT imaging in conjunction with in situ mechanical 
testing, digital volume correlation (DVC) emerged 
as a novel tool for the measurement of 3D 

deformation fields throughout entire bone volumes 
[5]. The aim of this study was to improve the 
understanding of the failure mechanism inside 
prophylactic-augmented vertebral bodies under 
compression.  DVC was used for the first time to 
measure the full-field internal strain distribution 
inside the vertebral body, in the injected cement, 
and in the cement-bone interdigitated region of 
vertebrae that were prophylactic-augmented with 
two different cements, including both the elastic 
regime (axial components of strain), and the 
internal micro-failure mechanism.    

II. MATERIALS AND METHODS 
Eight single thoracic porcine vertebrae were 

divided in two groups: 
• Augmentation with Cal-CEMEX Spine 

(Tecres, Italy) was performed on 4 intact vertebrae.  
• Augmentation with Mendec Spine (Tecres, 

Italy) was performed on 4 intact vertebrae.  
Destructive tests were performed with a step-

wise axial compression (0%, 5%, 10% and 15% 
compression). MicroCT images were acquired at 
each step (typically 40 micron resolution). DVC 
analysis (LaVision, UK) was performed on the 
microCT-reconstructed volumes to obtain the full-
field displacement and strain distribution, in order 
to identify the onset and progression of bone-
biomaterial failure in the natural and prophylactic 
augmented vertebral body.  

III. RESULTS 
In all of the augmented specimens, the micro-CT 

images (Fig. 1) showed a main micro-damage, at 
15%.  For both cement types, the cement region 
appeared to be undamaged, even at the final 
loading stage (15%); failure tended to initiate in the 
trabecular bone adjacent to the cement-bone 
interdigitated region. In the majority of the Mendec 
specimens (3 out of 4, Fig. 1) the main micro-

First application of digital volume correlation to 
study the efficacy of prophylactic augmentation 
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damage was localized in the trabecular bone at 
mid-height, at the same level of the cement mass.  
Such a collapse seemed to initiate from the cement-
bone interface, then gradually spread across the 
trabecular bone anteriorly and finally in the 
transverse plane reaching the cortical bone.  Only 
for specimen Mendec-4 collapse initiated at the 
two extremities (Fig. 1, 15%), which ended with a 
trabecular crushing in most of the cranial and 
caudal region, far away from the augmented 
region. The specimens augmented with Cal-
CEMEX showed a main micro-damage localized in 
the trabecular region just cranial or caudal to the 
cement mass (Fig. 1, 15%).  Only in Cal-CEMEX-
3 the micro-damage was at the same height of the 
cement mass, towards anterior (Fig. 1, 15%).  
Similar to the Mendec specimens, such a collapse 
initiated from the cement-bone interface, and 
gradually developed across the trabecular 
anteriorly or posteriorly in the transverse plane, in 
some cases affecting the cortical bone (Cal-
CEMEX-2 and Cal-CEMEX-3). 

At the first compression step (5%) the 
localization of high-strain regions varied between 
specimens (Fig. 3-4).  Conversely in the final 
loading step (15%) the cement regions seemed to 
be less strained in all specimens, and the largest 
strains were generally observed adjacent to the 
cement-bone interdigitated region.  In the Mendec 
specimens, the highest strains observed at 10% and 
15% compression were at mid-height, at the same 
level of the cement mass (Fig. 2). Conversely, in 
the Cal-CEMEX specimens the largest strains were 
just cranial and caudal of the cement mass (Fig. 3).  
The highest strain was localized in a single region 
within the augmented vertebral body for most 
specimens; the only exceptions were Mendec-3 and 
Cal-CEMEX-4, where two distinct strain peaks 
were observed, adjacent to the cement mass.  For 
the specimens augmented with both cement types, 
the regions of high strain seemed to match very 
well the localization of micro-damage visualized in 
the micro-CT images (Fig. 1). Strains were 
markedly lower away from the most stressed 
regions where damage initiated. The strain 
distribution in the augmented vertebrae in the 
elastic regime (5%) seemed to predict the location 
of the micro-damage initiation before it actually 
became identifiable (at 10% and 15%) in the most 

of the specimens (Fig. 2 and 3).  Only the 
specimen Mendec-1 showed a relocation of the 
highest axial strain from the posterior (5%, Fig. 2) 
to the anterior region (15%). 

IV. CONCLUSION 
Both the micro-CT images, and the DVC strain 

analysis highlighted that: the cement mass was less 
strained than any other regions in the vertebra and 
was never the point of failure initiation.  This can 
be explained with the additional stiffening and 
reinforcement associated with the infiltration of the 
cement inside the trabecular bone. The highest 
strains and failure were localized in the bone 
adjacent to the cement-bone interdigitated region.  
This can be explained by the stress concentration 
between two regions: the cement-interdigitated 
bone, which has become stiffer and stronger, and 
the adjacent non-augmented trabecular bone 
(where some trabeculae might also have been 
damaged by the injection process). The specimens 
augmented with the two cement types seemed to 
have different failure mechanisms: this could be 
possibly associated with the different stiffness of 
the two cements. In conclusion, this study has 
demonstrated the potential of digital volume 
correlation in measuring the internal strain (elastic 
regime) and failure in prophylactic-augmented 
vertebrae.  It has been shown that failure starts 
inside the augmented vertebral body, next to the 
injected cement mass.  This can help establishing 
better criteria (in terms of localization of the 
cement mass) to improve the clinical protocols for 
vertebroplasty and augmentation. 
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Abstract—In this study we use an image-based hemodynamic 
model of human aorta to investigate the influence of different 
strategies of applying boundary conditions (BCs) on low-density 
lipoproteins (LDL) transport and wall transfer. Findings from 
simulations clearly show that the imposition of idealized, rather 
than PC-MRI measured velocity profile as inflow BCs in 
subject-specific computational models of mass transport could 
largely affect the location and extension of regions of LDL 
polarization at the luminal surface of the aorta. 
Keywords— Low-density lipoproteins transport, arterial mass 

transport, computational hemodynamics, atherosclerosis. 

I. INTRODUCTION 
HE complex hemodynamics observed in the human aorta 
make this district a site of election for an in depth 
investigation of the relationship between fluid structures, 

transport and patho-physiology. In fact, it is well known that 
hemodynamics play an important role in the mass transport 
of blood specimen, and in turn, in their transfer to the 
vascular wall and ultimately in the localization of vascular 
disease in areas of complex arterial flow. In particular, the 
accumulation of lipoproteins in the arterial intima is a 
hallmark of atherosclerosis. Low-density lipoproteins (LDL) 
are the most abundant atherogenic lipoproteins in plasma and 
high plasma levels of LDL are causally related to the 
development of atherosclerosis [1].  
In the last decade the coupling of medical imaging and 
computational fluid dynamics (CFD) has contributed to 
enhance the comprehension of the aortic hemodynamics, with 
the possibility to obtain highly resolved blood flow patterns 
in anatomically realistic arterial models. In particular, in the 
context of a subject-specific oriented approach, PC-MRI has 
emerged as able to provide the anatomical and hemodynamic 
inputs to even more realistic, fully personalized flow 
simulations [2]. Moreover, personalized computational 
modeling of mass transfer has been proposed as a powerful 
way of addressing abnormalities in mass transfer patterns, 
which could be in themselves atherogenic [3]. In this regard, 
a recent study investigated the effects of geometric features 
of human aorta on the flow pattern and the luminal surface 
LDL concentration. More in detail, it was investigated the 
role played by aortic torsion, branching, taper, and curvature 
on LDL transport and luminal surface distribution in four 
aortic models with different geometry [4].  

In this study we analyze the influence of different 
possible strategies of applying PC-MRI measured data as 
inflow boundary conditions (BCs) to confidently model LDL 

transport and transfer in image-based hemodynamic models 
of human aorta. In detail, the influence on LDL transport of 
assumptions regarding the velocity profile at the inlet section 
of the ascending aorta. We impose PC-MRI measured 3D 
velocity profiles (i.e. locations-dependent direction and 
magnitude of velocity vectors at the inlet section) at the inlet 
of the computational model and compare the obtained results, 
in terms of low-density lipoproteins transport, to the results 
of two equivalent computational models with the same 
instantaneous flow rate prescribed as measured 1D velocity 
profiles (i.e. magnitude of velocity vectors normal to the inlet 
surface) and flat velocity profile inlet BCs. Technically, 
steady-state flow simulations were carried out at three 
representative phases of the cardiac cycle for the three inlet 
velocity profiles considered. The LDL distribution at the 
aortic luminal surface was computed and the results were 
compared.  

The study here presented would contribute to clarify which 
is the impact of the conditions applied at inflow boundaries 
on aortic LDL transport. In particular, the comparison of 
LDL transport at the aortic luminal surface as obtained 
prescribing idealized vs measured velocity profiles as inflow 
BCs, will contribute to clarify which is the level of detail 
obtained from measured phase velocity, sufficient to 
satisfactorily simulate mass transport/transfer in personalized 
computational hemodynamics models of human aorta. 

II. METHODS 
The geometry of an ostensibly healthy human aorta was 

reconstructed from 4D PC-MRI images. PC-MRI slices were 
used to generate the model of aorta into the Vascular 
Modeling Toolkit environment by applying a multiple step 
procedure for the extraction of the surface mesh of the 
thoracic aorta from PC-MRI data [5]. The finite volume 
method was applied to perform numerical simulations under 
steady flow conditions. The general purpose CFD code 
Fluent (ANSYS Inc., USA) was used on computational 
mesh-grids with high quality prismatic cells near the wall at 
the inlet surface and structured tetrahedral elsewhere, semi-
automatically generated using ICEM (ANSYS Inc., USA). 
The domain was equipped with straight flow extensions at 
the outlet faces and divided into about 4·106 cells. Blood was 
modeled as an isotropic, incompressible, homogeneous, 
Newtonian viscous fluid with density equal to 1060 kg/m3 
and dynamic viscosity equal to 3.5 cP. The LDL diffusion 
coefficient in blood was set to 5.94·10-9 m2/ s. Arterial walls 
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were assumed to be rigid with no-slip condition at the wall. 
At the outlet sections of the model measured flow rate ratios 
were imposed as outflow BCs, as detailed in [5].  

Steady state LDL transport in flowing blood can be 
described by the convective-diffusion equation for the LDL 
concentration C: 

 

                                 𝑢𝑢 ∙ ∇𝐶𝐶 − 𝐷𝐷!∇!𝐶𝐶 = 0      (1) 
 

where u is the velocity vector and DL is the diffusivity of 
LDL in flowing blood, set to 4.8·10-12 m2/s [4].  
Flow simulations were carried by applying conditions at 
boundaries as measured at three different phases of the 
cardiac cycle (i.e. acceleration phase, systolic peak and 
deceleration phase, Figure 1), for a total number of nine 
simulations. According to a previous strategy [2], the 
following BC strategies were applied at the inlet section of 
the ascending aorta. The first strategy consists in the 
application of the measured PC MRI velocity profiles at the 
inlet section. Technically, at the inlet section of the model 
the measured three components of the velocity were extracted 
from the phase images. Using phase-contrast flow data, two 
different inflow conditions were generated, by imposing at 
the inlet of the ascending aorta: (1) PC-MRI measured 3D 
velocity profile at systolic peak, and at two phases of the 
cardiac cycle, one along the acceleration phase and the other 
along the deceleration phase; (2) PC-MRI measured 1D 
velocity profile at the same phases of cardiac cycle, obtained 
considering the measured velocity component orthogonal to 
the inlet section of the anatomic model (i.e., the axial velocity 
component). The second strategy is a widely applied 
approach and consists in the application of the measured 
velocity waveform at the inlet surface in terms of idealized 
flat velocity profile, where the velocity magnitude of flat 
profile was obtained by averaging 1D velocity profile, at each 
one of the three considered phases of cardiac cycle.  
The equation (1), governing mass transport, was solved 
coupled to the Navier-Stokes equations by imposing the 
following BCs: 
 

                                 BC inlet:    𝐶𝐶 = 𝐶𝐶0               (2)  
 

                                 BC outlet:  𝐶𝐶 = !"
!"

               (3)  
 

                                 BC wall:    𝐷𝐷!
!!
!"

= 𝑣𝑣!𝐶𝐶!          (4)  
 

where C0 is the LDL concentration in the bulk flow (set equal 
to 2.86·10-9 mol/m3 [4]), Cw is the concentration of LDLs at 
the luminal surface of the artery, vw is the filtration velocity 
of fluid across the vessel wall (set equal to 4·10-8 m/s [4]), 
and suffice n indicates the direction normal to the boundary. 
LDL transport was computed for the three inflow conditions 
cases and the impact of the choice of idealized rather than 
measured velocity profiles as inflow BCs was investigated 
focusing on LDL transfer to the aortic luminal surface. 

III. RESULTS 
 As main finding of the study the uptake of LDL at the 
aortic wall (normalized with respect to the initial LDL 
concentration C0 at the aortic inlet section) is reported. In 
detail Figure 1 presents the LDL accumulation profiles at the 
luminal surface obtained by imposing in silico (FLAT panel) 
and in vivo (1D and 3D panels) velocity profiles as inflow 

BCs for the three simulated phases of the cardiac cycle. 
Notably, differences in LDL patterns at the luminal surface 
are present, depending on the applied velocity profile at the 
inflow. In detail, the surface area subjected to elevated LDL 
accumulation is markedly wider than the 3D and 1D cases, 
when flat velocity profile is prescribed at the aortic inflow 
section. The FLAT case presents three luminal regions at the 
aortic arch subjected to severe polarization of LDL, more 
evident during the acceleration phase of the cardiac cycle 
(inner lateral edge of the brachiocephalic artery, intrados of 
the ascending aorta and inner wall of the descending aorta). 
The same regions were identified in [4], as interested by 
elevated LDL accumulation. LDL polarization at these 
luminal regions sensibly decreases in 1D and 3D simulation 
cases. Results obtained for 3D and 1D cases show a more 
uniform LDL distribution at the wall along the aortic arch, 
with a weak increase in LDL polarization at the inner wall of 
the descending aorta. In general, Figure 1 confirms that light 
or negligible differences can be appreciated in LDL transport 
between 1D and 3D cases at the three cardiac phases here 
investigated. 

IV. CONCLUSION 
The findings of this study show that the imposition of 

idealized velocity profile as inlet BCs in subject-specific 
computational hemodynamics models of mass transport in 
the human aorta could largely affect the location and 
extension of regions of LDL polarization at the luminal 
surface. We conclude that the plausibility of the assumption 
of idealized velocity profiles as inlet BCs in personalized 
model of the aortic hemodynamics could not, or could 
loosely, hold true. This finding needs further investigation, 
because of the fact that it is derived from steady-state flow 
analysis. The same analysis will be extended to unsteady-
state simulations, applying the same scheme as proposed in 
previous works [2]. Ultimately, the approach here proposed is 
intended to be applied to elucidate the role played by the 
aortic helical flow in mass transport [6], in particular in 
testing the hypothesis that the promoted-by-helicity mixing 
of blood could be beneficial in suppressing severe LDL 
polarization at peculiar aortic regions, thus being part of the 
physiologic atheroprotective mechanism. 
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Fig. 1.  Comparison of the normalized LDLs concentrations at the luminal 
surface for the simulated inflow boundary conditions. 
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Abstract—Tendon ruptures remain a clinical challenge and 
require the replacement of the damaged tissue. The current use 
of autografts is an established approach but related to a low 
biocompatibility and biomechanical properties. This study 
aimed to identify a novel decellularization protocol for equine 
tendons to obtain a suitable substitute for the regeneration of 
injured tendons. Samples were analyzed by biochemical and 
biomechanical tests. 1% TBP+3% PAA was identified as the 
proper decellularization protocol, then tested for cell viability. 
Keywords—xenograft, biomaterials, decellularization, equine 

tendon biomechanics. 

I. INTRODUCTION 
RAUMATIC tendon ruptures or losses require a surgical 
replacement of the damaged tissue. Currently, tendon 

autografts are the common choice to reconstruct the tendon 
integrity but with several limitations [1], [2]. In the recent 
years, tissue engineering widely investigated the use of 
scaffolds that might be seeded with host cells to promote 
tissue and functional integration [3]. Several decellularization 
techniques of xenografts by using chemico-physical agents 
have been studied, since bioengineered graft with 
biochemical and biomechanical properties similar to the 
native tendon should be compatible with the receiving host 
[2]. In this context, equine species is the most suitable source 
in terms of tissue supply, whereas the tri(n-butyl) phosphate 
(TBP) and peracetic acid (PAA) are the most efficient agents 
to optimize cell removal, maintaining all functional 
requirements. Our study wants to identify a proper 
decellularization protocol to obtain an extracellular matrix as 
suitable substitute able to deliver reseeded cells for the 
regeneration of injured tendons. The main goal was to 
remove intrinsic cells from equine superficial digital flexor 
tendons (SDFT) by means of the 1% TBP associated or not to 
low concentrations of PAA. Thus, we evaluated the 
biochemical and biomechanical properties of decellularized 
tendons and we compared them to fresh-stored SDFT to 
determine any effect of the treatments on the tissue. Finally, 
we tested the best decellularization protocol in supporting the 
attachment and growth of the NIH-3T3 murine fibroblasts. 

II. MATERIALS AND METHODS 

A. Preparation of equine SDFT 
Equine SDFT were harvested from adult horses and 10 cm 

length portions were excised, washed in phosphate-buffered 
saline (PBS) and dry-stored at -80 °C. Then, specimens were 
thawed at room temperature (RT) in saline solution, 
sectioned into slices and frozen until processing.  

B. Decellularization methods 
Tendon slices of each donor were treated by one of the 

following protocols starting from 1% TBP: (1) 0% PAA, (2) 
1% PAA, (3) 3% PAA and (4) 5% PAA. An untreated slice 
of each donor was used as control (native tendon, NT). Slices 
to treat were immersed in PBS, then decellularized in 1% 
TBP buffered in 1M Tris-HCl (pH=7.8) under agitation. 
Following, slices were rinsed and stored to remove residual 
detergents. After this passage, specimens were immersed in 
0.0025 % DNAse-I in PBS under agitation and later washed 
in ddH2O and PBS. The last step was a different incubation 
in 0%, 1%, 3% or 5% aqueous solution of PAA. Finally, 
slices were rinsed in ddH2O and PBS, then stored in PBS or 
dry-stored for several analyses. 

C. Biochemical characterization 
DNA assay allowed to measure DNA content and post-

decellularization cellular component by means of a cell 
proliferation assay (CyQuant® kit–LifeTechnologies, Monza, 
Italy) and fluorescence spectroscopy (Perkin Elmer Victor 
X3 microplate reader). The quantification of sGAG was 
performed on decellularized and native tendons using the 1,9-
dimethylmethylene blue dye-binding assay (Sigma-Aldrich, 
Milan, Italy). The sGAG concentration was determined by 
reading the absorbance at 500 nm (Perkin Elmer Victor X3 
microplate reader). In order to quantify the collagen content, 
we firstly removed proteoglycans and prepared the 
supernatant obtained from the collagen residue. The optical 
densities, obtained from the supernatant by absorption 
spectroscopy, were interpolated in a curve of absorbance, 
using collagen type I from rat-tail soluble in acetic acid. Data 
obtained were expressed as total acid-soluble collagen. 

D. Biomechanics 
Biomechanical testing was performed starting from 

rectangular specimens obtained from the decellularized and 
native tendons, using an electromagnetic testing machine 
(MTS Synergie, Eden Prairie, MN, USA), equipped with a 
load cell of 1 kN. The mean dimensions of the samples were 
39±8 mm length, 14±2 mm width and 2.4±0.6 mm thickness. 
Tension protocol consisted of multi-ramp stress-relaxation 
tests, followed by the strain-controlled tension up to failure at 
1%/s strain rate. For stepwise stress relaxation tests, three 
tension steps up to 2% strain were applied, at 1%/s strain 
rate, followed by 1000s of stress relaxation. The pure elastic 
response (Er) was calculated from the equilibrium data of the 
stress relaxation tests. The tendon hyperelastic response, the 
elastic modulus at high strains (EM) and the failure stress and 
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strain were derived from the failure tests. Experimental data 
were fit to a viscoelastic model by means of a Prony series to 
evaluate the first four relaxation time constants. 

E. Repopulation of the decellularized matrix 
Tendons decellularized by means of TBP + 3% PAA were 

sterilized into 70% ethanol, washed in PBS and left unseeded 
as negative control or seeded with NIH-3T3 murine 
fibroblasts and cultured in complete medium. 150 µL of the 
cell suspension was deposed onto the surface to seed the 
tendon. Then, the medium was added and both the unseeded 
and seeded tendon matrices were statically cultured for 7 
days. The cell viability of seeded fibroblasts was evaluated 
performing a Live&Dead Viability/Cytotoxicity test (Life 
Technologies, Monza, Italy). 

III. RESULTS 

A. Biochemical analysis 
The DNA content data, measured to analyze the capability 

of the decellularization protocols on cell removal, show that 
all treated samples reduce the DNA content if compared to 
the NT, supporting previous histological cell count. 
Moreover, an important decrease in DNA content was found 
in the groups treated with TBP + 3% PAA and TBP + 5% 
PAA (cell removal of 98% and 99%, respectively) and it 
responds to the minimal criteria (50ng/mg dry weight in Fig. 
1A) to satisfy the purpose of tissue decellularization [2]. 
Figure 1B shows a significant decrease of sGAG content in 
tendon treated with TBP + 5% PAA but no significant 
differences were detected in the samples decellularized 
with TBP + 1% PAA, TBP + 3% PAA and TBP, with 
respect to NT. Figure 1C reports a significant decrease of the 
collagen content in tendon treated with all the protocols with 
respect to NT but a higher collagen content for the TBP 
group compared to the other protocols. 

B. Biomechanical tests 
The results of stress-relaxation tests conducted on native 

and decellularized samples with TBP + 1% PAA, TBP + 3% 
PAA, TBP + 5% PAA and TBP are reported in figure 2.A. 
The results of the failure tests report a hyperelastic response, 
particularly figure 2.B shows the EM at high strains. The 
tendons treated with all the decellularization protocols did not 
show significant changes in EM compared to the NT but only 
a significant difference was found between TBP + 1% PAA 
and TBP + 5% PAA, indicating a stiffer behavior of tendons 
treated with TBP + 1% PAA. The EM value for NT was 
181±78 MPa. According to this, there was not a significant 
difference in failure stress and strain values measured after 
the decellularization with respect to the NT (one-way 
ANOVA coupled with Bonferroni’s post hoc test). The 
average values of the relaxation constants at 2% of strain are 
shown in figure 3 and were not dependent on the 
decellularization protocol. 

C. Cell colonization of the decellularized matrix 
Accordingly to biochemical and biomechanical results, 

TBP + 3% PAA was considered the best decellularization 
protocol and used to reseed the equine tendons with NIH-3T3 
fibroblasts. After 7 days of culture, the Live&Dead assay 

demonstrated a preserved viability of the seeded cells (Fig. 
4), with a percentage of living cells of 80±9 %. This analysis, 
in addition to the collagen content in reseeded matrix, 
showed metabolic activity, NIH-3T3 viability and well 
distribution on the surface of the construct. 

IV. DISCUSSION AND CONCLUSION 
The present study wants to identify a proper 

decellularization protocol for large equine tendons by means 
of specific combination of TBP and PAA, biochemical and 
biomechanical tools. The results of the current study 
indicated that the TBP + 3% PAA and TBP + 5% PAA 
treatments reduced the resident cell amount by obtaining 
DNA values lower than the minimal criteria for clinical use 
[3]. The percentage of cell removal obtained by these two 
treatments was the most effective data obtained until now in 
the field of tendon decellularization protocols, to the best of 
our knowledge. These data strictly correlated with the sGAG 
analysis, in which well-preserved sGAG content was found 
in tendons treated with TBP + 3% PAA without any 
significant difference compared to the NT. Total collagen 
content was lower in all the tested decellularization protocols, 
since the exposure to PAA could affect the collagen content. 
All the tested decellularization protocols produced acellular 
scaffolds with mechanical properties similar to the NT for 
EM, failure stress and strains. High concentrations of PAA 
affected the pure elastic response of the tendon as evaluated 
by the stress-relaxation tests. Nevertheless, the tendons 
treated with TBP + 1% PAA demonstrated a greater stiffness 
in the whole viscoelastic behavior, whereas higher 
concentrations of PAA restored the viscoelastic response of 
the NT behavior. The maintenance of proper biomechanical 
features is mandatory either for the tissue engineering 
approaches to develop a tendon substitute. In terms of cell 
viability, our results demonstrated a good fibroblast 
cytocompatibility of the decellularized matrix with TBP + 
3% PAA. According to the results of the current study, the 
TBP + 3% PAA seems to be the most suitable 
decellularization protocol for large tendon grafts, being 
highly effective in cell removal, matrix structure and cell 
reseeding. Our protocol led to the generation of 
biocompatible, acellular tendon scaffolds that will be suitable 
as substitutes for tendon tissue engineering. 
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Fig. 1.  Effects of the decellularization protocols on DNA (A), sGAG (B) and collagen content (C). Comparisons among groups were analyzed 
with one-way analysis of variance (ANOVA) coupled with Bonferroni’s post hoc test (* p<0.05, ** p<0.01; a, *** p<0.001). 

 
Fig. 3.  Relaxation time constant values of the first four terms of Prony series for each 
decellularization protocols. 

 
 

Fig. 4.  Two representative panels of the Live&Dead of the reseeded matrix, with a percentage of living cells of 80±9 % and 
dead cells of 20±9 % (scale bars 200 µm). 

 
Fig. 2.  Histogram of the relaxation moduli for the three ramps (A) and elastic modulus (B) comparing NT 
and the decellularization protocols. Comparisons among groups were analyzed with one-way analysis of 
variance (ANOVA) coupled with Bonferroni’s post hoc test (*p<0.05). 
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Abstract—Nowadays, intravitreal injections are one of the 
most common techniques for the treatment of ocular diseases. 
To predict the transport mechanism of the injected drug, the 
fluid-dynamics inside the posterior chamber has to be known. 
This study aims at implementing a full CFD modeling of the 
vitreous domain. The main novelty of this work is the 
optimization of the boundary conditions. Results of the full CFD 
model suggest that effects of the physiological environment and 
the saccade must be taken into account. 
Keywords—computational fluid-dynamics, ocular drug 

delivery, vitreous, saccade. 

I. INTRODUCTION 
ANY ocular diseases can be treated by means 
of specific drugs, delivered by several clinical 

methods. One of the possible drug delivery method 
consists in the intravitreal injection, which 
overcomes the limits of topical and intravenous 
drug delivery techniques but can lead to other 
ocular complications. The vitreous humor is a gel-
like structure that acts as delivery medium in the 
posterior chamber of the eye. Several studies 
showed a liquefaction process after the age of 50 
years, inducing an increase of the liquid volume 
[1]. Numerical models are powerful tools able to 
study the intravitreal fluid-dynamics, which is 
fundamental to predict the drug delivery 
mechanism. To the best of our knowledge, few 
literature studies have been devoted to the 
evaluation of the ocular fluid-dynamics. One study 
defines the flow of aqueous humor inside the 
vitreous and reports that the drug distribution is 
strictly related to the diffusion coefficients and the 
size of molecules [2]. By contrast, other works 
consider the effect of saccadic movements on the 
drug distribution injected intravitreally and report 
that convection transport is dominant for different 
diffusivities and injection locations [3], [4]. The 
goal of our study is to implement a novel CFD 
model able to compute the overall ocular fluid-
dynamics, accounting for both the physiological 
environment and the ocular saccadic movement 
due to the extraocular muscles. In our opinion, this 

approach will allow us to define a powerful tool to 
predict the fluid-dynamics and the consequent drug 
delivery in case of ocular diseases. 

II. MATERIALS AND METHODS 
A. Geometrical model 

The model geometry represents the effective 
anatomy and shape of the human posterior 
chamber, which is bounded by the hyaloid 
membrane, the lens and the retina-choroid-sclera 
(RCS) membrane (Figure 1.A). The values of the 
radii of curvature of the retina and lens are equal to 
0.85 cm and 0.55 cm, respectively. The retina and 
lens have two centers of curvature with respect to 
the hyaloid membrane, the posterior one of 0.61 
cm, and the anterior one of 0.24 cm.  

B. Governing equations 
The fluid-dynamics of the vitreous is modelled by 

means of the Navier-Stokes and the continuity 
equations for a 3D unsteady incompressible 
Newtonian flow: 

               (1) 
  (2) 

where  is the fluid density,  the fluid velocity 
vector,  the hydraulic pressure and  the fluid 
viscosity. The vitreal density and viscosity are 
equal to 995.32 kg/m3 and 7.3164·10-4 Pa·s 
respectively, because we considered the high 
liquefaction for age-related diseases and the 
specific ocular temperature (T=34°C) [5]. 

C. Boundary conditions 
We identified two kinds of boundary conditions, 

one related to the physiological surrounding around 
the posterior chamber and the other connected to 
the ocular saccadic movements. In particular, we 
imposed i) no aqueous permeation through the 
lens, ii) pressure at the posterior hyaloid surface 
equal to the physiological intraocular pressure 
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(IOP) and iii) normal velocity across the porous 
RCS membrane and defined as follows: 

 
                     (3) 

where  is the hydraulic conductivity (5·10-10 
cm/Pa·s) [2] and  (1200 Pa) is the venous 
pressure downstream. Then, we implemented the 
real saccadic movement to all the external 
boundaries, connected to the rotation imposed by 
the extraocular muscles (Figure 2). This eye 
angular displacement relation consists in a fifth 
polynomial function with 50° of saccade 
amplitudes, the maximum angular displacement 
that a human eye can reach [3]. 
D. Mesh and computer code 

Structured meshes (Figure 1.B), used to 
discretize the computational domains, and all the 
simulations were performed using the commercial 
software Comsol Multiphysics 5.2 (COMSOL Inc., 
Burlington, MA, USA).  

III. RESULTS 
A. Effects of the physiological environment 

We firstly simulated the effect of the 
physiological environment without considering the 
saccadic rotation. The results report an internal 
pressure equal to 2000 Pa in the entire posterior 
chamber and a steady permeating flow across the 
SCR membrane, with a mean velocity magnitude at 
the retinal surface and inside the vitreous chamber 
are 4·10-7 cm/s and 1.08·10-6 cm/s, respectively. 
The total volumetric flow through the retinal 
surface is 0.18312 µL/min. These results match 
with the data proposed by Stay et al. 
B. Effects of the saccadic movements 

In a second model, we considered only the ocular 
saccadic movement due to the extraocular muscles 
stimuli. The overall fluid-dynamics is quite 
different if compared to the previous one, 
particularly the mean velocity magnitude at the 
retinal surface and inside the vitreous chamber are 
definitely higher (3.705 cm/s and 0.612 cm/s, 
respectively). Figure 3.A-B shows the velocity 
distribution on the equatorial plane at specific time 
steps (the acceleration time tP and the saccade 
duration D). Figure 4.A-B underlines the changes 
in wall shear stress distribution on the vitreous 
chamber wall. Shear stress values increase when 
the velocity of the movement is maximum (t=tP) 

and decrease when the angular velocity tends to 
zero, due to the change in the angular motion 
direction (t=D). The maximum values of shear 
stress and velocity and the overall distribution are 
in accordance with previous studies [3].  
C. Full CFD model 

The full CFD model aimed at the description of 
the overall fluid-dynamics, considering the 
boundary conditions imposed in the previous 
models at the same time. The velocity distribution 
on the equatorial plane does not show huge 
differences if compared to the previous simulation 
(Figure 3.C-D), confirmed by the mean velocity 
magnitude at the retinal surface and inside the 
chamber (3.667 cm/s and 0.608 cm/s, respectively). 
Even if we do not report significant changes in 
wall shear stress on the lens and retinal surface 
(Figure 4.C-D), a higher volumetric flow rate (3.7 
µL/min) due to the simultaneous presence of IOP, 
ocular saccadic rotation and Darcy’s flow across 
the retina is noticed. Streamline analysis for the 
averaged flow field shows two main stagnant 
regions on the equatorial plane (Figure 5). 

IV. CONCLUSION 
The present study aims at implementing a fully 

CFD model of the posterior chamber of the eye. It 
overcomes the limitations of literature works and 
represents a generalized tool to predict the ocular 
fluid-dynamics. Our approach will be useful to 
study the transport mechanisms after intravitreal 
injections of drugs and the changes in fluid-
dynamics due to specific diseases (e.g. glaucoma, 
age-related macular degeneration) and surgery (e.g. 
vitrectomy), by tuning the model parameters. 
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Fig. 5.  Streamlines of averaged flow in equatorial 
plane of vitreous chamber computed by the full CFD 
model. 

 
Fig. 4.  Comparison of the wall shear stresses in presence of only 
the 50° saccadic movements (A, t = tP – B, t = D) and those 
obtained by the full CFD model (C, t = tP – D, t = D). 

 
Fig. 3.  Effects of the 50° saccadic movements in terms of velocity 
magnitude on the equatorial plane of the vitreous chamber at time tP 
(A) and D (B). The full CFD model does not show significant 
changes (C, t = tP - D, t = D). 

 
Fig. 2.  The time law of the real saccadic rotation 
consists in four successive motions for each period, 
where a saccade to the left is followed by a return to the 
starting position and continues to the right at the same 
way. 

 
Fig. 1.  Geometrical simplification of the ocular posterior chamber (A). Structured mesh used to discretize the whole CFD 
domain (B). 
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Abstract—The purpose of this work is to define a full 
framework for the analysis of the Multilayer Flow Modulator 
(Cardiatis, Isnes, Belgium) device in the repair of thoraco-
abdominal aneurysms that provides reliable and accurate 
results to the surgeons. The framework includes an in-vitro 
study, a geometrical analysis and an in-silico investigation. In 
this work, the focus is given on the geometrical analysis. 
Therefore, geometrical indices to measure anatomical changes 
of the lumen and the aneurysm sac before and after the 
intervention are introduced. Results of the study for four 
patients with a two years follow-up are presented. 
Keywords—medical image processing, geometric analysis, 

TAA aneurysms, multilayer flow modulator. 

I. INTRODUCTION 
pen surgery of thoraco-abdominal aortic aneurysm 

(TAAA) is the gold standard approach for treating such 
pathology but, endovascular aortic implantation can be 
considered a valuable alternative for patients who are not 
eligible for such an invasive procedure. The multilayer flow 
modulator (MFM) is an uncovered, self-expanding mesh of 
braided cobalt alloy representing a new paradigm to treat 
aortic aneurysms. Its main feature is to change the blood flow 
within the aneurysm, modifying turbulent to laminar flow 
and supporting the formation of organized, stable thrombus 
inside the aneurysm sac. As a consequence, the wall shear 
stress (WSS) is reduced protecting against the rupture. 
Thanks to device porosity, another important feature consists 
in the ability of maintaining perfused the side branches [1].  

Clinical articles containing the firsts follow-up data of 
patients with Cardiatis can be found [2]. Engineering studies 
of the same subject are not in literature. In this context, a full 
engineering framework for the analysis of the MFM device 
represents an innovation. The study is intended to help 
clinicians understanding the feasibility of the intervention in 
TAAA using this novel device and interpreting the post-
operative (short and long term) outcomes.  

The overall project is divided into three tasks: in-vivo 
analysis, in-vitro experiments and numerical simulations. In 
detail, in vivo-analysis puts forth the aim of reconstructing 
aneurysms geometry and analyzing its changes in time, after 
the implantation of the MFM stent. In-vitro experiments aim 
at analyzing the performance of the stent in terms of porosity 
measuring the pressure drop through the surface of the stent. 
In-silico analyses integrate the previously mentioned studies 
simulating the hemodynamics around the stent for the 
quantification of WSS and flow behavior. In this paper main 
focus is given on the preliminary results of the in-vivo 
geometric procedure.  

II. METHODS 
Through bioimaging techniques and geometrical analysis, 

starting from Computed Tomography (CT) images, we define 
a pipeline for the analysis of the geometric and 
morphological changes of the aneurysmatic lumen and 
thrombus induced by the implanted MFM device. The dataset 
is composed by CT images of four patients undergoing 
endovascular treatment at IRCCS AOU San Martino-IST, 
Genova. For each patient one pre-operative CT (Pre) and 
three post-operative CTs in the firsts two years of follow-up, 
at established times, were collected: immediately after 
intervention (Post), after 1 year (1y) and after 2 years (2y). 
International Review Broad approval was obtained for the 
conduct of this study, and the board waived the need for 
patient consent.  

A. Segmentation and surface registration 
Different segmentation processes are employed in order to 

extract the lumen, the MFM and the aneurysm region. A 
semi-automatic gradient-based level set method [3] is used to 
extract the lumen. A threshold technique (Hounsfield units 
>1000) is employed to recognize the stent region. A semi-
manual technique is chosen to discern the aneurysm external 
wall. In particular, the manual contour of a reduced number 
of slices is extracted; then a 3D surface interpolation using 
radial basis functions is performed [4]. Later, the Iterative 
Closest Point algorithm [5] is used to register the follow-up 
surfaces to the pre-operative reference one.  

B. Geometric analysis 
Once segmented, we distinguish between the aneurysm, 

the total flow in the aneurysm sac and the residual blood 
flow, i.e. the blood that still flows outside the implanted stent. 
For each patient under study, we aim at verifying the 
presence or absence of blood flowing inside the aneurysm 
and the growth and the morphological changes of the 
aneurysm sac. To this end, geometric measurements on 
sections and volumetric indices are evaluated. Once observed 
that side branches remain perfused, they are eliminated from 
the reconstructed anatomical surface and only the principal 
lumen is considered [6]. Then, centerline of the vessel is 
computed and sections are generated, at given distances, 
perpendicular to this centerline. We remark that, thanks to the 
surface registration step, the sections are extracted at the 
same positions in all the pre-operative and post-operative 
surfaces allowing a direct comparison between different time 
instants. For each section we evaluate area, maximum and 
minimum diameter and a shape index that ranges from 0 to 1 
where 1 signify a completely circular shape [7]. These 
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measurements are taken both for the lumen and for the total 
aneurysm sac. 

We also evaluate some volumetric indices. First of all, we 
consider the total aneurysm volume (    ) and the percentage 
of aneurysm growth in comparison with the pre-operative 
configuration (   ). Residual flow volume (  ) and the 
percentage of total flow growth in comparison with the pre-
operative blood-flow configuration (    ) are also estimated. 
Finally, we have introduced the RTR ratio (see Eq. (1)), 
which is a 3D size index related to the percentage of 
intraluminal thrombus in the aneurysm sac.  

 
 
 
 

 
                

where     is the volume of blood inside the MFM. A value of 
100 % indicates a complete thrombization of the aneurysm. 
	

III. RESULTS 
In Fig. 1 the geometric 3D reconstructions of the four 

patients are reported. We take the configuration Post as an 
example. Red color refers to the circulating flow, yellow to 
the MFM and green to the intraluminal thrombotic zone. In 
Fig. 2 the results obtained from the analysis on sections are 
presented. Considering the lumen section area, for Patient 1 
we observe that after 1 year the blood flows completely 
inside the stent while after 2 years there is a new increment.  
 

 
 

The total aneurysm remains stable until 2 years when a 
sudden growth is detected. Patient 2 is characterized by a 
gradual increase in time of both lumen and aneurysm area 
sections. For the Patient 3 after 1 year, the lumen areas have 
decreased in the proximal region but increased in the distal 
one. Aneurysm important growth is observed only after 2 
years. Trend reversal is observed for Patient 4: both the 
lumen section areas and the aneurysm section areas 
decreased.  

In Table I results of the volumetric indices are reported. 
Considering the aneurysm sac, for the first and the second 
patient, a nearly linear growth is observed. Patient 3 has a 
little growth of the aneurysm while for Patient 4 a volume 
reduction is detected. After 1 year, RTR index of Patient 1 
has increased until 94 % indicating a nearly full thrombosed 
sac. For Patient 2 and Patient 4 RTR index does not change in 
time, but the latter is fixed at a higher value (≈90 %). In 
Patient 3 an important thrombization process is observed in 
the first year (RTR from 48 % to 69 %) followed by a 
stabilization. 

In Fig. 3 a signed distance computed between the Pre and 
the 2y configuration is presented to graphically illustrate the 
aneurysm zones where the maximum volumetric changes 
occurred.  
 

IV. CONCLUSIONS AND FUTURE DEVELOPMENTS 
We have defined a new pipeline for the geometric analysis 

of aneurysms treated with the MFM device. The dataset is 
composed of four patients affected by TAAA of different 
geometrical shape. They are also characterized by an 
extremely different behaviour in terms of MFM implantation 
response. Therefore, our pipeline has been proved and is able 
to provide multiple and accurate results for any aneurysm 
shape and for any morphological change in time.  

This is a first step within a larger project for the study of 
MFM feasibility.  
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TABLE I 
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Fig. 1.  3D reconstructions concerning the configuration Post are depicted.  
 

 
Fig. 2.  Geometric indices on sections: total lumen area and total aneurysm area, for the four patients in all time configurations are considered. 

 

 
 
Fig. 3.  For all patient signed distance between the pre-operative and the last (2y) configuration is depicted.  

 
 



688

ESB 2016GNB2016, June 20th-22nd 2016, Naples, Italy 1 

Abstract—Recent findings have shown that nuclear 
distortions may alter the import flux of transcription factors 
toward the nucleus and control the expression of genes and the 
protein synthesis. A possible mechanism of such a 
mechanosensory system resides in the nuclear pore complex 
(NPC). NPCs are generally considered sites of active 
transcription. Here we hypothesized that cell-stretching forces 
can mechanically activate the pore, thus allowing faster 
diffusivity of molecules. To this purpose, we recreated the two 
extreme nuclear deformation conditions (spread and round). 
Cell nuclei were imaged by confocal microscopy and by 
scanning transmission electron tomography (STEM) to asses 
nuclear and pore features. We also developed a multyphysics 
model accounting for the change in permeability in response to 
deformation. We found an increase in the nuclear envelope (NE) 
surface by up to 50% in deformed cells. Non-significant 
differences in both shape and size of the reinforcement ring of 
single NPCs with NE deformation. The computational 
simulations show that NE-NPC structure predominates 
compared to the NPC structure.  
Keywords—Nuclear Pore Complex, Nuclear Envelope, 

Diffusion, Permeability. 

I. INTRODUCTION 
 basic recent understanding in stem cell differentiation is 
that the cell is able to translate its shape (e.g. roundish or 

deformed) into a fate decision. However, the mechanisms by 
which phenotype expression is regulated by cell shape are 
complex and poorly understood. Our hypothesis is that cell 
deformation induces nuclear deformation, which in turn 
causes strains in the nuclear envelope (NE). This induces a 
change in porosity and in permeability of the NE that affects 
the flux of transcription factors involved in stem cell 
differentiation [1]. To demonstrate this hypothesis, we set-up 
a numerical model of the interaction between the nuclear pore 
complex (NPC) and the NE. 

  

II. MATERIAL AND METHODS 
Firstly, we recreated the two extreme deformation 

conditions for the NE. We isolated mesenchymal stromal 
cells (MSC) from the bone marrow of adult rats. To recreate 
the deformed configuration, we processed the cells for 
microscopical analysis when they were in adhesion to a flat 
culture substrate. On the contrary, to recreate the roundish 
configuration, we fixed and processed the cells in suspension. 
In both configurations, we acquired images of the whole 
nuclei by scanning confocal microscopy, to measure the NE 

deformation. In addition, we reconstructed 3D portions of the 
NE by scanning transmission electron tomography (STEM), 
see Fig. 1 and Fig. 2, to measure geometrical parameters of 
the NPC size/shape.  

Secondly, in order to couple a change in permeability of 
the NE at the microscale with a change in configuration of a 
single NPC at the nanoscale (in response to the deformation 
applied to the NE), we fed the measured data into a 
computational model of the NPC-NE mechanical interaction. 

 

III. RESULTS 
Our preliminary results show an increase in the NE surface 

by up to 50% together with a significant change of the local 
NE curvature in deformed cells, compared to roundish ones. 
However, we found non-significant differences in both shape 
and size of the reinforcement ring of single NPCs with NE 
deformation. 

   

IV. CONCLUSION 
The computational simulations show that the highly 

different mechanical response of the NE structure, compared 
to the NPC structure, predominates in determining the change 
in porosity of the NE in response to the applied strains. This 
result is consistent with experimental published evidences 
showing a dramatic change in NPC density and shape in cells 
lacking lamin, an essential nuclear protein anchoring the 
NPCs to the NE [2]. 
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Fig. 1.  Single tomographic slice through the nuclear envelope of a MSC cell grown in suspension. The highlighted distance 
(green) in the nuclear envelope (asterisks) corresponds to a nuclear pore complex. 
 

* 
* 

 
 

 
 
 
Fig. 2.  Slice segmentation (blue-left image) and corresponding 3D reconstruction (blue-right image) of the nuclear 
envelope of a MSC. In the images it is possible to properly differentiate the location of four Nuclear Pore Complexes. The 
scale bar in both images corresponds to 150 [nm]. 
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Abstract—We present a novel microfluidic device for the 
induction of complex multiaxial deformation patterns onto a 
stretchable porous elastic membrane. Here we report 
mathematically informed design, fabrication and validation of 
the device, which is currently under investigation for 
prospective application as a (co-)culture platform for excitable 
cells. 

Keywords—Microfabrication, Multiaxial cell stretching, 
Biomechanical optimization, Multiphysics in silico modelling. 

I. INTRODUCTION 
N vitro cell/organ-on-a-chip models of biological 
microenvironments represent an emerging tool to study 

complex biological systems mimicking in vivo conditions [1]. 
This approach, coupling co-culture protocols, biomechanical 
engineering optimization and microfluidic technologies, 
allows to provide a high degree of control over the 
experimental parameters exploiting the power of modern 
microscopy tools, often not applicable in in vivo experiments 
[2].  

Although microfluidic stretchable devices have been 
already developed and successfully used to study cell 
response under different mechanical stimuli [3], [4], a 
multiaxial dynamic control of cell strain is still under 
exploitation. In this perspective, a novel multiaxial 
microfluidic stretchable device is presented, which has been 
designed and fabricated by soft-lithographic techniques.  

Realistic three-dimensional simulations of the device have 
been conducted via dedicated numerical modeling. The 
synergistic use of advanced theoretical modeling of cells and 
tissue electro-mechanics, microfabrication technologies and 
actuated 3D multilayer cultures allow for a better control of 
the microenvironment and represent an advanced tool for in 
in vitro research studies. 

II. MATERIALS AND METHODS 

A. Chip design  
The device consisted of two superimposed 3 x 3 mm2 
chambers separated by a porous membrane. Vacuum-driven 
actuators were purposely designed for multiaxial stretching 
of the porous membrane. Chip design also included 
microfluidic channels for selective perfusion of the upper and 
lower chambers.  

B. Theoretical modelling and numerical simulation 
Design optimization was performed by Finite Elements 

Analysis. Accurate solution of micro-features (up to 10 µm) 
was ensured via mesh sensitivity analysis performed over 

three discretization levels. The finest mesh level consisted of 
∼4⋅105 tetrahedral quadratic elements and ∼1.5⋅106 degrees 
of freedom. The numerical solution was obtained by using 
Comsol Multiphysics 5.2 (COMSOL Inc., Burlington, MA) 
on a HP Z-800 multiprocessor workstation (192 GB RAM). 
The computational time was ∼15 min using ∼30 GB RAM.   

C. Device fabrication 
The device was fabricated by replica molding of 

polydimethylsiloxane (PDMS) starting from a silicon master 
with the desired relief pattern. Master molds were fabricated 
with SU8-2075 negative photoresist (Microchem, Newton, 
MA) following a standard photolithographic process 
according to the manufacturer’s instructions. The two halves 
of the chip (representing the upper and lower microchannel 
layers) were individually prepared by casting PDMS (10:1 
v/v pre-polymer to curing agent ratio) on the microfabricated 
mold, followed by thermal curing. 

The porous membrane was prepared by a soft-lithographic 
technique casting PDMS (15:1 v/v ratio) onto a photo-
lithographically obtained silicon master containing arrays of 
circular pillars.  

The two chip halves with interposed porous membrane 
were accurately aligned and bond together by oxygen plasma 
activation.  

D. Device actuation 
Actuation of the device was performed by applying 

controlled vacuum levels (in the 0-600 mbar range at 50 mbar 
steps) at each actuator inlet using a multichannel 
programmable pressure controller (Elveflow OB-1 
controller).  

Membrane stretching was observed under a fully motorized 
inverted optical microscope (Nikon Ti-E) equipped with a 
high speed camera (Andor NEO 5.5) and control software 
(NIS-Elements AR). 

Displacement field was calculated by particle tracking 
algorithm that was applied to the micrograph sequences using 
membrane pores as an interpolating mesh. 

Equibiaxial loading patterns were studied and compared 
with the results of in silico analysis. 

III. RESULTS AND DISCUSSION 

A. Device performance 
Figure 1 shows the optimized geometry resulted from in 

silico analysis (Fig. 1A) and the corresponding 
microfabricated device (Fig. 1B). Thickness of the porous 
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membrane (10 µm) and geometry of vacuum actuators were 
designed as a result of in silico optimization. 

Figure 2 reports a representative example of design 
validation. Figure 2A shows the results of numerical 
simulations for an applied vacuum level of 600 mbar, while 
Figure 2B illustrates the experimentally calculated 
displacement field derived from particle tracking applied to 
micrograph datasets. Good agreement (less than 5% error) 
between experimental and in silico data was reported. 

The strain field (calculated from displacement datasets) 
gave a central circular region of ca. 1 mm diameter 
characterized by a relatively constant strain level (ca. 7%), in 
agreement with the in silico model. 

IV. CONCLUSION 
A novel microfluidic stretchable devise has been designed 

and successfully fabricated on the base of in silico 
optimization analysis. Good agreement between experimental 
and finite element analysis results has been achieved in the 
case of equibiaxial loading patterns.   
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Fig. 1.  3D schematization of chip geometry obtained by in silico optimization (A) and microfabricated PDMS 
microfluidic devise (B). 

 
 
 
 

 
Fig. 2.  Color map of membrane displacement for an applied vacuum level of 600 mbar: (A) finite element simulation and 

(B) experimental results. Displacements are expressed in µm. 
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Abstract — Lumbar spinal stenosis can be surgically treated 

with traditional or minimally invasive decompression 
techniques. This study was focused on the comparison between 
different techniques, by means of in vitro testing on human 
spinal specimens. A spine tester was used to apply pure 
moments along three axis. The range of motion (ROM) and the 
neutral zone of the intact and decompressed specimens (after 
each resection step) was calculated. The unilateral laminotomy 
exhibited only small variations with respect to the intact spine. 
Also the minimally invasive laminectomy caused only minor 
changes of the flexibility. Two levels decompression caused 
greater differences on the ROM and the spinal instrumentation 
was always effective for the stabilization. 
Both minimally invasive and standard decompression 
techniques caused minor destabilization at the treated level. 

Keywords — Spine biomechanics, Lumbar spinal stenosis, 
laminotomy, flexibility tests. 

I. INTRODUCTION 
UMBAR spinal stenosis (LSS) is usually described as a 
reduction of the spinal canal volume, which can also trap 

the nerve roots causing pain and radicular symptoms [Aebi et 
al. 2008]. This pathology is often caused by disc 
degenerations and protrusion, osteophytes formation or 
hypertrophy of the flaval ligament. The clinical options are 
conservative treatments followed by decompressive 
techniques when the first strategy fails. Several surgical 
techniques can be employed (depending on the type of 
stenosis) in order to enlarge the spinal canal allowing the 
decompression of the nerve roots. 
-Laminectomy: is the traditional technique used to cut the 
whole lamina, the spinous process and the involved ligament 
(usually flaval, supraspinous and interspinous); 
-Laminotomy: is a minimally invasive technique that consists 
in the removal of part of the lamina, preserving the 
supraspinous and interspinous. The flaval ligament normally 
is removed; 
-Facetectomy: this technique is the partial or total removal of 
the facets. 
All the techniques can be performed monolaterally or 
bilaterally. Even if the rate of success of the surgical 
procedure is high, clinical studies identified a risk of 
instability suggesting the instrumentation with spinal fixators 

problems [Aebi et al. 2008]. 
The goal of this study was to perform an in vitro 
characterization of the spine, following minimally invasive or 
traditional surgical decompression techniques. The flexibility 
of the intact, destabilized and subsequently instrumented 
spine was calculated.   

II. MATERIAL AND METHODS 
Six human specimens of healthy lumbar spines were tested. 
The study was performed using a spine tester, able to 
reproduce pure unconstrained moments along three axis in 
order to simulate flexion-extension, lateral bending and axial 
rotation. Therefore, 7.5 Nm were applied in all the directions 
of movement without preload. A motion capture system was 
used to acquire the movement of each motion segment and 
consequently calculate range of motion (ROM) and neutral 
zone (NZ) of each specimen. 
Several decompression techniques were reproduced, using an 
incremental damage approach (Fig. 1). After the two steps, 
equally performed on all the specimens the samples were 
divided in two groups: 

1-  Intact specimen (n=6); 
2-  Unilateral laminotomy for bilateral decompression at 

L3-L4 (UNI-1L, n=6); 
3a- Minimally invasive laminectomy at L3-L4 (BI-1L, 
n=3) and spinal fixation at L3-L4; 
3b- Unilateral laminotomy for bilateral decompression at 
L4-L5 (UNI-2L, n=3); 
4b- Minimally invasive laminectomy at L4-L5 (BI-2L, 
n=3) and spinal fixation at L3-L4. 

A neurosurgical drill was used to create the decompressions 
and flexibility tests were performed after each resection. 
A statistical analysis was conducted on the steps having 6 
samples. 

III. RESULTS  
Unilateral laminotomy for bilateral decompression (UNI-1L) 
at L3-L4 had only a slight influence on the ROM, for all the 
typical movements of the spine (Fig. 2). The statistical 
analysis showed a not significant 8% increase of the ROM in 
flexion-extension. Conversely, the variation of the NZ 
resulted significant, with an increase of about 30%. In 
addition, the lateral bending showed significant differences 
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for both ROM and NZ. The axial rotation revealed a 
significant variation of ROM and NZ only on the left side. 
Performing a minimally invasive laminectomy at the same 
level (BI-1L) did not cause significant changes. 
The surgical techniques performed on two level led to higher 
variations. 
The posterior instrumentation with spinal fixators greatly 
stabilized the spine, increasing the stiffness of the construct.   
 

IV. DISCUSSION 
This biomechanical study supported the finding that 
decompression techniques are able to preserve the 
physiological stability of the treated levels, considering either 
ROM or NZ. The limited number of samples did not allow a 
statistical analysis of all the surgical techniques. However, 
various interesting clinical findings can be drawn. First, the 
bilateral decompression obtained following unilateral 
laminotomy resulted slightly relevant thus, its role in 
inducing iatrogenic instability is negligible. The minimally 
invasive laminectomy did not produce a substantial 
instability. Also in literature the effect of minimally invasive 
decompressions was judged marginal [Ivanov et al 2007]. 
Extending the decompressions on the second level (L4-L5) 
induced higher changes, probably due to the higher flexibility 
of the lower lumbar segment. Therefore, a decompression 
performed at this motion segment may be more critical 
increasing the risk of destabilization. 

V. CONCLUSION 
The results of the biomechanical testing showed that the 
unilateral laminotomy for bilateral decompression caused 
only minor destabilization at the treated level, considering 
ROM and NZ. Also the minimally invasive technique had a 
small effect on the biomechanics. Thus, it can be stated that 
both techniques are safe and equally effective from a 
biomechanical perspective. 
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Fig. 2 Statistical comparison of the range of motion (ROM) and of the neutral zone (NZ) between the intact specimens and 
those subjected to unilateral laminotomy at L3-L4 (“UNI-1L”), in flexion-extension, left lateral bending and left axial 
rotation. “*” indicates a statistically significant difference (p<0.05) between the intact and the decompressed condition 
(n=6). 

 
Fig. 1 Decompression and stabilization procedures performed on the specimens: unilateral laminotomy at L3-L4 (“UNI-
1L”, n=6 specimens); bilateral laminotomy at L3-L4 (“BI-1L”, n=3); unilateral laminotomy at L3-L5 (“UNI-2L”, n=3); 
bilateral laminotomy at L3-L5 (“BI-2L”, n=3). 
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Abstract—The strain distribution was never studied in spine 
segments (vertebrae and intervertebral discs) due to its complex 
geometry and structure.  DIC allowed measuring the 
displacements and strains on the surface of a specimen in a 
contactless way and providing full-field view.  After a validation 
to estimate the DIC measurement uncertainties, a speckle 
pattern was prepared on porcine spine segments and then the 
spines were tested in a loading machine until failure.  DIC 
measured displacement and strain, simultaneously, on the 
surface of vertebrae and intervertebral discs.  Failure strain on 
vertebrae around 10000 microstrain and on intervertebral discs 
around 70000 microstrain, proved the measurement reliability 
and a new way to test spines and increase the present 
knowledge. 
Keywords—Spine, experimental tests, imaging, Digital Image 

Correlation 

I. INTRODUCTION 
PINE is one of the most complex and vital structure in 
the human skeletal apparatus [1].  Diseases related to 

spine could involve in pain and immobility, with a series of 
complications that reduces the life quality [2].  Due to these 
reasons, knowing the biomechanics of spine is really 
important in a society that increases the longevity year after 
year. Until now, the combination of soft tissues 
(intervertebral discs) and hard tissues (vertebrae), that 
composes the spine, made impossible the evaluation of 
displacements and strains under physiological loading 
conditions with traditional measurement techniques (e.g. 
strain gauges).  In the last years Digital Image Correlation 
(DIC) changed the scenario of the traditional measurement 
techniques in biomechanics [3] allowing the computation of 
displacements, and through differentiation, strains in a 
contact-less way and providing a full-field view of the 
examined surface.   
This work want to explain a protocol of validation of DIC 
system, in order to define the measurement uncertainties, and 
a strain measurements procedure on multi-vertebrae segment, 
in a contactless way and full-field view, using DIC.  

II. MATERIAL AND METHODS 

A. The validation and optimization of DIC 
A commercial 3D-DIC system (Q400, Dantec Dynamics, 

Denmark), with two 5Mpix cameras and 35mm lens, was 
used to measure the strain.  Before starting to use DIC as a 
reliable tool, an estimation of the strain uncertainties was 
performed.  A flat aluminium beam was covered with 
optimized speckle pattern [4] to allow a univocal 

identification of the surface.  Two images of the beam 
(resolution of 30 µm/pixel) were acquired by the system in a 
zero-displacement and zero-strain condition (fixed and 
unloaded).  A region-of-interest (ROI) similar to the frontal 
projection of a three-multi-vertebrae segments was defined 
on the beam, in order to have the spatial condition as similar 
as the spine test.  A three-parameters factorial design was 
implemented to investigate the effect of the key parameters 
of DIC (facet size, grid spacing and filtering on displacement 
field) on the strain measurements; in terms of systematic and 
random error, respectively, the average and standard 
deviation of the measurement point over ROI, and so as to 
minimize the strain measurement uncertainties.   

B. The preparation of specimens 
Segments of three/four vertebrae were extracted from 

porcine lumbar spines.  All the soft tissues and spinal 
processes of external vertebrae were removed with surgical 
tools and without damage the specimen.  In order to create a 
speckle pattern in the best way possible on soft 
(intervertebral discs)[5] and hard (vertebrae) tissues the 
specimens were stained with methylene-blue-saturated water 
solution for 6 times every 15 minutes, to prepare the dark 
background.  Instead, the white speckle pattern was created 
through an airbrush airgun [4, 6] using a water-based paint, to 
minimize interactions, which could damage the bone tissue 
(Fig. 1).  Finally, to enable mechanical testing in loading 
machine parallel basis were prepared potting external 
vertebrae in poly-methyl-methacrylate till half of their height.  

C. In vitro loading tests 
The spine segments were tested in pure axial loading and in 

isostatic conditions.  In order to avoid transmission of any 
additional load a homemade setup was built using low-
friction linear bearings and ball joint.  The load was applied 
through a loading machine in position control, using a 
monotonic ramp, running at 1mm/s, until failure.  Images of 
specimens under loading were recorded at 6.8 Hz.  Using the 
optimized parameters setup, the displacements and strains 
were evaluated on the entire frontal surface of the specimens.  

III. RESULTS 

A. The optimized DIC parameters 
The better compromise between measurement uncertainties 

and spatial resolution was obtained with a facet size of 33 
pixels, a grid spacing of 19 pixels and a filter of displacement 
over a 5x5 data grid.  The resultant systematic and random 
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errors were, respectively, of 10 microstrain and under 100 
microstrain.  The above-mentioned key parameters will be 
used for the strain measurement on spine as well, obtaining 
an equivalent measurement surface for each measurement 
point, similar to the one of strain gauge.  

B. The results of loading tests 
Displacement and strain were evaluated on the entire 

frontal surface of the multi-vertebrae specimen, in both the 
tissue (intervertebral discs and vertebra) up to failure.  The 
axial strain (Fig. 2) in the vertebrae, prior to failure, was 
under 10000 microstrain; while in the intervertebral discs, 
where started the failure, the strain exceeded 70000 
microstrain.    

IV. DISCUSSION 
The evaluation of the measurement uncertainties 

guaranteed the setting of the best parameters setup and to 
know the reliability of the measurement tool before starting 
to use it on complex specimens, such as biological ones.  
Strains were evaluated on the entire ROI without any loss of 
information, showing the suitability of the speckle pattern 
prepared in a non-conventional way [3].  Moreover, no 
variations, in terms of measurement uncertainties, were 
reported respect the traditional speckle pattern [4].  The 
evaluated failure strains were in agreement with the literature 
[7, 8] but, according to the authors’ best knowledge, no-one 
performed this kind of measures, strain on soft and hard 
tissue simultaneously, before.   
 

V. CONCLUSION 
This study showed the capability of DIC in strain 

measurement on complex specimens, in term of material 
properties and geometry, to study and examine in depth the 
biomechanics of spine.  The assertion of these potentialities 
could open the way to further application of DIC to study the 
behaviour of human spines.   
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Fig. 1.  Left, a three-vertebrae segment spine with white-on-black speckle pattern.  Right, 
overview of the testing setup. 

 
Fig. 2.  Axial strain distribution in vertebrae and intervertebral discs.  On the left the strain under a load 
of 1522N and on the right the strain under a load at 3418N, just prior to failure.   
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Abstract—Standard of care in precapillary (group I) 
pulmonary hypertension (PH) includes serial right ventricular 
(RV) catheterizations in order to monitor RV performance and 
pulmonary bed pressures, unfortunately with associated costs 
and side effects related to invasive procedures. Our aim was 
two-fold: 1) to develop a biventricular finite-element model 
coupled to a lumped-parameter circulatory system of PH; 2) to 
assess accuracy of proposed computational model in predicting 
hemodynamic impairment due to PH and abnormal motion of 
interventricular septum.  
Keywords—finite-element method, lumped-parameter model, 

pulmonary hypertension. 
 

I. INTRODUCTION 
 
Pulmonary hypertension (PH) is a pathological condition in 
which the mean pulmonary artery pressure is higher than the 
normal condition [1]. Specifically, PH is defined when right 
ventricular (RV) pressure exceeds 25 mmHg at rest [2]. This 
condition may ultimately lead to right ventricle failure 
(RVF). Conceptualized hemodynamically, RVF occurs at the 
point at which cardiac output (CO) and blood pressure drop 
despite an increased RV end-diastolic pressure (Ref). 
Although PH can be seen at echocardiography [3], pressure 
measurements by Swan-Ganz catheterization of right side 
represent the gold standard for the diagnosis of PH and to 
assess disease severity [4, 5]. 

II. METHODS 

Patient Study Group 
We retrospectively identified 10 patients with Group I PH 

underwent right-sided cardiac catheterization to monitor the 
progress of pulmonary disease. Standard echocardiography 
and delayed enhanced (DE) CMR were performed within 2 
weeks from RV catheterization in order to collect 
hemodynamic and morphological data. Specifically, left 
ventricular (LV), ejection fraction, cardiac output (CO), 
cardiac index (CI) and pulmonary capillary wedge pressure 
(PCWP) were collected from standard 2D or Doppler 
echocardiography. While, RV end-diastolic and end-systolic 
volume, RV stroke volume, RV cardiac output, RV ejection 
fraction were measured from DE-CMR.     

Lumped-Parameter Modelling of PH 
To simulate the hemodynamic impairment due to PH, we 

used the CircAdapt open-source cardiovascular tool 
(www.circadapt.org/) as a lumped-parameter model of heart 
and circulation. The CircAdapt is configured as a network 

composed of several module types representing myocardial 
walls, cardiac valves, large blood vessels, and peripheral 
vasculature to enable real-time simulation of hemodynamic 
under normal and pathological conditions 

Both RV and LV end-diastolic and end-systolic volumes as 
collected by DE-CMR were used as input parameters in the 
lumped-parameter model. We interactively adjusted the 
pulmonary vascular resistance (PVR) and myocardial 
contractility parameters (i.e. passive stiffness and active 
contraction) to match both LV and RV ventricular volumes. 

For each patient, the model output consisted in the RV and 
LV pressure-volume loops, which were used as boundary 
conditions for the biventricular finite-element model. 
Additionally, standard hemodynamic parameters such as the 
CO were computed with CircAdapt and then compared to 
those derived by RV catheterization.   

 

Finite Element (FE) analysis 
Numerical simulations were performed according to our 

previously described biventricular model [6, 7]. The 
substantial difference with this model was the use of the 
Holzapfel’s constitutive formulation and a thermal-
mechanical analog approach to describe active myocardial 
contraction [8]. This allowed us to avoid numerical issues 
that are often observed with the Fung’s law. LV and RV 
geometries were obtained via parameterized geometric 
surfaces initialized by morphological measurements collected 
by DE-CMR. The biventricular model represented the end-
systolic ventricular-chamber configuration and then meshed 
with brick elements in ABAQUS FE code (Simulia, Inc., 
Providence, RI). Cardiac myofiber angles at epicardium and 
endocardium were 60° with respect to the circumferential 
direction of LV wall. We fully constrained the displacement 
of the ventricular basal line because the mitral valve annulus 
and aortic valve annulus are much stiffer than the 
myocardium.  

For each patient, RV and LV pressure loading profiles 
computed with the lumped-parameter simulation of PH were 
applied to the endocardium using the hydrostatic fluid cavity 
modeling capabilities of ABAQUS/Standard. Thus, the 
passive heart behavior was calibrated by iteratively adjusting 
the material parameters C of Holzapfel’s law in order to 
match the measured values of RV and LV end-diastolic 
volumes. Similarly, the active heart behavior was tuned by 
scaling the fictitious temperature field. Septal motion was 
compared to that observed in 4 healthy patients investigated 
previously [6, 7]. 
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III. RESULTS AND DISCUSSION 
Linear regression analysis was used to assess associations 

between catheter- and lumped-derived parameters (see Table 
1). Primary dependent (i.e. predicted) variables were CI and 
PCWP. Hemodynamic parameters predicted by lumped-
parameter modeling were comparable to those actually 
measured in cath-lab (p<0.05 for all). Specifically, the 
lumped-parameter model was able to predict cardiac index 
with high accuracy (R2=0.82, p<0.001), although prediction 
of PCWP was just moderate. It is worthy of consideration 
that CI is considered as a prognostic indicator to assess the 
severity of PH [1]. Although a large cohort is needed, the 
lumped-parameter modeling appears promising to distinguish 
the less from the most “malignant” PH. Additionally, this 
tools is based on non-invasive measures as compared to that 
achieved by catheterization.  

  
TABLE I: DESCRIPTIVE STATISTICS OF COLLECTED MEASUREMENTS 

 
Variables Lumped 

Model  
Outcome:  
CI (Cath) 

Outcome:  
PCWP (Cath) 

Stroke Volume (mL) 54.2±15.2 0.68 (0.01) 0.03 (0.7) 

Cardiac Output (Lit./min) 4.1±1.1 0.74 (<0.001) 0.02 (0.72) 

Cardiac Index (Lit/min/m2) 2.4±0.6 0.82 (<0.001) 0.02 (0.72) 

RV Systolic Pressure (mmHg) 64.2±12.9 0.01 (0.97) 0.14 (0.36) 

Systolic Pulmonary Artery Press. (mmHg) 62.5±12.8 0.01 (0.79) 0.03 (0.71) 

Diastolic Pulmonary Artery Pressure (mmHg) 37.1±10.1 0.12 (0.37) 0.52 (0.04) 

 
Numerical simulations revealed that RV experiences severe 

myocardial stress during cardiac beating (see Figure 1). 
Specifically, end-systolic myocardial stress was as high as 
221 kPa at apex. This pronounced stress is caused by the fact 
that the RV volumes were markedly high (180.4± 60.1ml) 
since the increase of intraventricular pressure due to the 
pulmonary disease leads to an adverse remodeling 
characterized by ventricular dilatation. Indeed, RV is a 
compliance chamber that is not able to adequately contrast 
the high pressure demand. This mechanism ultimately leads 
to failure of RV chamber. In healthy patients, the mean value 
of RV end-systolic myocardial stress was 24.3±6 9.7kPa, and 
this is significantly lower than that shown by patients with 
PH. Using a similar biventricular finite-element model, Wenk 
and collaborators [9] found that RV end-systolic myocardial 
stress in patients with dilated cardiomyopathy was 58.5 kPa, 
although RV volume was reported as morphologically 
normal. Similarly, end-diastolic RV myocardial stress in PH 
was found higher than that showed by healthy patients (150 
kPa for PH compared to 13 kPa for normal hearts). 

Most importantly the interventricular septum exhibited an 
abnormal motion throughout cardiac beating. As PH became 
more severe, the pattern of septal motion was characterized 
by a normal left-ward shift towards RV during diastolic 
filling followed by an abnormal right-ward shift towards LV 
during ejection and isovolumic relaxation phases. This was 
likely caused by the time courses of simulated ventricular 
pressures. In simulation of PH, RV pressure exceeded LV 
pressure during systole, with pressure decay delayed with 

respect to that of LV. This time course was not observed for 
healthy patients where interventricular septum did not move 
over LV. A similar mechanism of abnormal motion for the 
interventricular septum can be seen clinically in PH [2] and 
corroborated by Lumens and collaborators [10]. 

IV. CONCLUSION 
In this study, an approach for modeling the interaction 
between the heart and the circulatory system was developed 
by coupling a patient-specific biventricular finite-element 
model to that of a lumped-parameter that represents the 
systemic and pulmonic circulatory system. Thus, this 
approach was adopted to study the mechanism of PH by 
comparing hemodynamic data to those derived by right side 
catheterization and by assessing cardiac mechanics. Results 
showed a good agreement between lumped- and catheter-
related hemodynamic measures and the ability of our 
biventricular model to capture the systolic abnormal motion 
of interventricular septum observed clinically. This may 
allow less invasive clinical procedure and rapid 
computational prediction for the diagnosis of PH. Further 
studies on large patient cohort are warranted to refine model 
and confirm results. 
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Fig. 1. End-systolic myocardial wall stress showing abnormal motion of interventricular septum (left); pressure-time and 
pressure-volume loop obtained by the lumped-parameter model (right). 
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Abstract— Usage of polymeric microspheres in biomedical 
applications is dramatically increasing in the last years. Their  
massive use is promoted by the maturation of methodologies for 
their preparation, that allow the control of their shape and size. 
Here we present a study were a test bench is proposed for the 
characterization of the mechanical properties of polymeric 
microspheres. In detail, compression tests are performed on 
three types of gelatine microspheres characterized by three 
different values of concentration of genipin (0.1%, 0.5%, 1%). 
Microspheres mechanical properties are evaluated by using 
nanoindentation and applying the Hertz model, assuming  
microspheres incompressibility and a Poisson’s coefficient equal 
to 0.5. The values of Young’s modulus obtained for the three 
types of microspheres are 2.56 ±0.95 GPa (0.1% of genipin), 1.87 
±0.91 GPa (0.5% of genipin), and 3.44 ±0.66 GPa (1% of 
genipin), respectively, confirming that their mechanical 
behavior depends upon the concentration of the genipin used for 
their preparation. The obtained results, obtained by applying 
the Hertz theory, satisfactorily agree with the experimental 
data, indicating that the Hertz model is adequate to describe the 
mechanical properties of the investigated microspheres.  
Keywords—Nanoindentation, micro-compression, 

microspheres. 

I. INTRODUCTION 
OLYMERIC microspheres are largely adopted in 
biomedical applications as, e.g., embolic agents to treat 
hyper-vascular tumors [1], or in tissue engineering [2]. 

The class of polymeric microspheres used for biomedical 
applications are mainly composed by hydrophilic polymers, 
because of their biocompatibility. In particular, the injection 
of gelatin microspheres is very promising, because of their 
poor antigenic properties and higher absorbability, when 
compared with other biocompatible polymers as collagen [3]. 
In this study the mechanical properties of a new design of 
polymeric microspheres to be used as carriers for local 
release of drugs and grow factors, are investigated. The 
rationale of the study is that, since the microspheres have to 
be injected into the target tissue, the rheological behavior of 
suspensions or dispersions of such microspheres, and their 
effectiveness in properly delivering drugs, will depend upon 
their mechanical properties [3][4]. Technically, 
nanoindentation is applied on microspheres of size in the 
range 30-70 µm. To measured load-displacement data, the 
Hertz model is applied to estimate the Young’s modulus. 
Once fully validated, the protocol here proposed for the 
mechanical characterization of polymeric microspheres used 
for drug delivery will allow: (1) to support their design phase 
and (2) to improve their effectiveness in targeting the release 
of drugs. 

II. MATERIAL AND METHODS 
The water-in-oil emulsion method was applied to gelatin type 
A derived from the porcine skin to produce three types of 
microspheres characterized by a different percentage of 
genipin (Figure 1), and with an average radius equal to (mean 
± SD) 44.12±11.12 µm for group 1, 51.78±10.45 µm for 
group 2 and 50.88±9.30 µm for group 3. Genipin in three 
different values of concentration (w/v) %: 0.1% (group 1) 
,0.5% (group 2), and 1% (group 3), was used as natural cross-
linker (the presence of genipin affects the structural 
characteristics of the polymer and the degradation kinetics as 
well).  
Nanoindentation combined with the Hertz model was applied 
to estimate the mechanical properties of the microspheres. In 
nanoindentation, when the contact between the specimen and 
the indenter tip is detected, its displacement is measured as 
the load is applied. From the measured load-displacement 
curve (Figure 2) it is possible the estimation of the Young’s 
modulus of the specimen. 
In detail, the Nanoindenter XP (Agilent/MTS company), 
characterized by a theoretical force resolution of 50 nN and a 
theoretical displacement resolution lower than 0.01 nm, was 
adopted and a specific protocol was developed for 
characterize the microspheres through a micro-compression 
test. In detail, here a flat end punch with a diameter of 500 
µm was selected for indentation. The compression test is 
characterized by three steps: loading, hold and unloading. 
During the loading and unloading phases the velocity of the 
indenter punch was set at a constant value of 10 nm s-1. The 
hold phase consisted of a stabilization period along which the 
maximum value of the load was maintained for a period of 5 
s. The maximum value of the load was obtained in 
correspondence of an indentation depth equal to the 5% of 
the initial radius of the microsphere. The initial radius of each 
microsphere was evaluated before the beginning of the test, 
using the optical system embedded in the Nanoindenter XP. 
Load and displacement signals were acquired at a sampling 
rate of 5 Hz. 
On measured load-displacement curves as obtained from the 
compression tests, the Hertz model [5] was applied and the 
Young’s modulus was estimated according to: 
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where F is the load, H is the displacement, E is the Young’s 
modulus, υ is the Poisson’s ratio and R is the radius of the 
microsphere. The value of the Poisson’s ratio was assumed to 
be equal to 0.5 [2][6]. The linear least squares method has 
been applied to estimate the value of E on the experimental 
data. By applying the Hertz contact model we implicitly 
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made the assumptions that: (1) microspheres are spherically 
shaped; (2) deformation is symmetric; (3) microspheres are 
made of a purely elastic and isotropic polymer; (4) only small 
deformations affect indented microspheres. 

III. RESULTS 
Typical compression load-displacement curves as obtained 
from nanoindentation are presented in Figure 2. The curves is 
characterized by an hysteresis loop typically characterizing 
viscous-elastic materials. 
For each group of polymeric microsphere 40 tests were 
carried out.  Outliers have been excluded by applying the 
modified Thompson’s Tau method.  
The Young’s modulus was estimated by using the Hertz 
contact model, applied to the linearized experimental data 
measured along the loading phase. We obtained three average 
values of Young’s modulus equal to 2.56 ±0.95 GPa, 1.87 
±0.91 GPa, and 3.44 ±0.66 GPa (mean ± SD) for group 1, 2 
and 3 respectively. 
 The percentage of genipin influences the mechanical 
properties of the microspheres. Indeed the analysis of 
variance (ANOVA) applied to the tests carried out on 
microspheres shows a correlation (p<0.05) between their 
mechanical properties and the percentage of genipin used 
during the production of the microspheres. The progressive 
increase in the percentage of genipin in microspheres 
composition is not related to a linear increase of the Young’s 
modulus. Load-displacement curves obtained for 
microspheres belonging to group 1 show a mean peak load 
value higher than group 2 (Figure 3), indeed the experimental 
curves obtained for the group 1 are characterized by an 
higher slope respect the curve belonging to group 2.  
Since the level of (imposed) deformation is the same in all 
the experiments, the estimated Young’s Modulus of 
microspheres of group 2 is lower than group 1. 
Individual Young’s modulus from single microspheres were 
used as input variable in the Hertz model and theoretical 
results were compared with experimental data relative to the 
sole loading phase of the curve. The explanatory results 
displayed in Errore. L'origine riferimento non è stata 
trovata. are representative of all the nanoindentation tests 
performed on single microspheres and indicate that there is a 
satisfactory agreement between the Hertz model for contact 
and the experimental data. 

IV. DISCUSSION 
Application of polymeric microspheres in medicine has 
increased in the past years thanks to the development of 
novel methods for their preparation that allow a fine control 
of their size and shape. The degradation rate of the gelatin 
microspheres, that regulates the rate of drug delivery, 
depends strongly on their mechanical properties. Usually, this 
kind of microspheres are injected in the target tissues by 
using a solution or an appropriate gel in which they are in 
suspension. The rheological property of such suspensions of 
microspheres are affected by the mechanical properties of 
these microspheres. Hence, from the characterization of the 
mechanical behavior of polymeric microspheres it is possible 
to obtain knowledge which is fundamental for improving 
microspheres design and, ultimately, drug delivery. 

 As for the analysis here presented, for the three 
preparations of microspheres the average values of the 
standard error (and of R2) with respect to the load-
displacement curves estimated by applying the Hertz contact 
model are equal to 1.55 mN (R2= 0.98), 1.59 mN (R2= 0.99), 
and 2.10 mN (R2= 0.99) , for group 1 group 2 and group 3, 
respectively. These data confirm that the selected Hertz 
model satisfactorily fits the experimental data as obtained 
from the application of a nanoindentation strategy, making 
the estimated mechanical properties reliable. 
The estimation of a  Young’s modulus value for 
microspheres belonging to group 2 lower than group 1 can be 
explained in terms of the procedure applied for microspheres 
fabrication. Since it is expected an higher value for the 
Young’s modulus, by increasing the percentage of genipin in 
fabricated microspheres, the counter-intuitive here presented 
results could be ascribed to fabrication parameters setting 
which could influence the ultimate mechanical features of 
microspheres. In particular, two of this parameters could 
markedly influence the crosslinking phase of the fabrication 
process, i.e., the stirring speed and the crosslinking time, 
because they determine size distribution, independent and 
individual growth of the microspheres, and the degree of 
crosslinking. We conjecture that the setting adopted for these 
parameters in the fabrication of microspheres belonging to 
group 2 has lead to an impairment of the mechanical 
properties for this group, also in the presence of an higher 
percentage of genipin, with respect to group 1.  Several 
limitations could weaken the findings of this study. In 
particular, the defined deformation at 5% of the initial 
diameter, which limits the validity of these results only for 
small deformation. Moreover, nanoindentation tests were 
carried out in dry condition, while the physiological 
environment is an aqueous environment. Further analysis is 
needed to clarify if dry tests can be representative of the in 
vivo behavior of the microspheres.  
In conclusion, the preliminary findings presented here 
confirm the potential (1) of using nanoindentation and (2) of 
applying the Hertz model for a mechanical characterization 
of gelatin microspheres. The presented approach could be 
easily extended to characterize the mechanical behavior of 
microspheres obtained using, e.g., chitosan, or blends of 
gelatin and chitosan. 
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Figure 1: Representative images of group 1 (a) group 2 (b) and group 3 (c), taken by the optical microscope built in the 

Nanoindenter XP. (Resolution: 0.2 µm/pixel).  
 

 
Figure 2: Typical Load-Displacement curve as obtained from nanoindentation tests on gel microspheres of group 1 (a), 

group 2 (b) and group 3 (c). 
 

 
Figure 3: Experimental curves obtained by the microindentation tests.  On the left curves obtained for microspheres with 

0.1% of genipin. On the right curves obtained for microspheres with 0.5% of genipin 
 
 

 
Figure 4: Comparison of the loading phase as obtained from the experimental data (blue curve) and from the Hertz model 

(red curve), for group 1 (a), group 2 (b), group 3 (c).   
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Abstract—In particular situations, such as in presence of 
congenital malformations, pathologies or traumas, skull can 
present bone defects or empties, which can be characterized by 
complex geometries that vary from case to case. For repairing 
these defects/empties, patients must undergo cranioplasty 
procedures, during which a proper prosthesis is anchored to the 
skull, replacing the missing bone parts. Nowadays, starting from 
diagnostic images, patient-specific prostheses can be 
manufactured, made of biocompatible materials. Among 
metallic materials, titanium alloys are the most suitable for this 
application.  

The aim of this study is to present a methodology to 
manufacture craniofacial prostheses in titanium alloy using non-
conventional forming processes. In details, the complete 
procedure starts from the design of both the prosthesis and the 
anchoring system, choosing the optimal material and the best 
manufacturing process according to the geometry of the defect, 
the available time and the cost. 

In order to demonstrate the potency of this approach, two 
case studies were reported. 
Keywords—craniofacial titanium prostheses, non-

conventional forming processes, realization procedure. 

I. INTRODUCTION 
HE skull is one of the most complex bones and it plays a 
key role because it protects the brain, the organ that 

makes us human, and has a strong aesthetic impact [1]. So, it 
sums both functional and aesthetic aspects. Unfortunately, 
because of congenital malformations, pathologies or traumas, 
the skull can present defects or empties, which are repaired 
with cranioplasty interventions [2]. In particular, during this 
surgical procedure, a prosthesis made with biocompatible 
material [2], such as titanium and its alloys [1],[3], is 
anchored to the skull. Moreover, titanium is chosen as it has 
excellent mechanical properties [3] and favours 
osseointegration with the host bone [4]. 

In order to fulfil the evident aesthetic requirements, such 
prostheses must be patient customized. In particular, these 
prostheses can be manufactured using computer-aided-
design/computer-aided manufacturing (CAD/CAM) 
technique [5]: CAD/CAM titanium implants show the lowest 
rate of complications and have reasonable costs [6]. 
Regarding the manufacturing different processes, such as the 
milling [7] or the additive manufacturing [8], can be used 
even if the optimal one has not yet been established.  

The aim of this study was to present a complete procedure 
for the manufacturing of such titanium prostheses based on 
the use of non-conventional forming processes.  

II. PROCEDURE  
The necessary steps to manufacture craniofacial prostheses in 
titanium by means of the non-conventional processes are 
illustrated in Figure 1 and described below. 

A. Medical scan and DICOM images 
Thanks to the research and technological development in 

imagining techniques, nowadays morphological aspects can 
be evaluated by means of the computer tomography (CT) and 
magnetic resonance imaging (MRI), which provide 2D 
multiplanar images or slices in the DICOM format [9]. So, a 
3D visualization is available.  

B. Virtual modelling 
Starting from diagnostic images of the defected skull, a 

virtual model can be obtained by means the segmentation 
process, using different software [10]. For this work, the open 
source software Invesalius was chosen for the 3D/volumetric 
reconstruction [11]. Since it provides a STL file, in order to 
obtain a 3D solid model of skull bone, reverse engineering 
[12] was used. After that, the prosthesis was designed 
considering the defect morphology and trying to get an 
appearance of the resulting treated skull as close as possible 
to a normal one.  

C. Design of anchoring system 
In case of titanium customized craniofacial prostheses 

made with forming processes, they have a greater area and a 
larger perimeter with respect to the defect [13], but no 
information regarding the overlap length is available. 
Furthermore, titanium and skull bone have different elastic 
modules, reported in [14] and [15] respectively. For these 
two reasons, a detailed design of the anchoring system is 
necessary. 

To realize it, a hybrid approach was developed (Figure 2). 
In details, an optimization procedure, based on the ANOVA 
analysis and the response surface methodology -RSM- [16], 
was implemented in order to identify the optimal values for 
the overlap length and the screw shank diameter for a specific 
defect area, considering the worst accidental compressive 
load. In this case, the bone that adheres to the prosthesis must 
resist, so the maximum stress must be evaluated to establish 
the best anchoring system. Different simulations were carried 
out using finite-element modeling (FEM) and considering 
five factors (screw shank diameter, overlap length, load 
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intensity and its tilt angle and the damaged area) and their 
values range. Moreover, the stress numerical results were 
used as input data for the optimization process. Regarding the 
FEM analyses, they were carried out using Comsol 
Multiphysics 5.2 (COMSOL Inc, Stockholm, Sweden), 
whereas for the optimization procedure, Design Expert 
Software (Stat-Ease, Inc., Minneapolis, USA - trial version) 
was used. 

D. Prosthesis manufacturing 
As reported before, in this study non-conventional forming 

processes were considered to manufacture the prostheses. In 
details, superplastic forming (SPF) and single-point 
incremental forming (SPIF) were chosen.  

In case of SPF, a sheet is deformed with high temperatures 
under the action of an in-pressure inert gas, instead, during 
the SPIF, a rotating tool/punch deforms the sheet with high 
speeds. Both processes used the CAD/CAM approach, 
employing an electro-hydraulic machine in the SPF and a 
3axis CNC machine in the SPIF. A sketch of the two 
methodologies are reported in Figure 3. Both technologies 
allow to create prostheses with very low thicknesses and high 
mechanical strength. Furthermore, the advantage of SPF is 
that it can be used to obtain prostheses with complex 
geometry, whereas the benefit of the SPIF is that prostheses 
can be made in low times, without employ moulds. 

E. Biocompatibility check 
The most important property of the bone substitutive 

materials is the biocompatibility. Even if the titanium alloys 
normally show this feature, the manufacturing process could 
have been altered this property, and, consequently, 
biocompatibility of the final prosthesis must be verified 
through citotoxicity tests. 

III. VALIDATION 
To demonstrate the procedure feasibility and to validate it, 

two different defects were considered and the relative 
prostheses were made applying the methodology (Figure 4). 

In details, the prosthesis relative to the frontal damage was 
made with the SPF because of the complex geometry, 
whereas the prosthesis relative to the lateral defect was 
realized using the SPIF in order to obtain it in very low times. 
Regarding the SPF manufacturing, the undeformed sheet was 
heated up to 850°C and then subjected to argon in pressure. 
Instead, in the SPIF, a hemispheric punch (diameter of 15 
mm) deformed the sheet with a continuous movement 
(constant tool depth step of 0.1 mm and a tool feed rate of 
about 2000 mm/min), following the trajectory generated by 
the CAD/CAM program. Nano-indentation tests were also 
performed in order to measure hardness and elastic modulus 
variation deriving from the manufacturing process. Results 
highlighted that no significant changes are generated by the 
processes. The two realized prostheses are reported in Fig. 4. 

IV. CONCLUSION 
This work presented a procedure to realize craniofacial 

prostheses in titanium with non-conventional forming 
processes, the superplastic forming and the single-point 

incremental forming. Both these two technologies have 
proved to be suitable for this application, with the advantage 
of obtaining both extremely thin and, at the same time, 
resistant prostheses. The necessary aesthetic and 
biocompatibility requirements have also been demonstrated 
that can be fulfilled by the usage of the two technologies. 
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Fig. 1.  Steps of presented procedure for the realization of craniofacial prostheses in titanium by means of non-
conventional processes 

 
Fig. 2.  Steps of the procedure used to design the optimal anchoring system (left) and results of the optimization of (right) 

        

 
Fig. 3.  Non-conventional forming procedures: superplastic forming (SPF, left) and single-point incremental forming (SPIF, right) 

 

    

 
 
Fig. 4.  (1) Skull defects areas (2) relative CAD models of the prostheses (3) manufactured prostheses (4) SPF prosthesis mounted on the skull model 
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